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ABSTRACT

Currents injected by CMOS digital circuit blocks into the power grid and into the substrate of a system-on-a-chip may affect reliability and performance of other sensitive circuit blocks. To verify the correct operation of the system, an upper bound for the spectrum of the noise current has to be provided with respect to all possible transitions of the circuit inputs. The number of input transitions is exponential in the number of circuit inputs. In this paper, we present a novel approach for the computation of the upper bound that avoids the untractable exhaustive exploration of the entire space. Its computational complexity is indeed linear in the number of gates. Our approach requires CMOS standard cell libraries to be characterized for injected noise current. In this paper, we also present an approach for this characterization of CMOS standard cells. Experimental results have proven the accuracy of both the algorithm and the noise current models used for the library characterization.

1. INTRODUCTION

The complexity of systems-on-a-chip design requires an aggressive re-use of IP (Intellectual Property) circuit blocks. However, IP blocks can be safely re-used only if they do not affect other sensitive components. The switching activity of CMOS digital circuit blocks typically injects high frequency current noise both into the Gnd/Vdd system, and into the substrate of integrated circuits. Such currents can potentially affect circuit reliability and performance of other sensitive components [9]. For instance the Gnd/Vdd currents may produce electromigration, IR voltage drops, voltage oscillations due to resonances, and, possibly, electromagnetic interference. The substrate currents may couple noise to sensitive analog circuitry through body effect or direct capacitive coupling. Current injection analysis is needed to properly account for all such effects during the design phase. Different effects require different types of current injection models. For instance, power consumption analysis requires time-domain average current estimation over several clock periods. Electromigration, IR drop, and timing performance analysis require a time-domain noise current upper-bound with respect to all possible combinations of the inputs. Signal integrity, Gnd/Vdd grid resonances, electromagnetic interference, and substrate coupling on mixed-signal ICs require instead an upper-bound on the spectrum of the current injected into the Gnd/Vdd system or into the substrate respectively over all the possible input transition vectors.

The methodology in [6] can be used to accurately estimate both time-domain and frequency domain injected noise for a given set of input vectors. However exhaustive circuit simulation for all the possible input transition vectors would be required for upper-bound estimation. The stochastic approach in [4] can estimate frequency domain average current injection, but not an upper bound on all possible input transition vectors.

The approaches in [3, 7, 1, 8] can estimate such an upper-bound in the time domain, but not in the frequency domain. In fact, these methodologies are suited to derive the maximum current envelope in the time domain, which in general does not correspond to an upper bound in the frequency domain. All these approaches divide the time domain into time intervals and search for an upper bound to the current in each interval, by identifying all the gates that could potentially switch in that interval. Therefore, the logic correlation inside the circuit is neglected or is at most considered only between each pair of gates. Devadas et al. [5] account for this logic correlation, but, since the original target was power consumption estimation, the approach relies on the assumption that the maximum (weighted) switching activity corresponds to the maximum current. The problem is translated into a weighted max-satisfiability problem and, therefore, it can be solved only for relatively small circuits. Furthermore, the use of this methodology is restricted to the time domain.

Signal integrity, Gnd/Vdd grid resonances, electromagnetic interference, and substrate coupling on mixed-signal ICs are not addressed by any of the existing current injection analysis algorithms. For these problems, we have developed a general methodology that estimates the ‘Noise Current Spectrum Upper Bound’ (NISUB) of a digital block by combining the noise current injected by each gate and accounting for the circuit logic functionality. Our approach includes glitches and accounts for the logic correlation, path by path, at the entire circuit level. Even though the entire logic space is explored by the algorithm, the complexity is simply linear in the number of gates. We describe a heuristic algorithm for a tight NISUB estimation and also introduce several heuristics to improve the algorithm speed and accuracy.

In our algorithm, we need a standard cell library characterization for the spectrum of the current noise. CMOS standard cell libraries are commonly characterized for timing performance analysis purposes, measuring and tabulating only output transition times and propagation delays. To the best of our knowledge, no procedure for noise current analysis library characterization is yet available. In this paper we also present a methodology to characterize CMOS standard cell libraries for injected current noise. This part has highlighted some interesting issues about multiple input switching events that were mostly neglected in the past.

The paper is organized as follows: Section 2 gives a formal description of the problem we want to solve, Section 3 reports observations and results concerning the library characterization, and Section 4 describes the proposed algorithm and experimental results.

This work was partially supported by the Semiconductor Research Corporation (SRC) and the Microelectronics Innovation and Computer Research Opportunities (MICRO) program.
2. PROBLEM DEFINITION

2.1. Assumptions

The characterization of the noise current spectrum proposed in this paper is intended to be used for signal integrity, electromagnetic interference and noise coupling analysis.

We approach these problems by decomposing them in three stages:

- noise source characterization
- noise propagation
- impact on victim

In this paper we focus on the first stage, so the noise source characterization does not depend on the distance between the source and the victim. Such dependence is taken into account in the transmission model, i.e. during the second stage of the problem.

The transmission part of the problem is usually tackled with electromagnetic field solvers that consider interconnect (or substrate) layout geometries and can account for all sorts of capacitive, inductive, skin, proximity, diffusion, and even fullwave effects.

Such field solvers typically identify on the power grid (or substrate) some input ports and some output ports and use reduced order modeling techniques (e.g. [10]) to calculate frequency domain noise transfer functions from unit current excitations located at the input ports to the output ports.

A key assumption in this approach is that a large integrated circuit or multi-chip module (MCM) can be subdivided into smaller circuit blocks, such that within each of these blocks all effects accounted for by the field solvers are negligible. Hence, we can assume:

- for each circuit block all noise injectors can be collected into one single injection port in the global transmission model.
- within a circuit block the power supply voltage is uniformly constant and the current drawn by each gate does not affect significantly such voltage. In other words we assume each gate can be modeled as an independent current source.

Within this framework, the work presented in this paper is intended to provide an estimation for the maximum amplitude of the input excitation current of a single circuit block to be applied at its injection port.

2.2. Maximum Current Spectrum Envelope

The current spectrum due to the switching activity of a CMOS digital circuit block is typically discrete. Significant non-zero components are present at the clock frequency \(f_0\) and at its first \(P\) harmonics: \(f_k = k \cdot f_0, \ k = 0, \ldots, P\). In practical circuits \(P\) is typically not larger than 10 to 15 harmonics. The goal of this work is to find an upper bound of such noise current spectrum. One practical way to estimate such an upper bound is to consider separately each harmonic \(f_k\) in the spectrum, and to independently estimate an upper bound \(I_{\text{max}}(f_k)\) for the current drawn by the circuit at that particular harmonic. The final result of this procedure is a "Maximum Current Spectrum Envelope", obtained by collecting the individual bounds

\[
\{I_{\text{max}}(f_0), I_{\text{max}}(f_1), \ldots, I_{\text{max}}(f_P)\}
\]

at the \(P + 1\) harmonics in the spectrum.

2.3. Noise Current Model

Definition 1 The current of gate \(G\), denoted by \(I_G(f_k)\) (or often simply as \(I_G\)), is defined as the noise current injected by the gate \(G\) alone at frequency \(f_k\), assuming a constant supply \(V_{\text{DD}}\).

Definition 2 The current of a node \(z\), denoted by \(I_z(f_k)\) (or often simply as \(I_z\)), is defined as the sum of the noise currents injected at frequency \(f_k\) by all the gates in the transitive fanin network\(^1\) of node \(z\).

Definition 3 The transition time of a node \(z\) is the interval of time between the 10% and 90% points of the waveform\(^2\) at node \(z\). The transition time of a gate \(G\) is the transition time of its output node.

Definition 4 The arrival time of a node \(z\) is the instant of time corresponding to the 50% point of the node waveform, with respect to the beginning of a clock cycle.

Definition 5 The propagation delay of a gate \(G\) is the interval of time between the 50% values of the input and output waveforms.

Let \(G\) be a gate with \(n\) inputs and a single output \(z\). For sake of simplicity and without loss of generality, we can consider gates with only one output. The noise current spectrum value of \(G\) at a given frequency \(f_k\) is given by:

\[
I_G = f(v, T_G, T_A, C_L) ; \quad I_G \in \mathbb{C}
\]

where:

- \(v = \{v_1, v_2, \ldots, v_p\}\) is the input transition vector.
- \(v_i \in B^{q_i}\) where \(B = \{0,0.1,11\}\) and \(q_i\) is the number of transitions on the \(i\)-th input.
- \(v = V = B^{q_1} \times B^{q_2} \times \cdots \times B^{q_p}\)
- \(T_G = \{T_{G1}, T_{G2}, \ldots, T_{Gn}\}\) is the input transition time vector.
- \(T_{Gi} \in S_{q_i}^{\text{mi}}\) where \(S_i = [T_{\text{mi}}, T_{\text{mi+1}}]\) and \(q_i\) is the number of transitions on the \(i\)-th input.
- \(T_G \in S = S_{q_1}^{\text{mi}} \times S_{q_2}^{\text{mi}} \times \cdots \times S_{q_n}^{\text{mi}}\).
- \([T_{\text{mi}}, T_{\text{mi+1}}]\) represents the range of possible values for the transition time of input \(i\). This range is specified in the standard cell library characterization.
- \(T_A = \{T_{A1}, T_{A2}, \ldots, T_{A_0}\}\) is the input arrival vector. \(T_A = 0, T_c, T_c, \ldots, T_{A_0}\) where \(q_i\) is the number of transitions on the \(i\)-th input, and \(T_c\) is the clock period. Finally, \(T_A \in A = A_1^{q_1} \times A_2^{q_2} \times \cdots \times A_n^{q_n}\).
- \(C_L \in \mathbb{R}^+\) is the output capacitive load.

To understand this model more intuitively, we report an example in Figure 1.

Similarly, the output transition time and the propagation delay of the gate are given by:

\[
T_{OG} = g(v, T_G, T_A, C_L) \in (0, T_c)
\]

\[
T_{PG} = h(v, T_G, T_A, C_L) \in (0, T_c)
\]

Given a certain circuit topology, \(C_L\) is fixed and, therefore, it can be eliminated from the search space.

If the same notation introduced above for a gate is now used for a circuit block with \(p\) primary inputs, then the primary input transition vector space \(L_p\) is described in the previous model by the case \(q_i = 1, \forall i = 1, \ldots, n\).

Therefore, \(L_p = B^p\) and has cardinality \(\text{card}(L_p) = 2^p\).

\(^1\)The transitive fanin network of \(z\) is the cone at node \(z\) including \(z\) and all its predecessors. A cone at node \(z\), denoted as \(C_z\), is a subgraph consisting of \(z\) and some of its predecessors such that any path connecting a node in \(C_z\) and \(z\) lies entirely in \(C_z\).

\(^2\)Since our analysis is performed only on digital circuits, the input waveform space is restricted to linear ramps.
2.4. Problem Statement

For a circuit $C$ with $p$ primary inputs, input transition vector $v = \{v_1, v_2, \ldots, v_p\}$, input transition times $T_r$ and arrival times $T_A$, for each frequency $f_k$ in the spectrum we want to calculate:

$$I_{\text{max}}(f_k) = \max_{v \in \mathcal{V}, T_r \in S, T_A \in A} |I_C(f_k)|$$

where $I_C(f_k)$ is the total noise current of the circuit block:

$$I_C(f_k) = \sum_{i=1}^{N} I_{G_i}(f_k),$$

and $N$ is the number of gates in the circuit block. We will further restrict the exploration space assuming our circuit block in examination is a combinational block standing between edge-triggered flip-flops: therefore, primary inputs transition time and arrival times are assumed to be given. In particular, we will assume that all primary inputs will only switch at time $t = 0$. The problem is then reformulated as finding for each frequency $f_k$ in the spectrum:

$$I_{\text{max}}(f_k) = \max_{v \in \mathcal{V}_p} |I_C(f_k)|.$$

3. LIBRARY CHARACTERIZATION

The algorithm for the upper bound of the noise current spectrum presented in this paper requires that each gate in the library be characterized both for timing and for noise injection analysis purposes. This means deriving the current spectrum, the output transition time and propagation delay of a gate for all possible input vectors. This section

- gives an overview of the library characterization issues,
- highlights some cases that require a special attention and that are typically not considered
- describes the criteria we derived to face these special cases.

Note that, referring to the formalism presented in the previous section, the characterization process for a gate $G$ with $n$ inputs assumes $q_i = 1, \forall i = 1, \ldots, n$.

Non-Switching-Output Events A Non-Switching-Output (NSO) event occurs when, in relation to some input transitions, the output of a gate does not switch. For example, $(a: 0 \rightarrow 0, b: 0 \rightarrow 1, z: 0 \rightarrow 0)$ and $(a: 0 \rightarrow 1, b: 0 \rightarrow 0, z: 0 \rightarrow 0)$ are NSO events for a 2-input AND gate with inputs $a$ and $b$ and output $z$. Noise current may be injected as a consequence of input transitions even if the output does not switch. Therefore, for an $n$-input gate, all the $2^n$ possible input transitions should be modeled. For general transitions, the injected noise current spectral contents are a function of both the input transition time and the output capacitive load. However, the mechanism for noise current injection in NSO cases is different from Switching-Output (SO) cases. For example, the noise current injected during NSO events depends only on input transition time and not on the capacitive load.

Multiple-Input-Switching Transitions We define a Multiple-Input-Switching (MIS) transition, a transition where more than one gate input switches at the same time. For example, $(a: 0 \rightarrow 1, b: 0 \rightarrow 1, c: 1 \rightarrow 0)$, $(a: 1 \rightarrow 0, b: 0 \rightarrow 1)$, and $(a: 1 \rightarrow 0, b: 1 \rightarrow 0)$ are all the MIS transitions for a 2-input gate.

A first attempt at characterizing MIS transitions has been presented in [2]. However in that work only timing performance is considered.

Intuitively, if the current waveforms due to two consecutive input events do not overlap, then the MIS transition current is simply the superposition of the corresponding two SIS transitions currents. For sake of simplicity and without loss of generality, we will refer to a 2-input gate. Let $T_{AI,k}$ and $T_{AI,k}$ be the midpoint of the input and output voltage waveforms respectively of a SIS transition $k$; and $T_{AI,k}$ and $T_{AI,k}$ the input and output transition times respectively for transition $k$.

We call $\Delta_k$ the Temporal Distance between two consecutive input events in transition $k$:

1. if $(\text{MIS},\text{NSO})_k = (\text{SIS},\text{NSO})_{k1} + (\text{SIS},\text{NSO})_{k2}$, then:
   $$\Delta_k = T_{AI,k2} - T_{AI,k1}$$

2. if $(\text{MIS},\text{NSO})_k = (\text{SIS},\text{SO})_{k1} + (\text{SIS},\text{SO})_{k2}$, then:
   $$\Delta_k = 1/2 \cdot [T_{AI,k2} - 5/8 \cdot T_{T_{AI,k2}} + T_{AI,k2} + 5/8 \cdot T_{T_{AI,k2}}]$$
   $$- 1/2 \cdot [T_{AI,k1} - 5/8 \cdot T_{T_{AI,k1}} + T_{AI,k1} + 5/8 \cdot T_{T_{AI,k1}}]$$

3. if $(\text{MIS},\text{SO})_k = (\text{SIS},\text{SO})_{k1} + (\text{SIS},\text{SO})_{k2}$, then:
   $$\Delta_k = 1/2 \cdot [T_{AI,k2} - 5/8 \cdot T_{T_{AI,k2}} + T_{AI,k2} + 5/8 \cdot T_{T_{AI,k2}}] - T_{AI,k1}$$

4. if $(\text{MIS},\text{SO})_k = (\text{SIS},\text{SO})_{k1} + (\text{SIS},\text{NSO})_{k2}$, then:
   $$\Delta_k = T_{AI,k2} - 1/2 \cdot [T_{AI,k1} - 5/8 \cdot T_{T_{AI,k1}} + T_{AI,k1} + 5/8 \cdot T_{T_{AI,k1}}]$$

We define Current Width $W_k$ of a transition $k$, the interval of time during which the current waveform related to transition $k$ is not zero. We call Disjunction Threshold $\Delta_T H,k$, the value of the Temporal Distance $\Delta_k$ beyond which the MIS transition $k$ becomes the superposition of its corresponding SIS transitions $k_1$ and $k_2$. $\Delta_T H,k$ is comparable to the semi-sum of the two SIS transition current widths: $\Delta_T H,k = 1/2 \cdot (W_{k1} + W_{k2})$. We finally propose to use an on-off type model for the characterization of MIS transitions:

- If $\Delta_k \geq \Delta_T H,k$, we consider the MIS transition $k$ simply as the superposition of the SIS transitions $k_1$ and $k_2$, each with its own input slope
- If $\Delta_k < \Delta_T H,k$, then we assume the inputs as simultaneous ($\Delta_k = 0$).

If this simple model is used, the library needs to be characterized only for $\Delta_k = 0$. An intuitive motivation for the previous model can be given observing that for NSO transitions, the current injection begins when the first input moves, and ends when the last input settles. For SO transitions, the current injection begins when the first input moves, and ends when the output settles. For both type of transitions the current waveform is approximately a peak centered around its mid-point.

The Base Table In summary, the model we propose for a gate $G$ is a Base Table(BTG), an example of which is shown in Table 1. Such table is derived for each gate $G$ in the library for each frequency $f = k \cdot f_0$, as defined in Subsection 2.2.

As it can be seen from Table 1, BTG of a gate $G$ with $n$ inputs, has $2^n$ rows: each row corresponds to an input transition vector.
Table 1: The Base Table for a 2-input AND gate G.

<table>
<thead>
<tr>
<th>j : abd'b'</th>
<th>Zc'</th>
<th>T_{TG}</th>
<th>T_{PG}</th>
<th>I_{G}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0: 0000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1: 0001</td>
<td>0</td>
<td>T_{1TG}</td>
<td>T_{PG}</td>
<td>I'</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14: 1110</td>
<td>10</td>
<td>T_{14TG}</td>
<td>T_{PG}</td>
<td>I'^14</td>
</tr>
<tr>
<td>15: 1111</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

For each transition j, the following data are calculated during the characterization:

- The current spectrum value of the gate $I_{G}^j = f_{j}(v, T_{T}, C_{L})$
- The propagation delay $T_{PG}^j = g_{j}(v, T_{T}, C_{L})$
- The transition time $T_{TG}^j = h_{j}(v, T_{T}, C_{L})$

where $T_{T}$ and $C_{L}$ are the gate input transition time and output capacitive load respectively.

The characterization assumes all gate inputs have the same arrival time: $T_{TG} = 5/8 \cdot T_{Pi}$ for each input i.

Note that the Base Table is characteristic of a gate of the library: nevertheless, since $I_{G}^j$, $T_{PG}^j$, and $T_{TG}^j$ depend on the gate input transition time and output capacitive load, the Base Table has to be “instantiated” in the real circuit to obtain the value regarding the gate in the circuit.

An Instantiated Base Table of gate G (IBTG), is obtained from BTG by calculating $I_{G}^j$, $T_{PG}^j$, $T_{TG}^j$ for each transition j by using the value of the gate input transition time imposed from the circuit environment. Notice that the current injected (at frequency $f_0$) by a gate G whose input arrival time is $T_{i}$ can be obtained from $I_{G}$ in BTG shifted by $\phi = 2\pi f_{0} (T_{i} - 5/8 \cdot T_{Pi})$ in the frequency domain.

Equivalence Classes According to the BT concept, a gate input vector transition space V is partitioned into four equivalence classes with an equivalence-relation defined as “generating the same output transition”. An equivalence-class $E_{G}^{b}$, $b \in B$ for gate G is the set of all the rows of BTG such that the output transition is equal to b.

The equivalence-classes defined by this relation for a two-input AND gate are:

- $E_{G}^{00} = \{0000,0001,0010,0011,0100,0101,1000,1001,1010\}$
- $E_{G}^{01} = \{0011,1111\}$
- $E_{G}^{10} = \{1100,1101,1110\}$
- $E_{G}^{11} = \{1111\}$

Since there is a bijective relation among the row number and the input transition vector, we can equivalently write:

- $E_{G}^{00} = \{0,1,2,4,5,6,8,9,10\}$
- $E_{G}^{01} = \{3,7,11\}$
- $E_{G}^{10} = \{12,13,14\}$
- $E_{G}^{11} = \{15\}$

3.1. Experimental Results

In this Section we present results obtained by using our procedure to characterize the STMicroelectronics 0.18\mu m library optimized for high speed performance. As a test case we considered a small circuit containing 6 gates: two AND’s, three OR’s with different driving capabilities, and one EXOR. We analyzed only one primary input transition, but the input transition times and arrival times of the primary inputs are chosen in order to generate on the internal nodes all the particularly critical cases mentioned in the previous library characterization section. We compare in Fig. 2 two waveforms representing the current injected into Vdd/Gnd according to a circuit simulation (solid) and according a reconstruction from the characterized library (dashed). b) and d) are the spectrum of the two curves in a) and c) respectively.

4. Upper Bound Estimation

In this section we describe our algorithm for the estimation of a Noise Current Spectrum Upper Bound (NISUB). First, to sim-
plify our presentation we give a description of the algorithm neglecting glitches. Subsection 4.2 explains how to modify the algorithm and introduce glitches obtaining a heuristic estimation of the upper bound, while the computational complexity and a heuristic for speed improvement are analyzed in Subsection 4.3. In the last subsection, we discuss the experimental results and introduce more heuristics for improving the algorithm accuracy.

4.1. Computing NISUB without Glitches

The Composite Table Before describing the algorithm, we need to introduce the notion of Composite Table of a node \( z \) (\( CT_z \)). The Composite Table has the same structure of the Instantiated Base Table, i.e. each row \( j \) corresponds to an input transition vector. For each transition vector the following data are included in \( CT_z \):

- The maximum current at frequency \( f_z \) of node \( z \): \( I_z^\ast \)
- The arrival time: \( T_A^j \)
- The transition time: \( T_T^j \)

Considering a gate \( G \) with output \( z \), it is important to keep in mind that, although the \( IBG \) and the \( CT \) have basically the same structure, there is a crucial difference between them: the values reported in \( IBG \) are related to the single gate \( G \), while those in the \( CT \) are related to the entire transitive fanin network of node \( z \).

The same equivalence-classes defined in Section 3 for \( IBG \) of a gate \( G \) can be used for the \( CT \) of a node \( z \). We recall here that an equivalence-class \( E_B^j, b \in B \) for node \( z \) is the set of all rows of \( CT_z \) such that the output transition is equal to \( b \).

Observe that the case of no glitches corresponds to \( q_z = 1 \) for each input \( k \) of each gate, in the formal model given in Section 2.3.

The Algorithm The recursive algorithm for the estimation the NISUB of a combinatorial circuit has the following key properties:

- The recursion step processes one and only one gate
- Each gate is processed just once
- A gate is processed only when all its inputs have already been processed
- To process a gate means to calculate its Composite Table
- It is applied for each frequency \( f = k \cdot f_0 \) as defined in Subsection 2.2. The composition of all the resulting values gives a Maximum Current Spectrum Envelope (MCSE) for the circuit.

The key idea is that: each row of \( CT \) is associated with a different input transition vector and includes for that input transition vector the upper bound on the current injected by the transitive fanin up to node \( z \). Hence, when the algorithm has finished processing all gates and termsines, the upper bound of the entire circuit can be obtained by simply inspecting and picking from the rows of the composite table of the primary output the one with the largest current.

The pseudo-code for the algorithm is reported in Figure 3. Some comments and explanations on the algorithm:

1. The Composite Table of a gate is generated from the Composite Tables of its inputs and its Instantiated Base Table
2. For the primary inputs the composite table is given and represents the constraints we mentioned in Subsection 2.4. Formally, for uniformity of notation, each primary input may be considered as output of a dummy buffer.

![Legend](image)

- PI = Primary Input of the circuit
- PO = Primary Output of the circuit
- \( CT_z \) = row \( j \) of the Composite Table at node \( z \)
- \( \text{fanin}_z(z) \) = set of all the fanin nodes of node \( z \)
- \( z \).status = if set to VISITED, the \( CT \) has been already calculated
- node \( A \)

\[
\text{SEARCH}_\text{UB}(PO)
\]

\[
\text{SEARCH}_\text{UB}(z)
\]

\[
\text{if} \ (z = \text{PI}) \ OR \ (z \text{-status} = \text{VISITED}) \)
\]

\[
\text{else}
\]

\[
\text{foreach} \ F_l \in \text{fanin}_z(z)
\]

\[
\text{SEARCH}_\text{UB}(F_l);
\]

\[
\text{end foreach}
\]

\[
\text{CALC}_\text{UB}(CT(z));
\]

\[
\text{return};
\]

\[
\text{end if}
\]

\[
\text{CALC}_\text{UB}(CT(z))
\]

\[
\text{foreach} \ j \ in CT_z
\]

\[
\text{foreach} \ text{ input} \ k
\]

\[
E_k \leftarrow \text{EXTRACT}_\text{CLASS}(j, k);
\]

\[
\text{end foreach}
\]

\[
E_j = E_{j1} \times \cdots \times E_{jn};
\]

\[
e_{\text{MAX}} = \text{argmax}_{e \in E_j} \{ \text{CALC}_\text{ROW}_\text{CURRENT}(e, j) \};
\]

\[
CT_z^j \leftarrow \text{CALC}_\text{ROW}(e_{\text{MAX}}, j);
\]

\[
\text{end foreach}
\]

\[
\text{EXTRACT}_\text{CLASS}(j, k)
\]

\[
\text{extracts from } CT \text{ the equivalence-class of the input } k.
\]

\[
\text{CALC}_\text{ROW}_\text{CURRENT}(e, j)
\]

\[
\text{Calculates the current of a prospective row } j \text{ for the CT of node } z \text{ from the rows specified by } e.
\]

\[
\text{CALC}_\text{ROW}(e, j)
\]

\[
\text{Calculates a prospective row } j \text{ for the CT of node } z \text{ from the rows specified by } e.
\]

Figure 3: Algorithm pseudo-code.

3. Each recursion step builds the Composite Table of a node \( z \). In particular, the Composite Table is built row by row. For each row, there is a local search for the maximum: among all the possible combinations of the cartesian product of the equivalence-classes of the inputs, only the one giving the maximum current is chosen. It is worth noticing that the reduction of complexity comes exactly from this step.

4. For the cases \( v_j = 0 \) or \( v_j = 11 \), we assign a symbolic value VOID to \( T_T \) and \( T_A \).
Reconvergent Fanout The algorithm sketched in Figure 3 can introduce a large error if the circuit presents reconvergent fanout. In fact, the current of a node \( z \) with fanout \( f_O \) is counted \( f_O \) times in the total circuit current.

It is actually correct to include these multiple counts to prevent certain nodes to have an improperly low weight during the algorithm selection. However, the final total current has to be adjusted properly to remove the multiple contributions.

One way to do so is to store the \( \mathcal{C}_T \) of a node \( z \) if \( f_O > 1 \) (otherwise it is trashed after use). From these we can derive the values to be subtracted from the circuit current \( I_C \) to obtain the corrected value \( I_C^{\text{corr}} \): \[ I_C^{\text{corr}} = I_C - \sum_{k=1}^{N} k \cdot (f_O k - 1) \]

where \( N \) is the number of gates in the circuit.

Remarks The logic space exploration is complete according to the definition of equivalence-class we have given, but the choice of the representative element of a class is performed by using as cost function only the maximum current for the node under analysis. This choice does not necessarily imply maximum current for the following nodes, because the current of the gate in the next step also depends on the combination with the arrival times of its other inputs. Nevertheless, the effect of this error should not be significant given that our approach explores the entire primary input transition vector space. Most of the previous approaches \([3, 7, 1, 8]\) use a much simpler model for the gate current and rely on stronger assumptions: e.g. the current injection of a gate is considered only if the output node switches, the dependency on input transition time of the current, the propagation delay and the output transition time are neglected. Furthermore, the logic correlation inside the circuit is neglected or is at most considered only between each pair of gates.

4.2. Computing NISU/B with Glitches

The generic formulation in Section 2.3 accounts for glitches using the variables \( q_k \) for each gate input \( k \). Exploiting such formulation we can easily extend the approach with no glitches presented in Subsection 4.1 to include glitches by simply re-defining the equivalence-relation that partition the input transition vector space. Specifically, a gate input space \( V \) can be partitioned into four equivalence classes by the equivalence-relation defined as follows: ‘Two input transition vectors are in the same equivalence class if their correspondent output transition has the same initial and final values.’ The same algorithm in 4.1 can now be used to operate on the newly defined classes. Only minor details in the \( \text{CALC}_\text{ROW} \) function are needed to handle the new classes. Notice also that, having assumed that the \( p \) primary inputs can switch only once at the beginning of the clock cycle, the cardinality of the input transition vector space is still \( 2^{2p} \).

4.3. Computational Complexity

Since each gate in the circuit is processed just once, the complexity of graph traversal is \( O(N) \), where \( N \) is the number of gates in the circuit. The cost of processing each node, i.e. building its Composite Table, is basically \( C_{\text{node}} = c \cdot C_p \) where:

- \( C_p \) is the cost of the \( \text{CALC}_\text{ROW} \) function
- \( c \) represents the number of times the \( \text{CALC}_\text{ROW} \) function is applied to process a node

Therefore, for each clock harmonic, the cost of our algorithm is:

\[ C_{\text{imp}} = O(N \cdot C_{\text{node}}) = O(N \cdot C_p \cdot c) \]

Given an \( n \)-input gate, let the \( i \)-th input be the output of a \( m_i \)-input gate. It can be proven that, independent of the gate logic function, \( c = 2^{2^{m_i}} \). Therefore, the value of \( c \) is bounded by \( 2^{2^{n_{\text{max}}}} \), where \( n_{\text{max}} \) is the maximum number of inputs of a gate (a commonly used value is \( n_{\text{max}} = 5 \)).

Since a good CMOS design rule is to minimize the transistor stack size, this worst case is extremely unlikely.

For a circuit with \( p \) primary inputs, an explicit exhaustive search on \( L_p \) would have cost:

\[ C_{\text{exp}} = N \cdot C_p \cdot 2^{2p} \]

Regardless of the assumptions dictated by good design rules, the comparison shows that \( C_{\text{imp}} < C_{\text{exp}} \) for any circuit with \( p > 25 \). The comparison becomes even sharper when using a more realistic value for \( c \).

It is worth noticing that it is the use of equivalence-classes of the Composite Table that allows to explore the space \( L_p \) implicitly and, therefore, without processing all the \( 2^{2p} \) input transitions.

Finally, given the fact that \( c \) is different for each gate (it is related to the number of gate’s input and the gate’s logic function) and \( C_p \) also depends on the number of gate’s inputs, the linear behavior of runtime is not obvious to be observed. Nevertheless, such linearity can be proven on regular structures composed only by gates with the same logic function and number of inputs.

Figure 4: Results for different version of the algorithm (circle, square, star) compared to exhaustive Spice simulations for a majority circuit.

Heuristic for speed Experimental results on the ISCAS-MCNC91 benchmark suite show that, even though \( c \) is about \( 2^{18} \) on the average, there are cases for which \( c \) may become prohibitively large.

Therefore, to extend the applicability of the algorithm to any kind of circuit, we have introduced a heuristic that dramatically reduces the computational complexity, while maintaining accuracy. As we previously mentioned, a large value of \( c \) may significantly slow down the algorithm runtime. For a gate \( G \), the value of \( c \) is determined by the number of inputs and by the cardinality of the equivalence classes of its inputs composite table. Clearly, to reduce \( c \) we can only reduce the cardinality of equivalence classes: in particular, we shrunk the Composite Table of a node to a Reduced Composite Table (RCT), by keeping as representative of an equivalence class only its element with the largest noise current spectrum magnitude. In this way, the cardinality of equivalence classes is always one: for an \( n \)-input gate, it can be proven that, independent of the gate logic function, \( c = 2^{2p} \).
Clearly, instead of a single row for each equivalence class, one might decide to store two or three rows: slight variations of this heuristic can be used to trade off between speed and accuracy.

4.4. Experimental Results

We evaluated the NISUB algorithm on some testcases from the ISCAS-MCNC91 benchmark suite mapped on STMicroelectronics standard cell library.

Figure 4 reports normalized Vdd/Gnd noise current spectrum of a majority circuit for frequencies up to the 10 \( -th \) clock harmonic. Experimental results reported in the paper have been generated for the Vdd/Gnd noise current, but the same algorithm can be used to estimate the upper bound for the substrate noise.

To prove the validity of the algorithm we ran exhaustive Spice simulations for (all possible input transition vectors): the shaded area in Figure 4 represents the envelope of such a set of simulations for a majority circuit. In this Figure, squares correspond to the NISUB algorithm, while circles are obtained by using the version with the Reduced Composite Table (NISUB\textsubscript{RCT}).

These results confirm the validity of the NISUB algorithm and of the heuristic we introduced for speed.

Furthermore, results from a number of other testcases, shows extremely good agreement between these two versions and motivate the use of the faster NISUB\textsubscript{RCT}.

Table 2 reports runtime for the NISUB\textsubscript{RCT} algorithm and exhaustive Spice simulation: these results confirm the theoretical analysis on complexity reported above. As it can be seen from this Table, speed improvement is good for circuits with a small number of primary inputs and becomes extremely good when increasing the number of circuit primary inputs. In general, to have an idea of how large of a speed improvement to expect we can consider a circuit with 50 4-input gates and 7 primary inputs. Based on experimental data \(^3\) we can roughly predict 91 hours runtime for exhaustive Spice simulation and 8.5 minutes for the NISUB\textsubscript{RCT} algorithm: the speed improvement in this case would be about 640.

Figures 5.a and 5.c report good results up to the 15-th/18-th clock harmonic for the NISUB\textsubscript{RCT} algorithm (circles) with respect to exhaustive Spice simulation (shaded area) for circuits cm82a and cm42a respectively. Figure 5.b also shows accurate upper bound estimation (circles) with respect to a significant set of Spice simulations (shaded area) for circuit 9symml.

Heuristic for a Tighter Bound  

The accuracy desired for the upper bound estimation may depend on the target application: some problems may require a conservative approach, while others could benefit from a tighter estimation.

Although experimental results proved the NISUB\textsubscript{RCT} algorithm to be quite accurate, the algorithm may still be improved to obtain a tighter estimation. As we mentioned in the introduction, our algorithm that accounts for logic correlation at the path level is a step forward with respect to previous approaches that only consider correlation at gate level. Nonetheless, less overestimation can be achieved by accounting for logic correlation at circuit level. This contribution may be become especially significant for multiple-output circuits.

Therefore, we developed a new algorithm implementation that accounts for gate inputs correlation (NISUB\textsubscript{RCT,GIC}).

\(^3\)The exhaustive Spice simulation needs to run \(2^{14}\) input transition vector with an estimated runtime of 180 simulations/hour. For the algorithm, the runtime is given by \(k \times N \times 2^{2N} \times C_p\), where \(k = 20\) (the number of harmonics of interest), \(N = 50\), \(n = 4\) and a bound on \(C_p\) has been estimated around 0.002s.

Figure 5: Normalized noise current spectrum for 20 harmonics of the clock for circuits cm82a (a), 9symml (b) and cm42a (c). Circles, stars and squares represent the upper bound estimation obtained by using the NISUB\textsubscript{RCT}, NISUB\textsubscript{RCT,GIC} and NISUB\textsubscript{RCT,GIC,MP} algorithms respectively.

Figures 4, 5.a and 5.b show that NISUB\textsubscript{RCT,GIC} (stars) actually gives a tighter upper bound than NISUB\textsubscript{RCT} (circles).

Furthermore, Table 2 shows that this heuristic for a tighter bound may also result into better runtimes. This is due to the fact that, accounting for logic correlation at a gate’s inputs, may actually reduce \(c\), i.e. the number of products we need to perform.

Clearly, more heuristic techniques can be added to the account for other types of logic correlation (e.g. between outputs).

Remarks on high frequencies behavior  

Experimental results have shown that the algorithm we developed (including the different heuristics) give an accurate estimation for the noise current spectrum upper bound. Nevertheless, Figures 5.a and 5.c show that the accuracy of the estimation may worsen at high frequencies
for some circuits (e.g. after the 15-th harmonic for cm82a and after the 18-th harmonic for cm42a).

This underestimation is related to the fact that the sensitivity of the current phase increases as the frequency increases. In fact, an error in the delay evaluation results in an error in the phase evaluation $\Delta \phi$ along the relationship: $\Delta \phi = 2\pi f_k \Delta t$, where $f_k$ is the $k$ -th harmonic of the clock. Clearly, given the same error in the delay evaluation $\Delta t$, the error on the phase calculation $\Delta \phi$ is 10 times larger at the 10-th harmonic than at the fundamental frequency. A large error in the noise current phase may significantly impact the results since it affects the way contributions from different nodes are added. The accuracy in the delay calculation can, therefore, limit the accuracy of the noise current spectrum upper bound.

Hence, when looking at such high frequencies we may use another heuristic ($NISUB_{RCT}$) that overcomes these large errors on phases: the phase of the noise current spectrum is neglected and only the magnitude is stored in the composite table.

In this case, current are summed up all in phase giving a conservative bound. The comparison of $NISUB_{RCT}$ against $NISUB_{RCT}$ (shown in Figure 5 as squares and stars respectively) confirms the observation reported above: error on phases is small at low frequencies and gradually increases at high frequencies.

Thus, one may decide to use the $NISUB_{RCT}$ algorithm for the first $k$ harmonics and then revert to $NISUB_{RCT}$, where $k$ may be evaluated by using the relationship between delay and phase errors.

Furthermore, the error may also derive from other factors, for example the noise current spectrum at high frequencies may have a larger sensitivity to the different inputs slopes and the approximation used in the library characterization may need to be refined.

### 5. CONCLUSIONS

A methodology has been presented for the characterization of the noise current spectrum injected by CMOS switching gates into the Gnd/Vdd system or into the substrate of integrated circuits. Specifically, we have described a procedure to estimate an upper bound for such noise current spectrum with respect to all possible transition vectors at the circuit primary inputs. Our algorithm has linear complexity in the number of gates and has been shown to provide significant computational advantage with respect to an exhaustive exploration of the input space. Furthermore, we have developed several heuristics to improve speed and accuracy of the base algorithm. The particular application determines which heuristics to use to trade-off between a conservative and an accurate estimation.
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