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Abstract

This thesis contains a description of a novel generalized SOR algorithm for accelerating the convergence of the dynamic iteration method known as waveform relaxation. The new waveform convolution SOR algorithm is presented, along with a theorem for determining the optimal convolution SOR parameter. Both analytic and experimental results are given to demonstrate that the convergence of the waveform convolution SOR algorithm is substantially faster than that of the more obvious ordinary waveform SOR algorithm. To demonstrate the general applicability of this new method, it is used to solve the differential-algebraic system generated by spatial discretization of the time-dependent semiconductor device equations.

The accelerated waveform relaxation algorithm is compared to pointwise direct and iterative methods for the transient simulation of semiconductor devices on both serial and parallel machines. In particular, experimental results are presented for simulations on a small cluster of workstations running the Parallel Virtual Machine (PVM) software, as well as for simulations on a 32-processor Intel iPSC/860. The results show that the accelerated waveform method is competitive with standard pointwise methods on serial machines, and is significantly faster on commonly available loosely-coupled MIMD machines. The parallel accelerated waveform method achieves nearly linear speed-up on the 32 processor Intel iPSC/860 hypercube. The strong implication of the results is that, as MIMD machines become more prevalent, accelerated waveform methods may gain in importance for all areas of simulation requiring the solution of initial value problems.
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One equal temper of heroic hearts,
Made weak by time and fate, but strong in will
To strive, to seek, to find, and not to yield.

— Alfred Tennyson, Ulysses (1833)
Introduction

1.1 Initial Value Problems on Parallel Machines

Simulation tools for the analysis of complex systems have become indispensable for engineering design and testing. As in almost any enterprise, success in the art of simulation depends on using the right tool for the right job. In today's ever evolving computing environment, this often means combining a specific numerical algorithm with a specific type of computer architecture.

At the heart of many interesting and important simulation problems, such as the transient simulation of semiconductor devices, there lies an initial value problem, a system of differential equations in time with a known initial condition. This thesis will show that a particularly efficient way to solve the initial value problem arising from device simulation is to use accelerated waveform relaxation algorithms on coarse-grain, loosely-coupled parallel machines.

The primary theoretical contribution of this thesis is the introduction and development of convolution SOR, a novel technique for accelerating the convergence of waveform relaxation. Using a suite of device transient simulation examples, the performance of the waveform relaxation algorithm, accelerated with convolution SOR, is compared to that of standard direct and iterative methods on two commonly-available parallel machines, a small cluster of workstations running the Parallel Virtual Machine software, and a 32-processor Intel iPSC/860.

The results show that accelerated waveform methods are competitive with standard pointwise methods on serial machines, and that the accelerated waveform method is significantly faster on the parallel machines. In particular, the parallel accelerated waveform method achieves nearly linear speed-up on the 32 processor Intel iPSC/860 hypercube,
whereas experiments with parallel versions of standard pointwise methods do not exhibit any parallel speed-up. The strong implication of these results is that, as MIMD (Multiple Instruction Multiple Data) parallel machines become more prevalent, accelerated waveform methods will gain in importance for all areas of simulation requiring the solution of initial value problems.

1.2 Device Transient Simulation

An initial value problem (IVP) which can be used to simulate the transient behavior of semiconductor devices is derived from simplified device physics. Charge transport within a semiconductor device is assumed to be governed by the Poisson equation, and the electron and hole continuity equations:

\[
\frac{kT}{q} \nabla \cdot (\varepsilon \nabla u) + q(p - n + N_D - N_A) = 0 \tag{1.1}
\]

\[
\nabla \cdot J_n - q \left( \frac{\partial n}{\partial t} + \dot{R} \right) = 0 \tag{1.2}
\]

\[
\nabla \cdot J_p + q \left( \frac{\partial p}{\partial t} + \dot{R} \right) = 0 \tag{1.3}
\]

where \( u \) is the normalized electrostatic potential in thermal volts, \( n \) and \( p \) are the electron and hole concentrations, \( J_n \) and \( J_p \) are the electron and hole current densities, \( N_D \) and \( N_A \) are the donor and acceptor concentrations, \( \dot{R} \) is the net generation and recombination rate, \( q \) is the magnitude of the charge of an electron, and \( \varepsilon \) is the spatially-dependent dielectric permittivity [2, 41].

The current densities \( J_n \) and \( J_p \) are given by the drift-diffusion approximations:

\[
J_n = -q\mu_n n \nabla \left( \frac{kT}{q} u \right) + qD_n \nabla n = -kT \mu_n n \nabla u + qD_n \nabla n \tag{1.4}
\]

\[
J_p = -q\mu_p p \nabla \left( \frac{kT}{q} u \right) - qD_p \nabla p = -kT \mu_p p \nabla u - qD_p \nabla p \tag{1.5}
\]

where \( \mu_n \) and \( \mu_p \) are the electron and hole mobilities, and \( D_n \) and \( D_p \) are the diffusion coefficients. The diffusion constants \( D_n \) and \( D_p \) are related to the mobilities by the Einstein relations

\[
D_n = \frac{kT}{q} \mu_n \quad \text{and} \quad D_p = \frac{kT}{q} \mu_p.
\]

The mobilities \( \mu_n \) and \( \mu_p \) are used to model many physical mechanisms. One standard approach is to model the mobilities as nonlinear functions of the electric field \( E \), i.e.

\[
\mu_n = \mu_{n_0} \left[ 1 + \left( \frac{\mu_{n_0} E}{v_{sat}} \right)^\beta \right]^{-(1/\beta)}
\]
where $v_{sat}$ and $\beta$ are constants and $\mu_{ne}$ is a doping-dependent mobility [26]. The drift-diffusion approximations (1.4) and (1.5) are typically used to eliminate the current densities $J_n$ and $J_p$ from the continuity equations (1.7) and (1.8),

$$
\frac{kT}{q} \nabla \cdot (e\nabla u) + q(p - n + N_D - N_A) = 0 \quad (1.6)
$$

$$
\nabla \cdot (-kT \mu_n n \nabla u + q D_n \nabla n) - q \left( \frac{\partial n}{\partial t} + R \right) = 0 \quad (1.7)
$$

$$
\nabla \cdot (-kT \mu_p p \nabla u - q D_p \nabla p) + q \left( \frac{\partial p}{\partial t} + R \right) = 0 \quad (1.8)
$$

leaving a differential-algebraic system of three equations (1.6)–(1.8) in three unknowns, $u$, $n$, and $p$.

![Figure 1-1: Example of a rectangular discretization mesh covering a two-dimensional slice of a MOSFET device, indicating the gate, source, drain and substrate contacts.](image)

Given a rectangular mesh covering a two-dimensional slice of a MOSFET, such as that shown in Figure 1-1, a common approach to spatially discretizing the device equation system (1.6)–(1.8) is to use a finite-difference formula to discretize the Poisson equation, and an exponentially-fit finite-difference formula to discretize the continuity equations (the Scharfetter-Gummel method [40]). On an $N$-node mesh, this spatial discretization yields a sparsely-coupled nonlinear initial value problem consisting of $3N$ equations in $3N$ unknowns, denoted by

$$
F_1(u(t), n(t), p(t), t) = 0 \quad (1.9)
$$

$$
\frac{d}{dt} n + F_2(u(t), n(t), p(t), t) = 0 \quad (1.10)
$$

$$
\frac{d}{dt} p + F_3(u(t), n(t), p(t), t) = 0 \quad (1.11)
$$

\begin{align*}
    u(0) & = u_0 \\
    n(0) & = n_0 \\
    p(0) & = p_0
\end{align*}
where \( t \in [0, T] \), and \( \mathbf{u}(t), \mathbf{n}(t), \mathbf{p}(t) \in \mathbb{R}^N \) are vectors of normalized potential, electron concentration, and hole concentration. Note that because the Poisson equation is an algebraic constraint with no time derivative term, the device equation system is a differential-algebraic (DAE) system.

In equations (1.9)-(1.11), \( F_1, F_2, F_3 : \mathbb{R}^{3N} \rightarrow \mathbb{R}^N \) can be specified component-wise as

\[
F_1(u_i, n_i, p_i, u_j) = \frac{kT}{q} \sum_j \left\{ \frac{d_{ij} \epsilon_{ij}}{L_{ij}} [u_i - u_j] \right\} - q A_i (p_i - n_i + N_{D_i} - N_{A_i}) \quad (1.12)
\]

\[
F_2(u_i, n_i, u_j, n_j) = \frac{kT}{q} \sum_j \left\{ \frac{d_{ij} \mu_{n_{ij}}}{L_{ij}} [n_i B(u_i - u_j) - n_j B(u_j - u_i)] \right\} + A_i R_i \quad (1.13)
\]

\[
F_3(u_i, p_i, u_j, p_j) = \frac{kT}{q} \sum_j \left\{ \frac{d_{ij} \mu_{p_{ij}}}{L_{ij}} [p_i B(u_j - u_i) - p_j B(u_i - u_j)] \right\} + A_i R_i \quad (1.14)
\]

The summations are taken over the silicon nodes \( j \) adjacent to node \( i \). As shown in Figure 1-2, for each node \( j \) adjacent to node \( i \), \( L_{ij} \) is the distance from node \( i \) to node \( j \), \( d_{ij} \) is the length of the side of the Voronoi box that encloses node \( i \) and bisects the edge between nodes \( i \) and \( j \), and \( A_i \) is the area of the Voronoi box. Similarly, the quantities \( \epsilon_{ij}, \mu_{n_{ij}} \) and \( \mu_{p_{ij}} \) are the dielectric permittivity, electron and hole mobility, respectively, on the edge between nodes \( i \) and \( j \). The Bernoulli function, \( B(x) = x/(\epsilon^x - 1) \), is used to exponentially fit potential variation to electron and hole concentration variations, and effectively upwinds the current equations.

![Figure 1-2: Illustration of a mesh node \( i \), the area \( A_i \) of its Voronoi box, and the lengths \( d_{ij} \) and \( L_{ij} \).](image)

The standard approach used to solve the device differential-algebraic equation system (1.9)-(1.11) is to discretize the system in time with a low-order implicit integration method such as the second-order backward difference formula (BDF) or a hybrid trapezoidal/BDF method [2]. For an \( N \)-node mesh, the resulting sequence of nonlinear algebraic systems in \( 3N \) unknowns is typically solved with some variant of Newton's method and/or relaxation [2, 23]. This approach can be disadvantageous for a parallel implementation, especially for MIMD parallel computers having a high communication.
latency, since the processors will have to synchronize repeatedly (at every iteration) for each timestep. The following chapters will show that a more effective approach to solving (1.9)-(1.11) with a parallel computer is to decompose the device equation system into subsystems before time discretization, with a waveform relaxation (WR) algorithm [18, 33, 22].

1.3 Overview

Chapter 2 is a review of numerical techniques relevant to device simulation. In Chapter 3, the waveform relaxation (WR) algorithm for device simulation is examined, and theorems are presented guaranteeing convergence of the method. Chapter 4 is a detailed description of the implementation of WR for devices used in the WORDS simulation program. The convolution successive overrelaxation (CSOR) acceleration technique is introduced and developed in Chapter 5. Parallel implementations of the simulation methods and parallel experimental results are given in Chapter 6. Finally, Chapter 7 summarizes the contributions of this thesis.
Review of Numerical Techniques

2.1 Introduction

In this chapter, some of the techniques for solving time-dependent nonlinear initial-value problems are briefly reviewed. Because there are hundreds of different techniques, and dozens of excellent texts on the subject (for example [7, 9, 11, 12, 13, 29, 28, 44, 48, 52]), the list of methods mentioned in this chapter is by no means exhaustive. Rather, the following is intended only as a review of some of the methods relevant to the transient simulation of semiconductor devices with standard and waveform methods.

2.2 Solution of Linear Systems

This section describes a few of the standard solution methods for solving linear systems of the form

\[ \mathbf{Ax} = \mathbf{b}, \]  \hspace{1cm} (2.1)

where \( \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{b} \in \mathbb{R}^{n}, \) and vector \( \mathbf{x} \in \mathbb{R}^{n} \) is the unknown. Because of their importance and variety of application, there are many different numerical methods for solving linear systems. These methods lie at the heart of most nonlinear system solution methods. Though this is a very mature field, there is still active research.

2.2.1 Gaussian Elimination

Gaussian elimination is a process of \( LU \)-factorization, in which the non-singular matrix \( \mathbf{A} \) of (2.1) is factored into a product of a lower triangular matrix \( \mathbf{L} \) and an upper triangular matrix \( \mathbf{U} \). It is probably the most widely used of all numerical algorithms,
and accordingly, descriptions of the method and its variants can be found in most linear algebra texts [45, 12]. The solution \( \mathbf{x}^* = \mathbf{A}^{-1} \mathbf{b} \) to (2.1) is computed by first solving the lower triangular matrix problem \( \mathbf{L} \mathbf{y} = \mathbf{b} \) in a process known as forward elimination and then solving the upper triangular matrix problem \( \mathbf{U} \mathbf{x} = \mathbf{y} \) in a process known as backward substitution.

As a direct method for solving (2.1), elimination produces the solution \( \mathbf{x}^* \) in a finite number of steps for any non-singular matrix \( \mathbf{A} \) (assuming exact arithmetic). Though an extremely robust algorithm, the disadvantage of elimination is its computational and storage cost. In general, elimination requires \( \mathcal{O}(n^3) \) operations and \( \mathcal{O}(n^2) \) storage. For sparse problems, in which \( \mathbf{A} \) contains many more zeros than non-zeros, the computational cost of elimination depends enormously on the sparsity pattern of the matrix, e.g. matrices associated with trees factor in \( \mathcal{O}(n) \) operations. For sparse matrices arising from 2D finite-difference discretizations, the operation count of elimination is about \( \mathcal{O}(n^{1.5}) \), and for 3D discretizations, the operation count is about \( \mathcal{O}(n^2) \) [10]. During the forward elimination and backward substitution phases, the matrix \( \mathbf{A} \) and its \( \mathbf{LU} \) factorization must be stored in memory, requiring up to \( \mathcal{O}(n^2) \) storage. Finally, Gaussian elimination is difficult to parallelize efficiently. This, and the tradeoff between general reliability and cost has led to a proliferation of highly competitive iterative methods.

### 2.2.2 Gauss-Jacobi and Gauss-Seidel Relaxation

An iterative method for solving \( \mathbf{A} \mathbf{x} = \mathbf{b} \) begins with a guess solution \( \mathbf{x}^0 \in \mathbb{R}^n \), and operates on this solution in some way to produce a sequence of solutions \( \{\mathbf{x}^k\} \) that approach the exact solution \( \mathbf{x}^* = \mathbf{A}^{-1} \mathbf{b} \) as \( k \to \infty \). Typically, if \( \mathbf{A} \) satisfies certain properties, then the convergence of \( \mathbf{x}^k \) to \( \mathbf{x}^* \) for any initial guess \( \mathbf{x}^0 \) can be guaranteed. Of course, the conditions on \( \mathbf{A} \) depend on the iterative method used.

Two simple iterative methods are the Gauss-Jacobi (GJ) and Gauss-Seidel (GS) relaxation algorithms [48, 52, 28], which generate the new solution \( \mathbf{x}^{k+1} \) by solving for element \( i \) of \( \mathbf{x}^{k+1} \) with the equations

\[
\begin{align*}
a_{ii} x_i^{k+1} &= b_i - \sum_{i \neq j} a_{ij} x_j^k, \\
\end{align*}
\]  

for GJ relaxation, or

\[
\begin{align*}
a_{ii} x_i^{k+1} &= b_i - \sum_{j=1}^{i-1} a_{ij} x_j^{k+1} - \sum_{j=i+1}^{n} a_{ij} x_j^k, \\
\end{align*}
\]  

for GS relaxation.
Figure 2-1: With the standard relaxation splitting, matrix $A$ is structurally split into its lower triangular, upper triangular, and diagonal pieces such that $A = D - L - U$.

Let $L, U, D \in \mathbb{R}^{n \times n}$ denote the strictly lower triangular, strictly upper triangular, and diagonal pieces of $A$, such that $A = D - L - U$, as shown in Figure 2-1. This splitting should not be confused with the $A = LU$ of Gaussian elimination. With the relaxation splitting, the GJ and GS update equations (2.2) and (2.3), respectively, may be expressed succinctly in matrix form as

\begin{align*}
Dx^{k+1} &= b + (L + U)x^k \\
(L + D)x^{k+1} &= b + Ux^k.
\end{align*}

(2.4)  
(2.5)

Subtracting successive iterations and denoting $\Delta x^{k+1} = x^{k+1} - x^k$ yields iteration equations

\[ \Delta x^{k+1} = H \Delta x^k \]  
(2.6)

where the iteration matrices $H_{GJ}, H_{GS} \in \mathbb{R}^{n \times n}$ are given by

\begin{align*}
H_{GJ} &= D^{-1}(L + U) \\
H_{GS} &= (D + L)^{-1}U
\end{align*}

(2.7)  
(2.8)

The advantage of representing the relaxation process with equation (2.6) is that the restrictions on $A$ to obtain convergence may be concisely expressed in terms of the spectral radius $\rho(H)$, defined as

\[ \rho(H) \equiv \max_{1 \leq i \leq n} |\lambda_i| \]  
(2.9)

where $\lambda_i$ are the eigenvalues of $H$ [48, 52, 28].

**Theorem 2.2.1.** If $D^{-1}$ and $A^{-1}$ exist, then the iterates $x^k$ produced by iteration equation (2.6) converge to $x^* = A^{-1}b$ for any initial guess $x^0$ if and only if $\rho(H) < 1$.

For GJ relaxation, the requirement that $\rho(H_{GJ}) < 1$ is satisfied by the common class of irreducibly diagonally dominant matrices. Such matrices arise naturally from finite difference discretizations of differential equations. Their significance is given by the following definitions and theorem.
Definition 2.2.2. A matrix \( A \in \mathbb{C}^{n \times n} \) is irreducible if there does not exist a permutation matrix \( P \) such that

\[
PAP^{-1} = \begin{bmatrix} B_{11} & B_{12} \\ 0 & B_{22} \end{bmatrix}
\]

(2.10)

where \( B_{11} \) and \( B_{22} \) are square matrices. Equivalently, \( A \) is irreducible if and only if for any two distinct indices \( 1 \leq i, j \leq n \), there is a sequence of nonzero elements of \( A \) of the form

\[
\{a_{i,k_1}, a_{k_1,k_2}, \ldots, a_{k_m,j}\}
\]

(2.11)

Definition 2.2.3. A matrix \( A \in \mathbb{C}^{n \times n} \) is diagonally dominant if

\[
|a_{ii}| \geq \sum_{j \neq i} |a_{ij}| \quad \text{for} \quad i = 1, \ldots, n
\]

(2.12)

and strictly diagonally dominant if strict inequality hold in (2.12) for all \( i \). The matrix is irreducibly diagonally dominant if it is irreducible, diagonally dominant, and strict inequality holds in (2.12) for at least one \( i \).

Theorem 2.2.4. If \( A \in \mathbb{R}^{n \times n} \) is either strictly or irreducibly diagonally dominant then \( \rho(H_{GJ}) < 1 \) and \( \rho(H_{GS}) < 1 \), where \( H_{GJ} \) and \( H_{GS} \) are given by (2.7)–(2.8).

In an implementation on a serial machine, the primary difference between the GJ and GS relaxation equations (2.2) and (2.3) is that the GS equation immediately uses the new value \( x_i^{k+1} \) to compute all components \( x_j^{k+1} \) where \( j > i \). Although this typically causes GS relaxation to converge more quickly than GJ, it also implies that the GS algorithm depends on the specific ordering of the unknowns. This dependence on serial ordering implies that the GS method is not as easily parallelized as GJ relaxation, and leads to the conclusion that on a parallel machine, GJ relaxation is faster [43].

For problems spatially discretized on rectangular meshes, one way to parallelize GS is to color the nodes red and black in an alternating or checkerboard fashion, as shown in Figure 2-2, such that red nodes have only black nodes as neighbors and the black nodes have only red nodes as neighbors. Then, with a simple finite-difference discretization, the variables at red nodes depend only on the variables at black nodes, and all of the red nodes may be solved simultaneously in parallel. Similarly, all of the black nodes may be solved simultaneously in parallel.

An additional advantage of using red/black ordering is that the resulting matrices belong to a common class known as consistently ordered matrices. As will be discussed
in the next section, it is possible to accelerate the convergence of GS relaxation on consistently ordered matrices with the successive overrelaxation (SOR) technique, without sacrificing the parallelizability of the red/black GS method. The result is that parallel red/black SOR can be significantly faster than the unaccelerated parallel GJ or GS relaxation algorithms.

### 2.2.3 Successive Overrelaxation

The convergence of GS relaxation may be accelerated with a technique known as successive overrelaxation (SOR) [48, 52]. To derive the SOR iteration equation, compute an intermediate value \( \hat{x}_i^{k+1} \) by solving

\[
a_{ii} \hat{x}_i^{k+1} = b_i - \sum_{j=1}^{i-1} a_{ij} x_j^{k+1} - \sum_{j=i+1}^{n} a_{ij} x_j^k,
\]

similar to the GS equation (2.3), and then update \( x_i^k \) in the iteration direction by multiplication with an overrelaxation parameter \( \omega \in \mathbb{R} \),

\[
x_i^{k+1} \leftarrow x_i^k + \omega \cdot \left[ \hat{x}_i^{k+1} - x_i^k \right].
\]

Combining equations (2.13) and (2.14) yields

\[
a_{ii} x_i^{k+1} = (1 - \omega) a_{ii} x_i^k + \omega \left[ b_i - \sum_{j=1}^{i-1} a_{ij} x_j^{k+1} - \sum_{j=i+1}^{n} a_{ij} x_j^k \right].
\]

After subtracting successive waveform relaxation iterations, and using the relaxation splitting \( A = D - L - U \), this leads to

\[
(D - \omega L) \Delta x_i^{k+1} = [(1 - \omega)D + \omega U] \Delta x_i^k,
\]

where \( \Delta x_i^{k+1} = x_i^{k+1} - x_i^k \). Therefore the SOR iteration equation may be written as

\[
\Delta x_i^{k+1} = H_{SOR} \Delta x_i^k
\]
where $H_{SOR} \in \mathbb{R}^{n \times n}$ is dependent on the choice of SOR parameter $\omega$, and is given by

$$H_{SOR} = (D - \omega L)^{-1}[(1 - \omega)D + \omega U].$$

(2.18)

Note that when $\omega = 1,$

$$H_{SOR} = H_{GS},$$

(2.19)

and the SOR method reduces to ordinary GS relaxation.

The rate of convergence of SOR is critically dependent on the selection of the SOR parameter $\omega$. Indeed, incorrectly chosen values of $\omega$ may cause $\rho(H_{SOR}) > 1$ so that SOR does not converge. One general restriction on $\omega$ is given by the following theorem, which implies that for any matrix, SOR will diverge unless $0 < \omega < 2$ if $\omega \in \mathbb{R}$.

**Theorem 2.2.5 (Kahan).** If $A \in \mathbb{C}^{n \times n}$ has nonzero diagonal elements, then

$$\rho(H_{SOR}) \geq |\omega - 1|$$

(2.20)

For a class of matrices known as consistently ordered matrices, it is possible to choose an optimal SOR parameter $\omega_{opt}$, that minimizes the spectral radius of $H_{SOR}$ over all possible $\omega$. Such matrices naturally arise from finite difference discretizations of differential equations. In the following, we will use Young’s definition of the class of consistently ordered matrices.

**Definition 2.2.6.** The $n \times n$ matrix $A$ is consistently ordered if for some $t$ there exist disjoint nonempty subsets $S_1, \ldots, S_t$ of $\{1, 2, \ldots, n\}$, with $\bigcup_{i=1}^{t} S_i = \{1, \ldots, n\}$, such that if $A_{ij} \neq 0$ with $i \neq j$ and $S_k$ is the subset containing $i$, then $j \in S_{k+1}$ if $j > i$ and $j \in S_{k-1}$ if $j < i$.

Note that consistent ordering is a purely structural property of a matrix. The importance of the class of consistently ordered matrices stems from three classic results [51, 48]:

**Lemma 2.2.7 (Young, Varga).** Let $A = D - L - U$ be a consistently ordered matrix, and let $H_{GJ}$ denote the corresponding GJ iteration matrix (2.7). If $\mu_i$ is an eigenvalue $H_{GJ}$ then $-\mu_i$ is also an eigenvalue of $H_{GJ}$.

**Theorem 2.2.8 (Young, Varga).** Let $A = D - L - U$ be a consistently ordered matrix, let $H_{GJ}$ denote the corresponding GJ iteration matrix (2.7), and let $H_{SOR}$ denote
the SOR iteration matrix (2.18). Given an overrelaxation parameter \( \omega \neq 0 \), if \( \lambda \) is a nonzero eigenvalue of \( H_{SOR} \), then

\[
(\lambda + \omega - 1)^2 = \omega^2 \mu^2 \lambda,
\]

where \( \mu \) is an eigenvalue of \( H_{GJ} \). Conversely, if \( \mu \) is an eigenvalue of \( H_{GJ} \) and if \( \lambda \) satisfies (2.21), then \( \lambda \) is an eigenvalue of \( H_{SOR} \).

**Corollary 2.2.9.** If \( A = D - L - U \) is a consistently ordered matrix, then the eigenvalues of \( H_{GS} \) are the squares of the eigenvalues of \( H_{GJ} \).

**Theorem 2.2.10 (Young,Varga).** If \( A = D - L - U \) is a consistently ordered matrix, if the eigenvalues \( \mu_i \) of the corresponding GJ iteration matrix \( H_{GJ} \) lie on the real-axis line segment \([-\mu_1, \mu_1]\), and if the spectral radius \( \rho(H_{GJ}) = |\mu_1| < 1 \), then the spectral radius of the SOR iteration matrix \( H_{SOR}(\omega) \) is minimized by an overrelaxation parameter \( \omega \in [1, 2] \) given by

\[
\omega_{opt} = \frac{2}{1 + \sqrt{1 - \mu_1^2}} \tag{2.22}
\]

where \( \sqrt{\cdot} \) denotes the positive root.

The SOR method, using the parameter \( \omega_{opt} \) computed from (2.22) is surprisingly robust and is remarkably successful in practice, even when the conditions of Theorem 2.2.10 aren't precisely satisfied (i.e. the matrix \( A \) isn't consistently ordered, or all of the spectrum of \( H_{GJ} \) does not lie on the real line). Because of this, the SOR algorithm is a remarkably simple and effective iterative method. In general, for an elliptic problem such as the Poisson equation, discretized on a one-dimensional mesh of \( N \) evenly-space nodes or on a two-dimensional \( N \times N \) rectangular mesh, the asymptotic convergence rate of SOR is approximately proportional to \( 1 - 1/N \). For large \( N \), this can be significantly faster than the asymptotic convergence rate of Gauss-Jacobi or Gauss-Seidel relaxation, approximately proportional to \( 1 - 1/N^2 \) [13].

As mentioned in the previous section, a red/black ordered problem leads to consistently ordered matrices, so that the optimum SOR parameter \( \omega_{opt} \) may be computed for red/black SOR. The implication of this is that on a parallel machine, the red/black SOR method can be substantially faster than the unaccelerated GJ or GS relaxation algorithms.

### 2.2.4 Block Relaxation

An additional way to accelerate a relaxation method is to solve larger pieces of the problem directly, with block relaxation [48]. In other words, rather than decomposing
the system \( A\mathbf{x} = b \) into \( n \) scalar algebraic equations, it may be possible to obtain faster relaxation convergence by decomposing the system into \( m < n \) smaller systems of equations, where

\[
A = \begin{bmatrix}
A_{11} & A_{12} & \cdots & A_{1m} \\
A_{21} & A_{22} & \cdots & A_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m1} & A_{m2} & \cdots & A_{mm}
\end{bmatrix}.
\]

Then, for example, block GS relaxation is performed by iterating over the \( m \) blocks and repeatedly solving the small matrix equation

\[
A_{ii} \mathbf{x}^{k+1}_i = b_i - \sum_{j=1}^{i-1} A_{ij} \mathbf{x}^{k+1}_j - \sum_{j=i+1}^{n} A_{ij} \mathbf{x}^{k}_j,
\quad (2.23)
\]

where \( \mathbf{x}_i \) denotes the piece of the vector \( \mathbf{x} \) corresponding to block row \( i \). Provided that the block relaxation converges quickly enough, this still provides a computational savings over direct methods because the sub-systems are smaller.

**Figure 2-3:** Illustration of two possible red/black colorings for block relaxation.

The SOR theorems of the previous section carry over for the block SOR method [48]. In particular, note that Definition 2.2.6 can be used to define block consistently ordered matrices. Furthermore, with properly chosen blocks, such as those shown in Figure 2-3, block GS and block SOR algorithms can use red/black ordering and maintain parallelizability. In practice, the block Gauss-Jacobi, block Gauss-Seidel and block SOR methods can converge substantially faster than ordinary relaxation, particularly if the difficult, tightly-coupled parts of the problem are contained within single blocks.

### 2.3 Solution of Nonlinear Systems

This section is a review of standard methods for solving systems of nonlinear equations

\[
F(\mathbf{x}) = 0
\quad (2.24)
\]
where $\mathbf{x} \in \mathbb{R}^n$ and $\mathbf{F} : \mathbb{R}^n \to \mathbb{R}^n$. The classic reference for this subject is [29]. Many of the methods for the solution of linear systems can be generalized or used to solve nonlinear systems.

2.3.1 Newton’s Method

The most commonly used method for solving (2.24) is Newton’s method, an iterative algorithm based upon linearization about successive solutions. Given any approximate solution $\mathbf{x}^k$, there exists some $\Delta \mathbf{x}^{k|1}$ that can be added to $\mathbf{x}^k$ such that

$$F(\mathbf{x}^k + \Delta \mathbf{x}^{k|1}) = 0$$

Newton’s method is based on setting the linear first-order Taylor expansion equal to zero and solving for $\Delta \mathbf{x}^{k|1}$, i.e.,

$$F(\mathbf{x}^k + \Delta \mathbf{x}^{k|1}) \approx F(\mathbf{x}^k) + J_F(\mathbf{x}^k) \Delta \mathbf{x}^{k|1} = 0,$$

where $J_F(\mathbf{x}) \in \mathbb{R}^{n \times n}$ is the Jacobian derivative of $\mathbf{F}$. Because the function $\mathbf{F}$ is nonlinear, the first-order Taylor expansion is only an approximation, and the method must continue after setting $\mathbf{x}^{k+1} = \mathbf{x}^k + \Delta \mathbf{x}^{k|1}$. Thus the steps of a Newton iteration are:

1. solve for delta vector $\Delta \mathbf{x}^{k|1}$

$$J_F(\mathbf{x}^k) \Delta \mathbf{x}^{k|1} = -F(\mathbf{x}^k), \quad (2.25)$$

2. and update solution vector

$$\mathbf{x}^{k+1} = \mathbf{x}^k + \Delta \mathbf{x}^{k|1}. \quad (2.26)$$

The advantage of Newton’s method is that if the initial guess, $\mathbf{x}^0$, is sufficiently close to the exact solution, then Newton’s method converges quadratically [29], i.e.

$$\|\mathbf{x}^{k+1} - \mathbf{x}^*\| \leq c \|\mathbf{x}^k - \mathbf{x}^*\|^2,$$

where $\mathbf{x}^*$ denotes the exact solution. However, Newton’s method requires a linear system solution step at each iteration. This can be expensive in terms of computation and in terms of storage, especially if a direct factorization method is used. Furthermore, merely generating the Jacobian matrix $J_F(\mathbf{x}^k)$ and evaluating the function for the right hand side vector can be costly for complicated nonlinear functions. Finally, if the initial guess is not close enough to the exact solution then Newton’s method can diverge or get caught in a limit cycle. Thus there exist many approximate Newton methods and damped Newton schemes [29, 3].
2.3.2 Nonlinear Relaxation

The relaxation-Newton iterative algorithms are a generalization of the idea of linear relaxation [29]. In a relaxation-Newton iteration, the $n$-dimensional equation system (2.24) is decomposed into as many as $n$ smaller nonlinear sub-problems, each of which is solved independently with Newton's method. For example, in each iteration of the Gauss-Jacobi-Newton method, the $i^{th}$ component of equation (2.24),

$$F_i(x^k_1, \ldots, x^k_{i-1}, x^k_i, x^k_{i+1}, \ldots, x^k_n) = 0$$

is solved for $x_i^{k+1}$, the $i^{th}$ component of the unknown vector. Similarly, within each iteration of the Gauss-Seidel-Newton method, the equation

$$F_i(x^{k+1}_1, \ldots, x^{k+1}_{i-1}, x^{k+1}_i, x^{k}_{i+1}, \ldots, x^k_n) = 0$$

is solved for $x_i^{k+1}$. Just as in the case of linear relaxation, the essential difference between the Gauss-Jacobi and Gauss-Seidel algorithms is that, in the $k + 1^{st}$ iteration, when computing $x_i^{k+1}$, the Gauss-Seidel algorithm uses the values of $x_j^{k+1}$ for the solution of $j^{th}$ subsystem if $j < i$. In other words, the Gauss-Seidel algorithm uses the most recently computed information that is available.

One simple way to reduce the computation cost of relaxation-Newton algorithms is to limit the number of Newton iterations when solving each sub-problem to a small fixed number $m$, such as $m = 1$ [29]. The justification for solving the sub-problems only approximately is that each nonlinear relaxation iteration is only approximately converged. It can be shown that this does not affect the convergence rate of a relaxation-Newton method. In addition, the block relaxation technique and successive overrelaxation may be used to reduce the number of nonlinear relaxation iterations required for convergence [29]. Provided that the relaxation converges quickly enough, an accelerated one-step relaxation-Newton method can be a highly efficient method for the solution of nonlinear problems.

2.4 Solution of Initial Value Problems

This section contains a brief review of two different approaches for solving the time-dependent nonlinear initial-value problem

$$\frac{dx}{dt} + F(x(t), t) = 0 \quad \text{with} \quad x(0) = x_0,$$  \hspace{1cm} (2.27)
where \( x(t) \in \mathbb{R}^n \) is the unknown, \( x_0 \) is an initial condition, and \( F : \mathbb{R}^{n+1} \to \mathbb{R}^n \). The operator formulation of this IVP can be written as

\[
\mathcal{F} x = 0 \quad \text{with} \quad x(0) = x_0,
\]

(2.28)

where \( x \) is a member of a function space and \( \mathcal{F} \) is a nonlinear differential operator. It is assumed that the equation is to be solved numerically on a finite time interval \([0, T]\).

### 2.4.1 Pointwise Methods

The standard approach to numerically solving (2.27) is to begin with the known solution at time \( t_0 = 0 \), and then march through the interval \([0, T]\), timepoint by timepoint, generating the solution at successive discrete timepoints, with

\[
t_{m+1} = t_m + h_{m+1}.
\]

(2.29)

In the \( m \)th step of this pointwise approach, a timestep \( h_m \) is selected, and the \( \frac{dx}{dt} \) term of the differential equation system (2.27) is discretized with a multistep integration method. This yields either an implicit or explicit system of nonlinear equations that is solved for \( x(t_{m+1}) \).

### Multistep Integration Methods

Suppose that a sequence of discretization timesteps \( \{h_1, \ldots, h_m, \ldots\} \) and the corresponding sequence of timepoints \( \{t_1, \ldots, t_{m+1}, \ldots, T\} \) have been selected. To solve (2.27), an \( s \)-step multistep integration method, and the values of \( x \) and \( F \) at the previous \( s \) timepoints are used to compute an approximation \( x_m \) to the value of \( x(t) \) at time \( t = t_m \). The multistep equation generated at timepoint \( t_m \) is

\[
\sum_{j=0}^{s} \alpha_j x_{m-j} = \sum_{j=0}^{s} h_{m-j} \beta_j F(x_{m-j}, t_{m-j}),
\]

(2.30)

where \( \alpha_0 = 1 \) and either \( \alpha_s \neq 0 \) or \( \beta_s \neq 0 \) [11, 9]. The other coefficients \( \alpha_j \) and \( \beta_j \) are chosen to maintain accuracy and consistency within stability limits. Note that the coefficients \( \alpha_j \) and \( \beta_j \) depend on \( m \) if the timesteps \( h_m \) are not constant.

There are many standard terms associated with multistep methods. A multistep method has accuracy of order \( p \) if it computes the solution of the initial value problem (2.27) exactly when the solution is a polynomial in time of degree less than or equal to \( p \). A method is said to be consistent if it has order of accuracy \( p \geq 1 \). A method is convergent if it is possible to arbitrarily accurately approximate the exact solution to the
time-continuous differential equation system (2.27) uniformly over the simulation interval \([0, T]\) by reducing the discretization timestep.

There are several different types of stability. A multistep method with uniform timestep \(h\) is said to be stable if the computed values \(\mathbf{x}(t)\) remain bounded as \(h \to 0\). This definition of stability is leads to a well-known theorem that a multistep method is convergent if and only if it is consistent and stable. A multistep method is said to be \(A\)-stable if, when applied to the test differential equation

\[
\frac{d}{dt} \mathbf{x} = A \mathbf{x}(t) \quad \text{with} \quad \mathbf{x}(0) = \mathbf{x}_0,
\]

where \(A \in \mathbb{R}^{n \times n}\) and the eigenvalues of \(A\) all have negative real parts, the method leads to a bounded solution for any timestep size as the number of timesteps approaches infinity.

There are two classes of multistep methods. A multistep method is said to be explicit if in (2.30) it uses only the values \(\mathbf{x}\) and \(F\) evaluated at previous timepoints when generating the solution at a timepoint, i.e. \(\beta_0 = 0\). When \(\beta_0 \neq 0\), the multistep method is said to be implicit, since in this case, an implicit equation in terms of \(\mathbf{x}_m\) and \(F(\mathbf{x}_m, t_m)\) must be solved for \(\mathbf{x}_m\). For nonlinear problems, the implicit equation is usually solved with Newton's method, requiring at least one matrix solve.

Explicit methods may seem to have a significant computational advantage over implicit methods because there is no need to perform a nonlinear system solution. However, explicit methods are far less stable. It is easily shown that implicit methods can be computationally superior to explicit methods in practice, especially for stiff problems, with eigenvalues that differ by several orders of magnitude. Such problems exhibit behavior on vastly different time scales. For a stiff problem, the stability of the implicit methods allows the use of substantially larger timesteps, resulting in lower overall computational work for the simulation.

A particularly useful class of implicit multistep methods are the backward difference formulas (BDF), characterized by \(\beta_0 \neq 0\) but \(\beta_1 = \cdots = \beta_s = 0\). The 1st-order BDF (also known as the Backward Euler method) and the 2nd-order BDF (also known as the 2nd-order Gear method) are, respectively,

\[
\mathbf{x}_m = \mathbf{x}_{m-1} + h_m \, F(\mathbf{x}_m, t_m)
\]

\[
\mathbf{x}_m = \begin{pmatrix}
(h_m + h_{m-1})^2 \\
h_m(2h_m + h_{m-1})
\end{pmatrix} \mathbf{x}_{m-1} - \begin{pmatrix}
h_m^2 \\
h_{m-1}(2h_m + h_{m-1})
\end{pmatrix} \mathbf{x}_{m-2} + \begin{pmatrix}
(h_m + h_{m-1})^2 \\
h_m(2h_m + h_{m-1})
\end{pmatrix} F(\mathbf{x}_m, t_m).
\]
In the uniform timestep case, these two BDF methods are known to be A-stable [11]. In the general nonuniform timestep case, it is possible to make the $2^{nd}$-order BDF unstable by choosing rapidly varying successive timesteps. Nevertheless, it has been proven that the variable timestep $2^{nd}$-order BDF is always stable in some sense as long as the ratio of successive timesteps $h_m/h_{m-1}$ is kept below 1.2 [6]. In practice, a ratio limit of 2.0 is sufficient.

**LTE and Timestep Control**

Of course, multistep integration methods can provide only an approximate solution to the continuous problem (2.27). In practice, this unavoidable error in the numerical solution will be due to the machine error caused by finite precision floating-point arithmetic – but with a double-precision implementation this will typically make a small contribution. Primarily, the error in the numerical solution will be caused by the discrete-time approximation of the multistep formula itself. Not surprisingly, this truncation error of the multistep method is closely related to the order of accuracy of the method.

The local truncation error (LTE) of a multistep method is defined to be the result of plugging the exact solution $x^*(t)$ of (2.27) into the multistep equation (2.30) [11, 16]

$$\text{LTE} = \sum_{j=0}^{s} \alpha_j x^*(t_{m-j}) - \sum_{j=0}^{s} h_{m-j} \beta_j F(x^*(t_{m-j}), t_{m-j}). \tag{2.34}$$

In other words, the LTE is the amount by which the solution of the differential equation fails to satisfy the equation used in the numerical method. If the localization assumption is made that the computed solution $x(t)$ is precisely equal to the exact solution $x^*(t)$ at all timepoints previous to $t_m$, then the LTE expression (2.34) may be rewritten as

$$\text{LTE} \equiv x^*(t_m) - x_m. \tag{2.35}$$

Note that neither of the LTE expressions (2.34) nor (2.35) may be computed, since the exact solution $x^*$ is not available. Nevertheless, it is possible to closely approximate the LTE of a $p^{th}$-order multistep method at a timepoint by comparing the solution computed at that timepoint to a predicted value $x_m^p$ computed by fitting a $p^{th}$-order polynomial to the values at the $p + 1$ previous timepoints [25, 9, 39, 23, 38]. It has been shown in general that for a $p^{th}$-order BDF method, the LTE at time $t_m$ is approximately given by

$$\text{LTE} \approx \frac{\beta_0}{t_m - t_{m-p-1}} (x_m - x_m^p) \tag{2.36}$$

where $\beta_0$ is the coefficient of the BDF multistep formula (2.30) [4, 5].
For a multistep method with order of accuracy $p$ and uniform timestep $h$, the LTE is a term of $O(h^{p+1})$. Perhaps more importantly, there are no A-stable multistep integration methods whose local truncation error is of an order higher than $h^3$ [9].

In practice, the timestep size for a variable-timestep multistep integration formula is usually determined with LTE timestep control [39, 2]. First a timestep is chosen, the value $x_m$ is computed, and then $x_m$ is compared to the value $x_m^p$ predicted by fitting a polynomial to previously computed values. The difference between the computed value and this predicted value is used to estimate the LTE. If the LTE is too large, the timestep is rejected and the program tries again with a smaller timestep. Otherwise, the timestep and the computed value are accepted, and the program moves on to the next timestep.

### 2.4.2 Waveform Methods

The waveform methods for solving the nonlinear IVP (2.27) are extensions to function space of various numerical algorithms for solving nonlinear algebraic problems, such as those discussed in Section 2.3. Whereas Newton's method and the nonlinear relaxation algorithms operate on variables that are vectors in $\mathbb{R}^n$, waveform methods operate on vectors of waveforms on a closed time interval, $x^k \in (\mathbb{R}^n, [0, T])$. As will be shown, waveform methods are easily parallelized.

**Waveform Newton Method**

The waveform Newton method (WN) is obtained by applying an abstracted form of Newton’s method to (2.27) [15, 37]. To apply WN to equation (2.27), the differential equation itself is linearized with the Frechet derivative $J_F$ of $F$ given by

$$J_F x(t) = \frac{d}{dt} x + J_F(x(t), t), \quad (2.37)$$

before time discretization with a multistep algorithm. First, an initial guess waveform $x^0_i \in (\mathbb{R}, [0, T])$ satisfying initial conditions is chosen for each element of the vector of waveforms $x^0 \in (\mathbb{R}^n, [0, T])$. Then the steps of a WN iteration are:

1. solve for the vector of waveforms $\Delta x^{k+1}$

$$J_F(x^k) \Delta x^{k+1} = -F(x^k), \quad (2.38)$$

2. update the solution vector of waveforms at all $t \in [0, T]$

$$x^{k+1} = x^k + \Delta x^{k+1}. \quad (2.39)$$
After time discretization with a multistep method, the WN method reduces to the algebraic Newton method operating on a "large" vector consisting of the concatenation of vectors $\Delta \mathbf{x}[m]$ at all discrete timepoints, with the Frechet derivative corresponding to a "large" block lower-triangular matrix. For example, in the case of backward Euler, the first step of the WN iteration becomes the algebraic problem

$$
\begin{bmatrix}
\frac{1}{h} \mathbf{I} + J_F(\mathbf{x}^k[1]) \\
-\frac{1}{h} \mathbf{I} & \frac{1}{h} \mathbf{I} + J_F(\mathbf{x}^k[2]) \\
-\frac{1}{h} \mathbf{I} & \frac{1}{h} \mathbf{I} + J_F(\mathbf{x}^k[3]) & \ddots & \ddots \\
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{x}^{k+1}[1] \\
\Delta \mathbf{x}^{k+1}[2] \\
\Delta \mathbf{x}^{k+1}[3] \\
\vdots \\
\end{bmatrix}
= 
\begin{bmatrix}
-F(\mathbf{x}^k[1]) \\
-F(\mathbf{x}^k[2]) \\
-F(\mathbf{x}^k[3]) \\
\vdots \\
\end{bmatrix}
$$

where $J_F(\mathbf{x}^k[m])$ denotes the Jacobian derivative of $\mathbf{F}$ evaluated at time point $m$. Note that each diagonal block $\frac{1}{h} \mathbf{I} + J_F(\mathbf{x}^k[m])$ is the same as the matrix that is generated by using the algebraic Newton method to solve at each timestep with the pointwise direct method. Just like the algebraic Newton method, WN offers quadratic convergence provided that the waveform iterate is close enough to the exact solution. A more detailed discussion of the convergence properties of the waveform Newton method for circuit simulation problems can be found in [37].

**Waveform Relaxation**

The waveform relaxation (WR) method is a dynamic iteration process obtained by applying relaxation directly to the system of differential equations comprising the initial value problem (2.27) [18]. Also known as Picard-Lindelöf iteration [24], the WR method decomposes the IVP equation system into subsystems before time discretization with a multistep method. The solution of each differential subsystem is a waveform in time, and the original system is solved iteratively by solving the subsystems independently, using the waveform solutions from previous iterations for the variables from other subsystems. The WR algorithm is shown pictorially in Figure 2-4.

More precisely, the Gauss-Jacobi WR and Gauss-Seidel WR algorithms for solving (2.27) are given in Algorithms 2.4.1 and 2.4.2. In iteration $k$ of Gauss-Jacobi WR, the $i$th equation of the $n$-dimensional differential equation system (2.27) is solved for waveform $x_i^{k+1}$, and the waveforms $x_j^k$ of the previous iteration are used as solutions for the other components $j \neq i$. The algorithm for Gauss-Seidel WR is similar, with the exception that when computing $x_i^{k+1}$, the waveform $x_j^{k+1}$ for the $j$th subsystem is used if it has already been computed, otherwise the previous iteration waveform $x_j^k$ is used.

The WR method has several computational advantages. Since it is an iterative method, WR avoids factoring and storing large matrices. Since the subsystems are
Figure 2.4: In each iteration of a WR algorithm, waveform $x_i$ is computed for $t \in [0, T]$, while waveforms $x_j, x_k, x_l, x_m$ are held fixed. Then $x_j$ is computed, etc...

**Algorithm 2.4.1 (Gauss-Jacobi WR for Solving (2.27)).**

1. **Initialize**: Pick vector of waveforms $x^0$.
2. For $k = 0, 1, \ldots$ until converged
   
   For $i = 1$ to $n$, solve for $x_i^{k+1}$ waveform:
   
   $$\frac{d}{dt} x_i^{k+1}(t) + F_i(x_1^k(t), \ldots, x_{i-1}^k(t), x_i^{k+1}(t), x_{i+1}^k(t), \ldots, x_n^k(t), t) = 0$$
   
   with $x_i^{k+1}(0) = x_0_i$

Solved independently, different sets of timepoints may be used to resolve the waveforms of different subsystems. This can be a significant computational advantage in a system exhibiting *multirate behavior*, in which the solutions of different subsystems change at different rates and/or at different times in the simulation interval, as shown in Figure 2.5. Finally, on a parallel machine, WR can be highly efficient since it leads to large, decoupled chunks of computation that can be easily parallelized.

Of course, WR is efficient relative to the standard pointwise direct method of solving (2.27) only if it converges in few enough iterations. For many problems, the WR algorithm 2.4.1 can be shown to have *guaranteed convergence* on a finite time interval $[0, T]$, starting from any initial guess that matches initial conditions [50]. Nevertheless, when applied to solving the device simulation equation system (1.9)–(1.11), the WR algorithm converges slowly, unless acceleration techniques such as block relaxation, conjugate directions, or successive overrelaxation are applied [21, 33].
Algorithm 2.4.2 (Gauss-Seidel WR for Solving (2.27)).

1. **Initialize**: Pick vector of waveforms \( \mathbf{x}^0 \).
2. For \( k = 0, 1, \ldots \) until converged

   For \( i = 1 \) to \( n \), solve for \( x_i^{k+1} \) waveform:
   \[
   \frac{d}{dt} x_i^{k+1}(t) + F_i(x_1^{k+1}(t), \ldots, x_{i-1}^{k+1}(t), x_i^{k+1}(t), x_{i+1}^{k}(t), \ldots, x_n^k(t), t) = 0
   \]
   with \( x_i^{k+1}(0) = x_{0i} \)

![Figure 2-5: A system is said to exhibit multirate behavior if different components of the system change at different times and/or at different rates.](image)

**Waveform Relaxation Newton**

The waveform relaxation Newton (WRN) method is one way to reduce the computation per WR iteration and improve the WR efficiency [50, 37]. Analogous to the one-step relaxation-Newton acceleration of nonlinear relaxation, in a WRN iteration, each subsystem is solved only approximately with one step of the waveform Newton method. The WRN method is implemented by computing only one algebraic Newton iteration at each timepoint, using a value from the previous waveform iterate as an initial guess. Like the one-step relaxation-Newton acceleration, the WRN acceleration does not affect the asymptotic convergence rate of WR. A more detailed discussion of the convergence properties of the WRN method can be found in [37, 50].

Another way to reduce the computational cost of each iteration is to take advantage of the waveform iterative nature of the WR algorithm and minimize the number of timepoints used to compute the waveform of each subsystem. With a timestep refinement strategy [37], relatively few timesteps are used to compute the waveforms in the early WR iterations. In subsequent WR iterations, additional timepoints are introduced only when they are required to keep the local truncation error in the waveform less than the
relaxation error.
WR Applied to Device Simulation

3.1 Introduction

An effective approach to solving the device equation system (1.9)–(1.11) with a parallel computer is to decompose the system into subsystems before time discretization with a waveform relaxation (WR) algorithm. The system is then solved iteratively by solving the subsystems independently, using fixed waveforms from previous iterations for the variables from other subsystems. The device WR algorithm is shown pictorially in Figure 3-1, and is given in Algorithm 3.1.1, where $F_1, F_3$, are specified by (1.12)–(1.14).

![Figure 3-1: In node-by-node WR, solutions at a node are computed by holding the waveforms of neighboring mesh nodes fixed and solving a small $3 \times 3$ system of equations.](image)

In each WR iteration, the $u(t)$, $n(t)$, and $p(t)$ waveforms of each mesh node $i$ are computed by solving the equation system of the node, while holding the waveforms of the neighboring mesh nodes fixed. This reduces the problem of simultaneously solving
Algorithm 3.1.1 (Gauss-Jacobi WR for Device Simulation).

1. Initialize: Pick $u^0, n^0, p^0$ waveforms at all nodes.

2. For $k = 0, 1, \ldots$ until converged

   For each node $i$, solve for $u_i^{k+1}, n_i^{k+1}, p_i^{k+1}$ waveforms:

   $$
   \begin{align*}
   & F_1(u_i^{k+1}(t), n_i^{k+1}(t), p_i^{k+1}(t), u_j^k(t), t) = 0 \\
   & \frac{d}{dt} n_i^{k+1} + F_2(u_i^{k+1}(t), n_i^{k+1}(t), u_j^k(t), n_j^k(t), t) = 0 \\
   & \frac{d}{dt} p_i^{k+1} + F_3(u_i^{k+1}(t), p_i^{k+1}(t), u_j^k(t), p_j^k(t), t) = 0 \\
   
   \text{with } u_i^{k+1}(0) = u_{0i}, \quad n_i^{k+1}(0) = n_{0i}, \quad p_i^{k+1}(0) = p_{0i}
   \end{align*}
   $$

the large nonlinear differential-algebraic system of $3N$ equations to one of independently solving the smaller differential-algebraic system of $3$ equations at each silicon node. Each small nonlinear system of $3$ equations can be solved with Newton's method and an implicit numerical integration method such as the $2^{\text{nd}}$-order backward difference formula.

The following sections describe the convergence of ordinary WR for device simulation. Although a global convergence result will be shown, it should be kept in mind that when applied to solving the device simulation equation system (1.9)--(1.11), the device WR algorithm converges slowly, unless acceleration techniques such as block relaxation, conjugate directions, or successive overrelaxation are applied [21, 33, 31].

3.2 WR Convergence

The following device WR convergence theorem will show that, when used to solve the device equation system on a finite time interval $[0, T]$, the device WR Algorithm 3.1.1 has guaranteed convergence starting from any initial guess that matches initial conditions $u_0, n_0, p_0$. The theorem differs from a similar theorem for circuit simulation WR [18, 50]. At iteration $k+1$ of device WR, the solutions at node $i$ of the differential variables $n_i^{k+1}$ and $p_i^{k+1}$ depend upon the solution of the algebraic variable $u_i^{k+1}$. The coupled solution at each mesh node must be computed by solving the coupled $3 \times 3$ differential-algebraic system (3.1). For the circuit simulation proof in [18], it is assumed that the variables of the WR equation system can be indexed such that the solutions of the differential variables $x^{k+1}$ do not depend on the solutions of the algebraic variables $z^{k+1}$ at the same iteration.
Like the convergence theorem for circuit simulation, the device WR theorem requires the definition of a special norm on a waveform.

**Definition 3.2.1.** The $\beta$-norm $\|x\|_B$ on a waveform $x : [0, T] \rightarrow \mathbb{R}^n$ is defined as

$$
\|x\|_B \equiv \max_{t \in [0, T]} e^{-Bt} \|x(t)\| \quad \text{where } B \in \mathbb{R} \text{ and } B > 0
$$

In the following, by first considering the Poisson equation (1.9) and then the electron and hole transport equations (1.10)–(1.11), it is shown that the effect of $3 \times 3$ block WR on the device simulation system may be characterized by a $3 \times 3$ system of inequalities, relating norms of the changes in the waveforms over successive WR iterations. The contraction mapping theorem is then invoked to prove convergence.

**Theorem 3.2.2 (Convergence of Node-by-node WR).**

For any finite time interval $t \in [0, T]$, and for any initial guess waveforms $u^0(t), n^0(t)$ and $p^0(t)$ that match the initial conditions, the sequence of waveforms produced by the node-by-node Gauss-Jacobi WR Algorithm 3.1.1 will converge to the exact solution of the device simulation DAE system (1.9)–(1.11).

**Proof.** Suppose that the node-by-node WR algorithm 3.1.1 is applied to a device spatially discretized on a mesh of $N$ nodes. At timepoint $t \in [0, T]$ in the $k^{th}$ iteration, the iteration equations of the node-by-node WR algorithm 3.1.1 may be written in terms of vectors $u(t), n(t), p(t) \in \mathbb{R}^N$ as

\[
D \ u^k(t) + (L + U) \ u^{k-1}(t) + E \ n^k(t) - E \ p^k(t) - b = 0 \tag{3.2}
\]

\[
\frac{d}{dt} n^k(t) + F_2 \left( u^k(t), n(t), u^{k-1}(t), n^{k-1}(t) \right) = 0 \tag{3.3}
\]

\[
\frac{d}{dt} p^k(t) + F_3 \left( u^k(t), p(t), u^{k-1}(t), p^{k-1}(t) \right) = 0 \tag{3.4}
\]

where $A = D - L - U$ is the standard Gauss-Jacobi relaxation splitting of the irreducibly diagonally dominant and symmetric matrix $A$ given by the potential dependent portions of the Poisson equations, $E \in \mathbb{R}^{N \times N}$ is a diagonal matrix given by the node areas, $b \in \mathbb{R}^N$ is a vector given by the product of the node areas and the node dopings, and $F_2$ and $F_3$ are Lipschitz continuous nonlinear algebraic functions.

Subtracting successive iterations of the Poisson equation (3.2) and rearranging terms:

\[
\delta u^k(t) = C \ \delta p^k(t) - C \ \delta n^k(t) + M \ \delta u^{k-1}(t) \tag{3.5}
\]

where $M = D^{-1}(L + U)$ is the Gauss-Jacobi iteration matrix of the Poisson equation matrix $A$ and $C = D^{-1}E$. Since $A$ is irreducibly diagonally dominant, the spectral
radius of $M$ is strictly less than unity [44]. Therefore, there exists a norm $\| \cdot \|$ for which the induced norm $\| M \| < 1$ [48, 29]. Since $A$ is symmetric, the matrix $M$ is diagonalizable, i.e., $M = S^{-1} \Lambda S$ where $S$ is a matrix of the eigenvectors of $M$ and $\Lambda$ is a diagonal matrix of the corresponding eigenvalues [28]. Therefore, the $S$-norm defined as $\| x \|_S = \| Sx \|_1$ for $x \in \mathbb{R}^N$ is an example of a norm for which the associated induced norm $\| M \| < 1$, since

$$\| M \|_S = \| S M S^{-1} \|_1 = \| S \cdot S^{-1} \Lambda \cdot S^{-1} \|_1 = \| \Lambda \|_1 = \rho(M) < 1.$$ Taking the $S$-norm of both sides of equation (3.5) yields

$$\| \delta u^k(t) \|_S \leq c_1 \| \delta p^k(t) \|_S + c_2 \| \delta n^k(t) \|_S + m \| \delta u^{k-1}(t) \|_S,$$

where $c_1 = \| C \|_S$ and $m = \| M \|_S < 1$. Integrating the electron transport equation (3.3), subtracting successive iterations, taking the $S$-norm of both sides, and invoking Lipschitz continuity yields

$$\| \delta n^k(t) \|_S \leq \ell_2 \int_0^t \left\{ \| \delta u^k(\tau) \|_S + \| \delta n^k(\tau) \|_S + \| \delta u^{k-1}(\tau) \|_S + \| \delta n^{k-1}(\tau) \|_S \right\} d\tau,$$

where $\ell_2 > 0$ is a number related to the Lipschitz constant of $F_2$ [29].

Applying Definition 3.2.1 of the $\beta$-norm to the inequality, multiplying and dividing by $e^{-B \tau}$ inside the integral yields:

$$\| \delta n^k(t) \|_S \leq \left\{ \| \delta u^k \|_{B_S} + \| \delta n^k \|_{B_S} + \| \delta u^{k-1} \|_{B_S} + \| \delta n^{k-1} \|_{B_S} \right\} \ell_2 \int_0^t e^{B \tau} d\tau,$$

where subscript $B_S$ is used to denote the $\beta$-norm generated from the $S$-norm. Taking the $\beta$-norm of both sides and noting that

$$e^{-Bt} \int_0^t e^{B \tau} d\tau = e^{-Bt} \left[ B^{-1} e^{B \tau} \right]_0^t = B^{-1} \left( 1 - e^{-Bt} \right) < B^{-1},$$

results in the expression

$$\| \delta n^k \|_{B_S} \leq \ell_2 B^{-1} \| \delta u^k \|_{B_S} + \ell_2 B^{-1} \| \delta n^k \|_{B_S} + \ell_2 B^{-1} \| \delta u^{k-1} \|_{B_S} + \ell_2 B^{-1} \| \delta n^{k-1} \|_{B_S}.$$

For $B > \ell_2$, this may be rewritten as

$$\| \delta n^k \|_{B_S} \leq \alpha_2 \| \delta u^k \|_{B_S} + \alpha_2 \| \delta u^{k-1} \|_{B_S} + \alpha_2 \| \delta n^{k-1} \|_{B_S} \quad \text{with} \quad \alpha_2 = \frac{\ell_2 B^{-1}}{1 - \ell_2 B^{-1}}.$$

(3.7)
Note that no matter how large the number $\ell_2$, there exists a finite $B$ such that if $B$ is chosen to be sufficiently large ($B > 2\ell_2$) then $\alpha_2 < 1$, and $\alpha_2$ can be made as small as desired by further increasing $B$. In other words, as $B$ is increased, the $\beta$-norm focuses on shorter and shorter intervals in $[0, T]$.

The hole transport equation (3.4) may be transformed into a similar inequality,

$$
\left\| \delta p^k \right\|_{B_S} \leq \alpha_3 \left\| \delta u^k \right\|_{B_S} + \alpha_3 \left\| \delta u^{k-1} \right\|_{B_S} + \alpha_3 \left\| \delta p^{k-1} \right\|_{B_S} \quad \text{with} \quad \alpha_3 = \frac{\ell_3 B^{-1}}{1 - \ell_3 B^{-1}},
$$

where $\ell_3 > 0$ is a number related to the Lipschitz constant of $f_3$, and $B > \ell_3$.

Transforming the Poisson inequality (3.6) into an inequality using $\beta$-norms, and grouping it with the inequalities (3.7)-(3.8), where the $\beta$-norm is chosen so that

$$
B > \max(\ell_2, \ell_3) \quad \text{and} \quad \alpha = \max(\alpha_2, \alpha_3) = \frac{\max(\ell_2, \ell_3) B^{-1}}{1 - \max(\ell_2, \ell_3) B^{-1}}
$$

leads to the inequality system:

$$
\left\| \delta u^k \right\|_{B_S} \leq c \left\| \delta p^k \right\|_{B_S} + c \left\| \delta n^k \right\|_{B_S} + m \left\| \delta u^{k-1} \right\|_{B_S}
$$

$$
\left\| \delta n^k \right\|_{B_S} \leq \alpha \left\| \delta u^k \right\|_{B_S} + \alpha \left\| \delta u^{k-1} \right\|_{B_S} + \alpha \left\| \delta n^{k-1} \right\|_{B_S}
$$

$$
\left\| \delta p^k \right\|_{B_S} \leq \alpha \left\| \delta u^k \right\|_{B_S} + \alpha \left\| \delta u^{k-1} \right\|_{B_S} + \alpha \left\| \delta p^{k-1} \right\|_{B_S},
$$

which may be written in matrix form as

$$
\begin{bmatrix}
1 & -c & -c \\
-\alpha & 1 & 0 \\
-\alpha & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\left\| \delta u^k \right\|_{B_S} \\
\left\| \delta n^k \right\|_{B_S} \\
\left\| \delta p^k \right\|_{B_S}
\end{bmatrix}
\leq
\begin{bmatrix}
m & 0 & 0 \\
\alpha & \alpha & 0 \\
\alpha & 0 & \alpha
\end{bmatrix}
\begin{bmatrix}
\left\| \delta u^{k-1} \right\|_{B_S} \\
\left\| \delta n^{k-1} \right\|_{B_S} \\
\left\| \delta p^{k-1} \right\|_{B_S}
\end{bmatrix}.
$$

The inverse of the left-hand side matrix is given by

$$
\begin{bmatrix}
1 & -c & -c \\
-\alpha & 1 & 0 \\
-\alpha & 0 & 1
\end{bmatrix}^{-1} = \frac{1}{1 - 2ac}
\begin{bmatrix}
1 & 1 & c \\
\alpha & 1 - \alpha c & \alpha c \\
\alpha c & \alpha & 1 - \alpha c,
\end{bmatrix},
$$

so that if $\alpha$ is chosen to be sufficiently small ($\alpha < 1/(2c)$, which can be accomplished by using a $\beta$-norm with a large enough $B$), then the inverse is a positive matrix. Under this condition, both sides may be multiplied by the inverse without disturbing the inequality so that

$$
\begin{bmatrix}
\left\| \delta u^k \right\|_{B_S} \\
\left\| \delta n^k \right\|_{B_S} \\
\left\| \delta p^k \right\|_{B_S}
\end{bmatrix}
\leq
\frac{1}{1 - 2ac}
\begin{bmatrix}
m + 2ac & \alpha c & \alpha c \\
am + \alpha & \alpha - \alpha^2 c & \alpha^2 c \\
am + \alpha & \alpha^2 c & \alpha - \alpha^2 c
\end{bmatrix}
\begin{bmatrix}
\left\| \delta u^{k-1} \right\|_{B_S} \\
\left\| \delta n^{k-1} \right\|_{B_S} \\
\left\| \delta p^{k-1} \right\|_{B_S}
\end{bmatrix},
$$

(3.9)
Defining $\mathbf{x} = [\mathbf{u} \ \mathbf{n} \ \mathbf{p}]^T$ and taking the infinity norm of both sides yields:

$$\|\delta \mathbf{x}^k\|_{B_S} \leq \gamma \|\delta \mathbf{x}^{k-1}\|_{B_S} \quad \text{where} \quad \gamma = \frac{1}{1 - 2\alpha c} \max (m + 4\alpha, \ \alpha m + 2\alpha).$$

If $B$ is chosen large enough so that

$$\alpha = \frac{\max(\ell_2, \ell_3)B^{-1}}{1 - \max(\ell_2, \ell_3)B^{-1}} < \min \left( \frac{1 - m}{6c}, \ \frac{1}{m + 2c + 2} \right),$$

then the maximum row sums of $T$ are less than one and

$$\|\delta \mathbf{x}^k\|_{B_S} \leq \gamma \|\delta \mathbf{x}^{k-1}\|_{B_S} \quad \text{with} \quad \gamma < 1. \quad (3.10)$$

Since there exists a norm for which inequality (3.10) holds with $\gamma < 1$, the node-by-node WR Algorithm 3.1.1 is a contraction mapping in an exponentially-weighted norm. Therefore, the contraction mapping theorem implies that the waveforms $\mathbf{x}^{k-1}$ must converge to the unique fixed-point of the WR device simulation system [29].

### 3.3 Sup-norm Convergence

Although Theorem 3.2.2 guarantees convergence on a finite time interval $[0, T]$, it does not imply fast convergence or computational efficiency. On the contrary, because of the use of the exponentially-weighted norm $\| \cdot \|_{B}$, the theorem shows only that as WR iterations proceed, convergence is guaranteed first on a small time interval $[0, \Delta t]$. Once this first interval is converged, WR will converge on the next interval $[\Delta t, 2\Delta t]$, and so on, until the entire interval $[0, T]$ is computed. In the early iterations, the latter parts of the waveforms may not move any closer to the exact solution.

Obviously, WR is most efficient if there is no computation wasted on timepoints whose values are not approaching the solution. And in practice, when WR is applied to the device simulation problem, the errors at all timepoints in the interval $[0, T]$ are reduced with each WR iteration. To demonstrate this, the WR algorithm contracts in a sup-norm sense for typical MOSFET simulations, an example MOSFET simulation was performed over an interval of 30 nanoseconds with a short low-high-low voltage pulse applied to the drain with the gate held high. Figure 3-3 shows the electron concentration waveforms for several different WR iterations at a silicon-oxide interface node halfway between the source and drain. The initial guess was a flat waveform at the value satisfying the $t = 0$ conditions. The waveforms converge uniformly to the exact solution, i.e. values at all timepoints move towards the solution as iterations progress, so that no computation is wasted.
The sup-norm contractivity of WR for a simplified 1D device simulation problem can be proven given strict conditions on the shape of the electric field [34, 32]. Consider a 1D evenly-spaced mesh of \( N \) nodes with the endpoint potentials \( u_0(t) \) and \( u_{N+1}(t) \) as inputs, as shown in Figure 3-4. If the potential \( u \) is known for all nodes, then the linear time-varying differential equation in \( n \) that arises at node \( i \) is

\[
\frac{d}{dt} n_i^{k+1} + \frac{1}{l^2} \frac{kT \mu_n}{q} \sum_j \left[ n_j^{k+1} B(u_i - u_j) - n_j^kB(u_j - u_i) \right] = 0 \tag{3.11}
\]
where \( l \) is the distance from node to node and the summation occurs over the two nodes to the left and right \((j = i \pm 1)\). The following lemma and theorem hold.

**Lemma 3.3.1.** Given a sequence of \( N \) irreducible, positive matrices

\[
\{ Q(k), Q(k + 1), \ldots, Q(k + N) \},
\]

with each matrix \( Q(\cdot) \in \mathbb{R}^{N \times N} \) having an induced norm \( \| Q(\cdot) \|_\infty \leq 1 \) and a row sum \( \sum_j Q(\cdot)_{ij} < 1 \) for some row \( i \), the product of the matrices satisfies

\[
\| Q(k + N) \cdot Q(k + N - 1) \cdots Q(k) \|_\infty \leq \gamma < 1,
\]

for some \( \gamma \).

**Proof.** To show inequality (3.12), note that the product matrix

\[
R = Q(k + N) \cdot Q(k + N - 1) \cdots Q(k)
\]

is a positive matrix since it is the product of positive matrices. Furthermore, for any positive matrix \( T \in \mathbb{R}^{N \times N} \), the vector norm \( \| Tx \|_\infty \) is maximized over all vectors \( \| x \|_\infty \) by a vector \( \hat{x} \) consisting of all ones. This implies that the induced norm is

\[
\| R \|_\infty = \| R \hat{x} \|_\infty.
\]

Now suppose that the row \( i_k \) of \( Q(k) \) has a row sum less than one. By assumption, \( Q(k) \) is positive and \( \| Q(k) \|_\infty \leq 1 \), so that row \( i_k \) of the matrix-vector product \( Q(k) \hat{x} \) must be strictly less than one. All other rows of \( Q(k) \hat{x} \) must be less than or equal to one.

The vector \( Q(k + 1)Q(k)\hat{x} \) has at least two rows strictly less than one. To see this, suppose that row \( i_{k+1} \) of \( Q(k + 1) \) has row sum less than one. If \( i_{k+1} \neq i_k \) then both rows \( i_{k+1} \) and \( i_k \) of the matrix-vector product \( Q(k + 1)Q(k)\hat{x} \) will be less than one. If \( i_{k+1} = i_k \), then certainly row \( i_k \) of \( Q(k + 1)Q(k)\hat{x} \) will be less than one. In addition, because \( Q(k + 1) \) is irreducible, there must be at least one other row of \( Q(k + 1) \) that has a non-zero element in column \( i_k \). This row of \( Q(k + 1)Q(k)\hat{x} \) will be less than one. In turn, each successive multiplication by one of the \( Q(\cdot) \) matrices reduces at least one more row. After \( N \) multiplications, the resulting matrix-vector product \( R\hat{x} \) must have all rows less than one, proving the lemma.

\[\square\]

**Theorem 3.3.2 (Sup-norm Contractivity of WR).**

*If at each time \( t \), \( u(t) \) is such that the electric field along the line is either constant, or*
monotonically decreasing, then WR applied to (3.11) is a contraction in a uniform norm on any finite interval \([0, T]\). That is,

\[
\max_{t \in [0,T]} \left\| \Delta n^{k+N}(t) \right\|_{\infty} \leq \gamma \max_{t \in [0,T]} \left\| \Delta n^k(t) \right\|_{\infty}
\]  

(3.14)

where \(\gamma < 1\), superscript \(k\) denotes iteration, \(N\) is the number of grid points, and \(\Delta n^k(t) = n^k(t) - n^{k-1}(t)\).

**Proof.** The WR iteration equations (3.11) applied to the model problem can be written in terms of unknown vector \(n(t)\) as

\[
\frac{d}{dt} n^{k+1}(t) = -D(t) n^{k+1}(t) + M(t) n^k(t) + b(t)
\]  

(3.15)

where \(D(t) \in \mathbb{R}^{N \times N}\) is a diagonal matrix, \(M(t) \in \mathbb{R}^{N \times N}\) and \(b(t) \in \mathbb{R}^N\) accounts for the edge conditions \(u_0\) and \(u_{N+1}\). Because the Bernoulli function is always positive, both \(D(t)\) and \(M(t)\) are positive matrices.

The conditions on the electric field imply that at each node \(i\),

\[ u_i - u_{i-1} \leq u_{i+1} - u_i, \]

so that the monotonically decreasing Bernoulli function has values

\[ B(u_i - u_{i-1}) \geq B(u_{i+1} - u_i) \quad \text{and} \quad B(u_{i-1} - u_i) \leq B(u_i - u_{i+1}). \]

Therefore, elements \(d_{ii}(t)\) of \(D(t)\) and \(m_{ij}(t)\) of \(M(t)\) will satisfy the relation

\[
d_{ii}(t) \geq \epsilon_i + \sum_{j \neq i} m_{ij}(t)
\]  

(3.16)

where \(\epsilon_i \geq 0\) and is strictly greater than zero for the mesh points \(i = 1\) and \(i = N\) next to the boundaries.

Given relationship (3.16) between \(D(t)\) and \(M(t)\), the WR algorithm applied to a system of the form of (3.15) will contract in a uniform norm. This has been shown for the case when \(D(t)\) and \(M(t)\) are independent of \(t\), using Laplace transforms [24]. In the time dependent case, the result can be shown by examining the difference between iteration \(k\) and \(k + 1\) of (3.15), so that for each mesh point \(i\),

\[
\frac{d}{dt} \Delta n_i^{k+1}(t) = -d_{ii}(t) \Delta n_i^{k+1}(t) + \sum_{j \neq i} m_{ij}(t) \Delta n_j^k(t),
\]  

(3.17)

where \(\Delta n_i^k(t) = n_i^k(t) - n_i^{k-1}(t)\). By assumption, \(d_{ii}(t), m_{ij}(t) > 0\) and \(\Delta n_i^k(0) = 0\) for all nodes \(i\).
The solution \( \Delta n_i^{k+1}(t) \) to equation (3.17) begins at value \( \Delta n_i^{k+1}(0) = 0 \) and throughout the entire interval \([0, T]\), stays within the bounds given by

\[
\max_{t \in [0, T]} \left| \Delta n_i^{k+1}(t) \right| \leq \max_{t \in [0, T]} \left[ \sum_{j \neq i} \frac{m_{ij}(t)}{d_{ii}(t)} \left| \Delta n_j^k(t) \right| \right] = L. \tag{3.18}
\]

In other words, for any solution which violates this inequality, \( \frac{d}{dt} \Delta n_i^{k+1}(t) \) points back into the region \([49]\). To see this, suppose that at some timepoint \( t_1 \), the solution \( \Delta n_i^{k+1}(t) \) has moved from within the region to reach the upper limit \( L \), then

\[
\Delta n_i^{k+1}(t_1) = L \geq \sum_{j \neq i} \frac{m_{ij}(t_1)}{d_{ii}(t_1)} \left| \Delta n_j^k(t_1) \right| \geq \sum_{j \neq i} \frac{m_{ij}(t_1)}{d_{ii}(t_1)} \Delta n_j^k(t_1), \tag{3.19}
\]

and therefore

\[
d_{ii}(t_1) \Delta n_i^{k+1}(t_1) \geq \sum_{j \neq i} m_{ij}(t_1) \Delta n_j^k(t_1). \tag{3.20}
\]

This implies that the right-hand side of equation (3.17) at time \( t_1 \) and the time derivative \( \frac{d}{dt} \Delta n_i^{k+1}(t_1) \) are non-positive, prohibiting \( \Delta n_i^{k+1} \) from moving above the upper limit. Similarly, if at some timepoint \( t_2 \), the solution \( \Delta n_i^{k+1}(t) \) has moved from within the region to reach the lower limit \( -L \), then

\[
\Delta n_i^{k+1}(t_2) = -L \leq -\sum_{j \neq i} \frac{m_{ij}(t_2)}{d_{ii}(t_2)} \left| \Delta n_j^k(t_2) \right| \leq 0, \tag{3.21}
\]

and

\[
- d_{ii}(t_2) \Delta n_i^{k+1}(t_2) \geq \sum_{j \neq i} m_{ij}(t_2) \left| \Delta n_j^k(t_2) \right| \geq \sum_{j \neq i} m_{ij}(t_2) \Delta n_j^k(t_2). \tag{3.22}
\]

This implies that the right-hand side of equation (3.17) at time \( t_2 \) and the time derivative \( \frac{d}{dt} \Delta n_i^{k+1}(t_2) \) are non-negative, prohibiting \( \Delta n_i^{k+1} \) from moving below the lower limit.

Written as an inner-product of vectors, inequality (3.18) implies that

\[
\max_{t \in [0, T]} \left| \Delta n_i^{k+1}(t) \right| \leq \sum_{j \neq i} \frac{m_{ij}(\tau_{k,i})}{d_{ii}(\tau_{k,i})} \left| \Delta n_j^k(\tau_{k,i}) \right| \leq \left[ \frac{m_{i1}(\tau_{k,i})}{d_{i1}(\tau_{k,i})}, \ldots, \frac{m_{iN}(\tau_{k,i})}{d_{iN}(\tau_{k,i})} \right] \left[ \begin{array}{c} \max_{t \in [0, T]} \left| \Delta n_1^k(t) \right| \\ \vdots \\ \max_{t \in [0, T]} \left| \Delta n_N^k(t) \right| \end{array} \right], \tag{3.23}
\]

where \( \tau_{k,i} \) is the value of \( t \in [0, T] \) which maximizes

\[
\sum_{j \neq i} \frac{m_{ij}(t)}{d_{ii}(t)} \left| \Delta n_j^k(t) \right|. \tag{3.25}
\]
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Assembling the inequality system from (3.24) results in

\[
\begin{bmatrix}
\max_{t \in [0, T]} |\Delta n_1^{k+1}(t)| \\
\vdots \\
\max_{t \in [0, T]} |\Delta n_N^{k+1}(t)|
\end{bmatrix} \leq Q(k) \begin{bmatrix}
\max_{t \in [0, T]} |\Delta n_1^k(t)| \\
\vdots \\
\max_{t \in [0, T]} |\Delta n_N^k(t)|
\end{bmatrix}
\]

(3.26)

where \( \leq \) denotes a row-by-row inequality. The matrix \( Q(k) \in \mathbb{R}^{N \times N} \) is a positive matrix with elements given by

\[
q_{ii}(k) = 0 \quad \text{and} \quad q_{ij}(k) = \frac{m_{ij}(\tau(k, i))}{d_{ii}(\tau(k, i))}.
\]

Because of inequality (3.16), all rows of the matrices \( Q(k) \) have row sums less than or equal to 1, so that \( \|Q(k)\|_\infty \leq 1 \). Because of the boundary conditions of the one-dimensional mesh, the two rows \( i = 1 \) and \( i = N \) of the matrix \( Q(k) \) have row sums strictly less than one. In addition, \( Q(k) \) is irreducible. Since these properties hold for all iterations \( k \), Lemma 3.3.1 implies that

\[
\|Q(k + N) Q(k + N - 1) \cdots Q(k)\|_\infty \leq \gamma < 1,
\]

(3.27)

for some \( \gamma \) [48]. This implies that

\[
\max_{[0, T]} \|\Delta n_1^{k+N}(t)\|_\infty \leq \gamma \max_{[0, T]} \|\Delta n_1^k(t)\|_\infty
\]

(3.28)

which proves the theorem. \( \square \)

The monotonicity conditions on the electric field are approximately satisfied in practice on the horizontal lines in the channel between the source and drain of a MOSFET. It is encouraging that a sup-norm contractivity result can be proven at all. This is in sharp contrast to the behavior of WR when used for the circuit simulation of typical MOSFET circuits with feedback, in which sup-norm contractivity is rare [50].
The WORDS Program

4.1 Introduction

Both standard and waveform methods have been implemented in the device transient simulation program WORDS [33]. This chapter gives an overview of the WORDS program. The chapter begins with a brief description of some of the implementation issues that arise when WR is applied to device simulation. Finally, in Section 4.3, experimental results are given, comparing standard direct solution methods to waveform methods. In particular, the results show that block WR accelerated with WRN and timestep refinement is competitive on a serial machine with pointwise direct methods.

4.2 Implementation: the WORDS Program

The need for both efficiency and accuracy affects all aspects of the design and implementation of the WORDS program, as described in the following sections. WORDS consists of about 15,000 lines of C.

4.2.1 Vertical-Line Block WR

In practice, the node-by-node Gauss-Jacobi WR Algorithm 3.1.1 may require many hundreds or thousands of WR iterations to converge, severely limiting the efficiency of WR-based device simulation. To reduce the number of WR iterations to achieve convergence, WORDS uses the block relaxation techniques described in Section 2.2.4. The block WR algorithm for devices is similar to the node-by-node WR Algorithm 3.1.1, except that the $3 \times 3$ systems of equations for each node are replaced by fewer, larger
systems of equations representing the equations of all the nodes contained in each block.

Although using blocks of nodes accelerates device WR convergence, the computational expense of directly solving the larger system of equations of a block of nodes is higher than that of solving the smaller $3 \times 3$ system of equations for a single node. In addition, the same timepoints must be used in the waveforms of all nodes within a block, so that a block algorithm cannot take advantage of any multirate behavior within a block. The challenge is to use a blocking scheme that covers the device mesh in relatively few, easy-to-solve blocks and groups tightly-coupled nodes together, but does not group nodes which are expected to change at different rates.

The blocking scheme used in WORDS divides the tensor-product mesh into vertical line blocks. This is a particularly effective blocking strategy for MOSFET simulation for the following reasons:

1. The vertical line blocks directly capture the behavior of the oxide-silicon interface. Computing the interface behavior is a numerically difficult problem because of the Neumann reflecting boundary condition on the electron and hole current equations.

2. Since each vertical line is essentially a one-dimensional device simulation problem, the resulting subsystems produce $3 \times 3$-block-tridiagonal matrices which are easily solved in linear time.

3. The potentials at either end of a vertical line in the channel of a MOSFET are pinned by the gate and substrate contacts, so that each line's solution correctly accounts for these contacts and directly captures the highly nonlinear electric field dependence governing surface depletion and channel width from the very first WR iteration.

4. Vertical line blocking allows the WR algorithm to take advantage of the multirate behavior resulting from the horizontal distance between the source and drain contacts. For example, if the drain potential of a MOSFET is increased while the source potential is held fixed, more timepoints are needed to accurately resolve the widening of the drain depletion region than are needed to resolve the source end of the device.

5. The vertical line blocks can be processed in red/black order to maintain parallelizability when Gauss-Seidel WR is used [44].
4.2.2 Waveform Relaxation Newton Acceleration

When block WR is applied to the nonlinear differential-algebraic system of equations of a device, the differential-algebraic systems of equations solved for each block at each timepoint are nonlinear, and require multiple Newton iterations. As described in Section 2.4.2, the waveform relaxation Newton (WRN) method reduces the computation per WR iteration and improves WR efficiency [50, 37]. When WRN is applied to the nonlinear differential-algebraic system of equations of a device, the nonlinear differential-algebraic systems of equations of each block are linearized about the solution of the previous iteration, and the linearized systems are solved with a single matrix solution at each timepoint.

4.2.3 Integration Method

To solve the differential-algebraic system of each block generated by spatially discretizing the device equations, WORDS uses the backward Euler method and the variable-timestep second-order backward differentiation formula (BDF2) [11, 5]. For the first two timesteps (and also for the first two timesteps after any other discontinuity in the derivative of a contact voltage), WORDS uses the backward Euler method, to avoid having to look backward in time past a discontinuity. Thereafter, WORDS uses the second-order backward difference formula.

4.2.4 Timestep Selection Strategy for Multirate WR

Since WORDS can take advantage of multirate behavior within a device by using different timepoints for different blocks of nodes, some interpolation in time is unavoidable. Before computing a block’s solution at a time $t$, the solution of the adjacent blocks at time $t$ must be obtained from the previous WR iteration’s waveforms, in order to compute the fluxes and currents along mesh edges to the adjacent blocks. Furthermore, if the WRN method is to be used, the block’s previous solution is required as an initial guess at time $t$. In either case, if $t$ is not a timepoint used in the waveforms of the previous WR iteration, then interpolation in time is necessary. WORDS uses polynomial interpolation of the same order as the integration method used to compute the first waveform timepoint greater than $t$.

To minimize both the number of interpolations and their associated errors, WORDS synchronizes adjacent block timesteps by selecting all timesteps of all blocks before each WR iteration. This a priori timestep control strategy also results in efficient timepoint
Algorithm 4.2.1 (WRN with Timestep Halving Strategy).

Initialize: Choose a global, minimal set of timepoints \( \{t_*\} \) for all subsystems.

For \( k = 0, 1, \ldots \) until converged

For each subsystem \( i \)

If \( k = 0 \) then let \( \{t_i^{k+1}\} = \{t_*\} \).

Otherwise,

\[
\{t_i^{k+1}\} = \{t_i^k\}.
\]

For each \( t_i^k(j) \), add \( \frac{1}{2} \left( t_i^k(j - 1) + t_i^k(j) \right) \) to \( \{t_i^{k+1}\} \) if

1. the LTE in waveform \( x_i^k \) at timestep \( t_i^k(j) \) is too large, or
2. neighboring subsystems use much smaller timesteps.

Use \( \{t_i^{k+1}\} \) to solve for waveforms \( x_i^{k+1} \) of subsystem \( i \).

Placement, algorithmic parallelism, and the possibility of refinement with iteration [37]. On the first WR iteration, each block of nodes is solved on a globally-shared, minimal set of timepoints consisting of the times of any slope discontinuities of the input voltages on the device contacts. Before each subsequent WRN iteration, the timesteps for a block are chosen by computing a standard predictor-corrector local truncation error (LTE) estimate [5] for each non-fixed timestep of the block’s previous iteration electron and hole concentration waveforms. If the LTE of a timestep made in the previous iteration’s waveform is larger than a tolerance computed from the sup-norm of the waveform, then a new timepoint is introduced into the waveform to precisely halve the old timestep. The timestep selection strategy is shown in Algorithm 4.2.1, with \( \{t_i^k(1), t_i^k(2), \ldots \} \) denoting the set of timepoints with which the waveforms of subsystem \( i \) at iteration \( k \) are computed.

The primary advantage of this timestep-halving strategy is that adjacent blocks will tend to select similar sets of timepoints, since all blocks begin with the same timepoints and select new ones by halving intervals. The synchronization of adjacent blocks is fostered by also requiring a block to split a timestep if the corresponding timestep was twice split by the neighboring blocks. In addition, except for the newly-added timepoints, a block uses the same set of timepoints as it did in the previous WR iteration. This synchronization with previous iterations reduces interpolation of the initial guess for WRN. Because the necessity of interpolation for adjacent block solutions and previous
iteration solutions is reduced, the timestep-halving strategy improves the accuracy of
the solution and terminal current calculation, while maintaining most of the multirate
computational advantage of WR.

4.2.5 Terminal Current Calculation

In WORDS, each device contact is represented as a connected group of nodes with a
single, externally-specified potential waveform. In the following, the mesh edges between
the nodes \( i \) of a contact and the adjacent non-contact mesh nodes \( j \) will be referred to
as contact edges. The contacts and the contact edges of the MOSFET device shown in
Figure 1-1 are shown in Figure 4-1.

\[ S \quad G \quad D \]

\[ \Rightarrow \]

\[ \text{SUB} \]

\[ S \quad G \quad D \]

\[ \text{SUB} \]

**Figure 4-1:** The contacts and contact edges of a MOSFET device.

The total current \( I \) entering a contact from within a device is the sum of the electron,
hole and displacement currents travelling on its contact edges,

\[ I = \sum_{i,j} d_{ij} \left[ J_{n_{ij}} + J_{p_{ij}} + J_{q_{ij}} \right] \quad (4.1) \]

where for each contact edge between nodes \( i \) and \( j \), \( d_{ij} \) is the length of the side of the
Voronoi box that encloses node \( i \) and bisects the edge. The electron current flux \( J_{n_{ij}} \) and
the hole current flux \( J_{p_{ij}} \) are computed from the \( u, n \) and \( p \) solutions at both ends of
each contact edge,

\[ J_{n_{ij}} = \frac{kT}{q} \frac{\mu_{n_{ij}}}{L_{ij}} \left[ n_i B(u_i-u_j) - n_j B(u_j-u_i) \right] \quad (4.2) \]

\[ J_{p_{ij}} = \frac{kT}{q} \frac{\mu_{p_{ij}}}{L_{ij}} \left[ p_i B(u_i-u_j) - p_j B(u_j-u_i) \right]. \quad (4.3) \]

To compute the displacement current on a contact edge, first the charge on the contact
edge is computed by using the Poisson equation to relate the charge to the electric field
on the edge,

\[ Q_{ij} = \frac{kT}{q} \frac{\varepsilon_{ij}}{L_{ij}} [u_i-u_j]. \]
The displacement current flux \( J_{p,ij} \) is the time derivative of \( Q_{ij} \), computed with the same multistep integration method coefficients used to compute \( \frac{d}{dt} \) of \( n \) and \( p \).

Because WORDS may use different timepoints at different nodes to take advantage of multirate behavior, some care must be taken to avoid the introduction of interpolation error when computing a terminal current \( I \). In the highly-doped source and drain regions, any interpolation error, particularly of potential, may produce non-negligible errors in terminal current waveforms.

In WORDS, a current waveform is computed and associated with each contact edge, representing the behavior in time of the total current travelling on that edge. Each current waveform is constructed using whatever timepoints are used by the \( u_j \), \( n_j \) and \( p_j \) waveforms of the contact edge's non-contact endpoint \( j \). This choice of timepoints allows the contact edge current waveforms to be computed without interpolation, because the potential waveform of a contact is externally-specified, and the electron and hole concentrations are constant. WORDS uses these contact edge current waveforms for internal calculations such as convergence checking and timestep refinement.

To compute the terminal currents of a device, i.e. the summations of the current waveforms on the contact edges of each contact, WORDS uses the union of all the timepoints used to compute the edge current waveform of the contact. Here, with multirate behavior, some interpolation in time is unavoidable, but is minimized by the synchronization of the adjacent block timepoints discussed in Section 4.2.4.

4.2.6 Convergence Testing

The primary convergence criterion used in WORDS is a requirement that the maximum error of the contact edge current waveforms be less than some tolerance. The maximum error is estimated from the change and rate of change of contact edge currents between successive iterations [13].

Let \( I_j^k(t) \) denote the total current travelling on the \( j \)th contact edge at time \( t \in [0, T] \) computed after WR iteration \( k \), and let \( \Delta I^k \) denote the maximum over all contact edges of the device of the sup-norm of the change of contact edge current from iteration \( k - 1 \) to \( k \), i.e.

\[
\Delta I^k = \max_j \| I_j^k(t) - I_j^{k-1}(t) \|_\infty \tag{4.4}
\]

and let \( \rho = \Delta I^k / \Delta I^{k-1} \) denote the convergence rate. Assuming linear convergence, an estimate of the distance between the exact solution \( I^* \) and the \( k \)th iteration solution \( I^k \) is

\[
I^* - I^k = \rho \Delta I^k + \rho^2 \Delta I^k + \cdots = \left( \frac{\rho}{1 - \rho} \right) \Delta I^k
\]
Therefore, in WORDS, the WR iterations are terminated when

\[
\left(\frac{\rho}{1 - \rho}\right) \Delta I^k \leq r \cdot \max_j \|I_j^k(t)\|_\infty + a
\]

where the maximum is taken over all contact edges of the device, \(r\) is a relative tolerance (typically \(10^{-3}\)) and \(a\) is some small absolute tolerance (typically \(10^{-6} \text{ A/cm}\))

### 4.2.7 Convergence-Driven Timestep Refinement

WORDS uses a convergence-driven timestep refinement strategy that can reduce the computation required in each WRN iteration, thereby improving WRN efficiency [37]. As with the ordinary timestep-halving strategy in Section 4.2.4, the timesteps of all blocks are chosen before every iteration. All block waveforms begin with a global, minimal set of timepoints, and a timestep is halved if the standard LTE estimate computed for the previous iteration waveform is larger than the acceptable LTE tolerance.

With a timestep refinement strategy, the acceptable LTE tolerance is not a constant, but is a factor that is decreased slowly with iteration, thereby adding timepoints to waveforms to keep their estimated local truncation errors less than some fraction of the error criterion used to measure convergence. To implement convergence-driven refinement in WORDS, the constant acceptable LTE tolerance used in the ordinary timestep-halving strategy is multiplied by the factor

\[
\gamma = \max \left(1, \frac{\Delta I^k}{r \cdot \max_j \|I_j^k(t)\|_\infty + a}\right),
\]

where \(\Delta I^k\) and the denominator are the contact edge current values used to determine convergence, as described above in Section 4.2.6. In the early WRN iterations, the factor \(\gamma\) is greater than one, and the LTE tolerance is “looser” than in the ordinary timestep-halving strategy. As iterations proceed and \(\Delta I^k\) decreases, the acceptable LTE tolerance approaches the value used in the non-refinement timestep strategy.

Note that the factor \(\gamma\) is computed from the extrapolated difference (4.4) and not the estimated error \(I^* - I^k\). This ensures that the LTE is kept tight enough to maintain accuracy in the \(\Delta I\) waveforms, producing smooth edge current waveforms. Although this does not prevent timepoints from being added early in the iterations of a slowly converging problem, this does prevent spurious spikes from occurring in the edge current waveforms as new timepoints are added.
4.3 Experimental Results

In this section we present results from experiments with the WORDS program. Simulation examples were constructed from the three different n-channel MOS devices described in table 4-1. Each device was spatially discretized on an irregular tensor-product mesh, i.e. the mesh lines were placed closer together at points where \( u, n \) and \( p \) were expected to exhibit rapid spatial variation.

<table>
<thead>
<tr>
<th>device</th>
<th>description</th>
<th>( L )</th>
<th>( L_{eff} )</th>
<th>( t_{ox} )</th>
<th>mesh</th>
<th>unknowns</th>
</tr>
</thead>
<tbody>
<tr>
<td>ldd</td>
<td>lightly-doped drain</td>
<td>0.64</td>
<td>0.4</td>
<td>19</td>
<td>15 x 20</td>
<td>656</td>
</tr>
<tr>
<td>soi</td>
<td>silicon-on-insulator</td>
<td>0.7</td>
<td>0.5</td>
<td>7</td>
<td>18 x 24</td>
<td>856</td>
</tr>
<tr>
<td>kar</td>
<td>abrupt junction</td>
<td>3.0</td>
<td>2.2</td>
<td>50</td>
<td>19 x 31</td>
<td>1379</td>
</tr>
</tbody>
</table>

Table 4-1: Description of MOS devices: gate length \( L (\mu m) \), effective channel length \( L_{eff} (\mu m) \), oxide thickness \( t_{ox} (nm) \), mesh size (rows\times cols), and total number of \( u, n \) and \( p \) unknowns. Silicon thickness of soi is \( t_{si} = 0.1 \mu m \).

The three MOS devices were used to construct the six simulation examples described in table 4-2. Dirichlet boundary conditions were imposed by a gate contact and by ohmic contacts at the drain, the source, and along the bottom of the substrate. Neumann reflecting boundary conditions were imposed along the left and right edges of the meshes. For all examples, the source and substrate contacts were fixed at 0 V. The drain-driven karD test is illustrated in Figure 4-2. Note that all six of the examples involve both high and low current conditions.

<table>
<thead>
<tr>
<th>example</th>
<th>device</th>
<th>drain bias</th>
<th>gate bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD</td>
<td>ldd</td>
<td>5 psec, 0-5 V ramp</td>
<td>5 V</td>
</tr>
<tr>
<td>lddG</td>
<td>ldd</td>
<td>5 V</td>
<td>5 psec, 0-5 V ramp</td>
</tr>
<tr>
<td>soiD</td>
<td>soi</td>
<td>5 psec, 0-5 V ramp</td>
<td>5 V</td>
</tr>
<tr>
<td>soiG</td>
<td>soi</td>
<td>5 V</td>
<td>5 psec, 0-5 V ramp</td>
</tr>
<tr>
<td>karD</td>
<td>kar</td>
<td>50 psec, 0-5 V ramp</td>
<td>5 V</td>
</tr>
<tr>
<td>karG</td>
<td>kar</td>
<td>5 V</td>
<td>50 psec, 0-5 V ramp</td>
</tr>
</tbody>
</table>

Table 4-2: Applied bias conditions in the simulation examples.

The WORDS program is written in C, and all experiments were run on an IBM RS/6000 model 540 workstation.

4.3.1 Comparisons to Direct Solution

To compare the computational efficiency of the WR methods to standard direct solution, WORDS was used to compute the transient behavior of each of the six examples.
Table 4-3 shows the CPU times required by direct solution, Gauss-Seidel WR and WRN with convergence driven timestep refinement. The timing results show that WRN with timestep refinement is competitive with direct methods.

<table>
<thead>
<tr>
<th>example</th>
<th>direct</th>
<th>WR</th>
<th>(iters)</th>
<th>WRN/r</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD</td>
<td>147.47</td>
<td>594.74</td>
<td>(353)</td>
<td>296.48</td>
</tr>
<tr>
<td>lddG</td>
<td>439.22</td>
<td>615.04</td>
<td>(268)</td>
<td>253.19</td>
</tr>
<tr>
<td>soiD</td>
<td>208.77</td>
<td>244.12</td>
<td>(235)</td>
<td>96.68</td>
</tr>
<tr>
<td>soiG</td>
<td>130.75</td>
<td>226.66</td>
<td>(161)</td>
<td>95.61</td>
</tr>
<tr>
<td>karD</td>
<td>697.08</td>
<td>1536.34</td>
<td>(315)</td>
<td>501.66</td>
</tr>
<tr>
<td>karG</td>
<td>2622.29</td>
<td>1104.08</td>
<td>(215)</td>
<td>563.75</td>
</tr>
</tbody>
</table>

Table 4-3: CPU times for direct solution, the WR method and WRN with timestep refinement, simulating a drain ramp and a gate ramp applied to the three devices.

As described in previous sections, the WR methods were implemented as block iterative methods, i.e. the device meshes were broken into blocks defined by its vertical lines and the equations governing nodes in the same block were solved simultaneously using the first and second-order backward differentiation formulae, Newton’s method and sparse Gaussian elimination. The blocks were processed in red/black order to indicate parallelizability. To compute the solution directly, each device mesh was treated as a single block.

4.3.2 Terminal Current Accuracy

For all of the simulations of table 4-3, the terminal currents, including displacement currents, were computed accurately to one part in $10^3$. Figure 4-3 compares the terminal current accuracy of direct solution and the WORDS method for the karG example.
**Figure 4-3:** Terminal current accuracy comparison between a waveform method and direct methods, showing the sum of resistive and displacement currents into the drain and gate terminals, in response to the 50 psec gate ramp from 0 to 5 volts in the karG test.

### 4.3.3 Multirate Behavior

When accelerated with WRN and convergence-driven timestep refinement, the device WR method is sometimes faster than direct solution because WR takes advantage of multirate behavior. Figure 4-4 illustrates the number of timepoints required per vertical line block to solve the karD example with WR. Different blocks required different numbers of timesteps because more timepoints were needed to resolve the widening of the drain depletion region than were needed to resolve the source end of the device. It is interesting to note that different nodes changed at different rates, not so much because the electron and hole concentrations changed at different times, but because they changed by different orders of magnitude (i.e. *multimagnitude* behavior).
Figure 4-4: Multirate behavior in the karD WR test.
5.1 Introduction

To achieve highest performance on a parallel computer, a numerical method must avoid frequent parallel synchronization [1]. The waveform relaxation approach to solving time-dependent initial-value problems is just such a method, as the iterates are vector waveforms over an interval, rather than vectors at single timepoints [24, 50, 18]. Like any relaxation scheme, efficiency depends on rapid convergence, and there have been several investigations into how to accelerate WR [24, 42], including using multigrid [19] and conjugate direction techniques [20].

In this chapter, we investigate using successive overrelaxation (SOR) to accelerate WR convergence. In particular, we show that the pessimistic results about dynamic SOR iteration derived in [24] can be substantially improved by replacing multiplication with a fixed SOR parameter by convolution with an SOR kernel. We derive the optimal SOR kernel using Fourier analysis and z-transform techniques and demonstrate the effectiveness of the approach for a model parabolic problem. Finally, we demonstrate the general applicability of the approach, by using the method to solve the time-dependent drift-diffusion equations associated with modeling semiconductor devices.

We begin in Section 5.2 by reviewing waveform SOR, and in Section 5.3 we relate the algorithm to pointwise SOR, to demonstrate the difficulty in accelerating WR with a fixed SOR parameter. In Section 5.4, we use Fourier analysis to informally derive the optimal convolution SOR kernel for the continuous WR algorithm. In Section 5.5, we consider the effect of time-discretization, we derive the optimal convolution SOR sequence, and give a
proof of optimality. In Section 5.6, we briefly describe some aspects of implementing the convolution SOR algorithm. In Section 5.7 we apply the method to device simulation on a serial machine.

5.2 Waveform SOR

In this section, we consider applying waveform relaxation methods to the model linear initial-value problem

\[
\left( \frac{d}{dt} + A \right) x(t) = b(t) \quad \text{with} \quad x(0) = x_0,
\]

(5.1)

where \( A \in \mathbb{R}^{n \times n} \), \( b(t) \in \mathbb{R}^n \) is given for all \( t \in [0, T] \), and \( x(t) \in \mathbb{R}^n \) is to be computed.

Consider the standard relaxation splitting \( A = D - L - U \), where \( D, L \) and \( U \) are the diagonal, strictly lower triangular and strictly upper triangular pieces of \( A \) [48, 52]. Subtracting successive waveform relaxation iterations, the waveform Gauss-Jacobi (WJG) and waveform Gauss-Seidel (WGS) iteration equations, respectively, may be written as:

\[
\left( \frac{d}{dt} + D \right) \Delta x^{k+1}(t) = (L + U) \Delta x^k(t)
\]

(5.2)

\[
\left( \frac{d}{dt} + D - L \right) \Delta x^{k+1}(t) = U \Delta x^k(t),
\]

(5.3)

where \( \Delta x^{k+1}(t) = x^{k+1}(t) - x^k(t) \).

The waveform SOR method for acceleration of WGS is a simple extension of algebraic SOR. To derive the waveform SOR iteration equation, compute a waveform \( \hat{x}_i^{k+1}(t) \) on \( t \in [0, T] \), solving an initial value problem as in WGS:

\[
\left( \frac{d}{dt} + a_{ii} \right) \hat{x}_i^{k+1}(t) = b_i(t) - \sum_{j=1}^{i-1} a_{ij} x_i^{k+1}(t) - \sum_{j=i+1}^{n} a_{ij} x_i^{k}(t)
\]

\[
\hat{x}_i^{k+1}(0) = x_0, \quad (5.4)
\]

and then update \( x_i^k(t) \) in the iteration direction by multiplication with an overrelaxation parameter \( \omega \),

\[
x_i^{k+1}(t) \leftarrow x_i^k(t) + \omega \cdot [\hat{x}_i^{k+1}(t) - x_i^k(t)].
\]

(5.5)

Combining equations (5.4) and (5.5) yields

\[
\left( \frac{d}{dt} + a_{ii} \right) x_i^{k+1}(t) =
\]

\[
(1 - \omega) \left[ \left( \frac{d}{dt} + a_{ii} \right) x_i^k(t) \right] + \omega \left[ b_i(t) - \sum_{j=1}^{i-1} a_{ij} x_i^{k+1}(t) - \sum_{j=i+1}^{n} a_{ij} x_i^k(t) \right],
\]
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which, after subtracting successive waveform relaxation iterations, leads to

\[
\left(\frac{d}{dt} + D - \omega L\right) \Delta x^{k+1}(t) = [(1 - \omega)(\frac{d}{dt} + D) + \omega U] \Delta x^k(t),
\]

(5.6)

where \( \Delta x^{k+1}(t) = x^{k+1}(t) - x^k(t) \).

Note that deleting the \( \frac{d}{dt} \) terms in equations (5.2), (5.3) and (5.6) results in precisely the standard algebraic relaxation and SOR iteration equations. Also note that waveform SOR as defined by (5.6) is not precisely the same as the dynamic SOR iteration considered in [24].

In this paper, we will consider the effect of replacing the overrelaxation multiplication in (5.5) by an overrelaxation convolution with a time-dependent SOR kernel \( \omega(t) \). In the continuous time case, the overrelaxation equation becomes

\[
x^{k+1}_i(t) \Leftarrow x^k_i(t) + \int_{-\infty}^{\infty} \omega(\tau) \cdot \left[ x^{k+1}_i(t - \tau) - x^k_i(t - \tau) \right] d\tau,
\]

(5.7)

and the iteration equation for the resulting method is

\[
\left(\frac{d}{dt} + D\right) \Delta x^{k+1}(t) - L \int_{-\infty}^{\infty} \omega(\tau) \Delta x^{k+1}(t - \tau) d\tau = \left(\frac{d}{dt} + D\right) \Delta x^k(t) + [U - (\frac{d}{dt} + D)] \int_{-\infty}^{\infty} \omega(\tau) \Delta x^k(t - \tau) d\tau.
\]

(5.8)

### 5.3 Relation to Pointwise SOR

Discretizing (5.1) in time using a multistep integration method [11] yields

\[
[I + h\beta_0 A] x[m] =
\]

\[
h\beta_0 b[m] + \sum_{j=1}^{s} \{ h\beta_j (b[m-j] - Ax[m-j]) - \alpha_j x[m-j]\},
\]

(5.9)

where \( \alpha_j \) and \( \beta_j \) are the coefficients of the multistep method, and \( x[m] \) denotes the discrete approximation to \( x(t) \) at \( t = mh \). We now compare the convergence rate of the waveform SOR method to the convergence rate of pointwise SOR, in which algebraic SOR is used to solve the matrix problem at each timepoint.

The pointwise SOR iteration equations are derived by applying the relaxation splitting \( A = D - L - U \) to equation (5.9) and taking the difference between the \((k+1)st\) and \( kth \) iterations. More precisely, the pointwise SOR iteration equation applied to solve (5.9) for \( \Delta x^{k+1}[m] = x^{k+1}[m] - x^k[m] \) is

\[
\left( (I + h\beta_0 D) - \omega h\beta_0 L \right) \Delta x^{k+1}[m] =
\]

\[
\left( (1 - \omega)(I + h\beta_0 D) + \omega h\beta_0 U \right) \Delta x^k[m],
\]

(5.10)
where $\omega$ is the SOR parameter. It follows that the spectral radius of the iteration matrix generated by pointwise SOR at the $m$th timestep is

$$\rho \left( \left[ (I + h\beta_0 D) - \omega h\beta_0 L \right]^{-1} \left[ (1 - \omega) (I + h\beta_0 D) + \omega h\beta_0 U \right] \right). \tag{5.11}$$

If waveform SOR is used to solve the model problem (5.1), and a multistep method is used to solve iteration equation (5.6), then $\Delta x^{k+1}[m]$ satisfies

$$\sum_{j=0}^{s} \alpha_j \left[ \Delta x^{k+1}[m - j] - (1 - \omega) \Delta x^k[m - j] \right] =$$

$$h \sum_{j=0}^{s} \beta_j \left[ -(D - \omega L) \Delta x^{k+1}[m - j] + [(1 - \omega) D + \omega U] \Delta x^k[m - j] \right]. \tag{5.12}$$

This can be rewritten as the discrete-time analogue of (5.6):

$$\sum_{j=0}^{s} \left[ \left( \alpha_j I + h\beta_j D \right) - \omega h\beta_j L \right] \Delta x^{k+1}[m - j] =$$

$$\sum_{j=0}^{s} \left[ (1 - \omega) \left( \alpha_j I + h\beta_j D \right) + \omega h\beta_j U \right] \Delta x^k[m - j]. \tag{5.13}$$

As the similarities of equations (5.10) and (5.13) suggest, if the time interval is finite, i.e. the number of timesteps is some finite $L$, then for a given timestep $h$ and a given SOR parameter $\omega$, the time-discretized waveform SOR method has the same asymptotic convergence rate as the pointwise SOR method.

**Theorem 5.3.1.** On a finite simulation interval, the iterations defined by (5.10) and (5.13) have the same asymptotic convergence rate.

**Proof.** Let $y^k$ denote the large vector consisting of the concatenation of vectors $\Delta x^k[m]$ at all $L$ discrete timepoints, i.e. $y^k = [\Delta x^k[1]^T, \ldots, \Delta x^k[L]^T]^T$. Collecting together the equations (5.13) generated at each timepoint into one large matrix equation in terms of vectors $y^{k+1}$ and $y^k$ yields $M \Delta y^{k+1} = N \Delta y^k$ where $M, N \in \mathbb{R}^{L_n \times L_n}$ are block lower triangular banded matrices, with blocks of size $n \times n$, and with block bandwidth $s$. It is then easily seen that $M^{-1} N$ is block lower triangular, with diagonal blocks equal to

$$\left[ (I + h\beta_0 D) - \omega h\beta_0 L \right]^{-1} \left[ (1 - \omega) (I + h\beta_0 D) + \omega h\beta_0 U \right]. \tag{5.14}$$

Therefore, $\rho(M^{-1} N)$ is given by (5.11), implying that the iterations defined by (5.10) and (5.13) have identical asymptotic convergence rates. \qed
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Theorem 5.3.1 suggests that parameter $\omega$ for waveform SOR should be chosen to be precisely equal to the optimum parameter for the pointwise SOR method. However, this does not necessarily lead to fastest convergence, as the following example illustrates.

**Example 5.3.1.** Let $t \in [0, 2048]$, $x(0) = 0$, and let matrix $A \in \mathbb{R}^{32 \times 32}$ and time-dependent input vector $b(t) \in \mathbb{R}^{32}$ of the model problem (5.1) be given by

$$A = \begin{bmatrix}
2 & -1 \\
-1 & 2 & \ddots \\
& \ddots & \ddots & -1 \\
& & -1 & 2
\end{bmatrix} \quad (5.15)$$

$$b(t) = \begin{bmatrix}
b_1(t) \\
0 \\
\vdots \\
0
\end{bmatrix} \quad \text{where} \quad b_1(t) = \begin{cases}
1 - \cos \left(\frac{2\pi t}{256}\right) & \text{if } t \leq 256 \\
0 & \text{otherwise.}
\end{cases}$$

Consider the four problems generated by discretizing in time with the first-order backward difference formula, using 64, 128, 256, and 512 uniform timesteps of size $h = 32, 16, 8$ and 4 respectively.

Since the tridiagonal matrix $A$ is symmetric and is consistently ordered [52, 48], the matrix $(I + h\beta_0 A)$ of the pointwise time-discretized model problem (5.9), is also consistently ordered, and the optimum pointwise SOR parameter $\omega_{opt}$ is given by

$$\omega_{opt} = \frac{2}{1 + \sqrt{1 - \mu_1^2}} \quad (5.16)$$

where $\mu_1 = \rho(H_{GJ})$ is the spectral radius of the pointwise Gauss-Jacobi iteration matrix $H_{GJ} = (I + h\beta_0 D)^{-1}(h\beta_0 L + h\beta_0 U)$. For the four problems with 64, 128, 256 and 512 timesteps, the optimum pointwise parameters $\omega_{opt}$ are approximately 1.669, 1.586, 1.482 and 1.364 respectively.

Curves PT64, PT128, PT256 and PT512 of Figure 5-1 show convergence versus iteration of the waveform SOR method for the four problems with their optimum pointwise SOR parameters $\omega_{opt}$. Note that as the total number of timesteps is increased, the initial convergence rate slows, approaching a limiting value of the convergence rate of the unaccelerated Gauss-Seidel WR algorithm (shown as WR in Figure 5-1). In each case, the convergence rate of waveform SOR eventually approaches the expected asymptotic value of $\omega_{opt} - 1$. Note that with a reasonable error accuracy tolerance such as $10^{-6}$.
as a stopping point, the asymptotic convergence rate is never reached. For comparison, Figure 5-1 also shows the superposition of four convergence plots of the new convolution SOR method (CSOR) to be introduced in the following sections. The four CSOR runs have the same convergence rate, independent of the number of timesteps.

**Figure 5-1:** Convergence of waveform SOR using the pointwise optimal parameter (PT) compared to waveform relaxation (WR), and waveform convolution SOR (CSOR), with 64, 128, 256 and 512 timesteps. Note that the four CSOR runs have the same convergence rate.

**Figure 5-2:** Effect on convergence of the 256-timestep waveform SOR of varying the SOR parameter from the pointwise optimum $\omega_{opt} = 1.482$.

To illustrate the effect of choosing a different SOR parameter $\omega$, Figure 5-2 shows the convergence versus iteration of the 256-timestep example for waveform SOR with values of the SOR parameter $\omega$ not equal to the pointwise optimum $\omega_{opt} = 1.482$. When $\omega = 1.30 < \omega_{opt}$, the convergence curve lies between the pointwise optimum curve and the WR convergence curve, i.e. both initial and asymptotic convergence rates are slower.
By increasing the SOR parameter to $\omega = 1.63 > \omega_{opt}$, the initial convergence rate can be made faster at the expense of slowing down the asymptotic convergence rate. But as the $\omega = 1.70$ curve shows, once the SOR parameter is increased beyond some point, the waveform SOR method may appear to diverge before eventually converging. The intermediate solutions produced by the $\omega = 1.70$ example contain spurious oscillations, as shown in Figure 5-3. Note both the growth and translation of the oscillation with iteration.

![Figure 5-3: Delta waveform $\Delta x_{16}^{b+1}(t) = x_{16}^{b+1}(t) - x_{16}^k(t)$ versus time after iterations 250 and 500, for the 256-timestep waveform SOR method using $\omega = 1.70$, showing the growth and translation of an oscillating region. Note that the vertical scales on the axes differ by two orders of magnitude.](image)

In general, the optimum pointwise SOR parameter $\omega_{opt}$ does not dramatically improve the convergence rate of waveform SOR because the matrix $M^{-1}N$ which describes the waveform SOR convergence is far from normal. Note that this is the case even if $D^{-1}(L + U)$ is normal. This suggests that although the spectral radius of the iteration matrix determines the asymptotic convergence rate of waveform SOR, it does not determine the effective observable convergence rate. The effective convergence rate could be characterized, for example, by computing the pseudo-eigenvalues of the waveform SOR iteration matrix [47]. In the following section, we take an alternate approach.

### 5.4 Informal Fourier Analysis and Convolution SOR

In [24], the spectral radius of dynamic iteration operators

$$\left( \frac{d}{dt} + M \right) \Delta x^{k+1} = N \Delta x^k, \quad (5.17)$$
where $M, N \in \mathbb{R}^{n \times n}$, such as WJ (5.2) or WGS (5.3), was related to their Fourier transform. In this section, we make a more detailed, but less formal use of Fourier analysis to derive a convolution SOR kernel for the waveform SOR operator of equation (5.6).

The Fourier transform of a function $y(t)$ is given by

$$y(i\Omega) \equiv \int_{-\infty}^{\infty} y(t) e^{-i\Omega t} \, dt \equiv \mathcal{F} y(t),$$

(5.18)

where $\Omega$ is frequency. Assuming that $\Delta x^k$ is infinitely differentiable, and that the Fourier transform $\Delta x^k(i\Omega) = \mathcal{F} \Delta x^k(t)$ exists, standard Fourier identities can be used to derive the iteration equation $\Delta x^{k+1}(i\Omega) = H(i\Omega) \Delta x^k(i\Omega)$, where for WJ, WGS and waveform SOR, the iteration operator $H(i\Omega)$ is given by

$$H_{GJ}(i\Omega) = \mathcal{D}_\Omega^{-1}(L + U)$$

(5.19)

$$H_{GS}(i\Omega) = (\mathcal{D}_\Omega - L)^{-1} U$$

(5.20)

$$H_{SOR}(i\Omega) = (\mathcal{D}_\Omega - \omega L)^{-1} [(1 - \omega)\mathcal{D}_\Omega + \omega U],$$

(5.21)

respectively, where $\mathcal{D}_\Omega = i\Omega I + D$. An informal interpretation of equations (5.19)–(5.21) is that the spectral radius $\rho(H(i\Omega))$ yields the asymptotic convergence rate for errors in the frequency component $\Omega$.

![spectral radius graph](image)

**Figure 5-4:** The spectral radii as functions of frequency $\Omega$ of the Gauss-Jacobi WR, Gauss-Seidel WR (dashed) and waveform SOR iteration matrices for the $32 \times 32$ version of the continuous-time problem of Example 5.3.1, with $\omega = 1.70$ for waveform SOR. For comparison, the plot also shows the spectral radius versus frequency for the convolution SOR method using the optimal convolution SOR sequence.

Figure 5-4 is a plot of the spectral radii of $H_{GJ}(i\Omega)$, $H_{GS}(i\Omega)$ and $H_{SOR}(i\Omega)$ for the $32 \times 32$ continuous-time problem given in Example 5.3.1, using $\omega = 1.70$ for $H_{SOR}(i\Omega)$. For comparison, the plot also shows the spectral radius versus frequency for the convolution SOR method (dash-dot) using the optimal convolution SOR sequence. For the
32×32 problem, the WGJ and WGS spectral radius is only slightly less than unity for low frequencies, and high frequency components of the error are damped much more quickly than low frequency components. However, the spectral radius \( \rho(H_{SOR}(i\Omega)) \) is greater than unity over a range of frequencies, and therefore the waveform SOR iteration magnifies errors in this frequency range. This effect is similar to the behavior predicted in [24] and is easily seen in Figures 5.2 and 5.3.

The situation can be remedied by using a generalized SOR algorithm, convolution SOR (CSOR), in which equation (5.5) is replaced by overrelaxation convolution (5.7). The Fourier transform of the convolution equation (5.7) is

\[
x^{k+1}_i(i\Omega) \leftarrow x^k_i(i\Omega) + \omega(i\Omega) \cdot \left[ x^{k+1}_i(i\Omega) - x^k_i(i\Omega) \right],
\]

(5.22)

where \( \omega(i\Omega) \) is the Fourier transform of the time-dependent \( \omega(t) \). Thus, in effect, the CSOR method uses a different SOR parameter for each frequency. The Fourier transform of the resulting CSOR operator is given by

\[
H_C(i\Omega) = \left[ D_\Omega - \omega(i\Omega) L \right]^{-1} \left[ (1 - \omega(i\Omega)) D_\Omega + \omega(i\Omega) U \right],
\]

(5.23)

where \( D_\Omega = i\Omega I + D \), as before.

### 5.5 Discrete-Time Analysis

The analysis of the convolution SOR method can be made more precise with the aid of the \( z \)-transform. For a sequence \( y[m] \), the unilateral \( z \)-transform, \( y(z) = \mathcal{Z} y[m] \), is defined by

\[
y(z) \equiv \sum_{m=0}^{\infty} y[m] z^{-m} \equiv \mathcal{Z} y[m],
\]

(5.24)

where \( z \in \mathbb{C} \) [27]. Using the transform representation, the WGI, WGS and ordinary waveform SOR methods applied to the time-discretized problem (5.9) are of the form

\[
\Delta x^{k+1}(z) = H(z) \Delta x^k(z),
\]

where

\[
H_{GI}(z) = D_z^{-1}(L + U) \quad (5.25)
\]

\[
H_{GS}(z) = (D_z - L)^{-1}U \quad (5.26)
\]

\[
H_{SOR}(z) = (D_z - \omega L)^{-1}[(1 - \omega)D_z + \omega U]. \quad (5.27)
\]

For a general multistep method with uniform timestep \( h \), the diagonal matrix \( D_z \) is

\[
D_z = \frac{\sum_{j=0}^{s} \alpha_j z^{-j}}{h \sum_{j=0}^{s} \beta_j z^{-j}} I + D. \quad (5.28)
\]
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Like equations (5.19)-(5.21), these operators correspond to standard relaxation and SOR matrices with \( D \) replaced by the diagonal matrix \( D_z \). Note that \( H_{SOR}(z) \) in (5.27) can be obtained by applying the \( z \)-transform to (5.13).

To derive the iteration equation for discrete-time convolution SOR, let overrelaxation equation (5.5) be replaced by a convolution sum with sequence \( \omega[m] \),

\[
x_i^{k+1}[m] \leftarrow x_i^k[m] + \sum_{\ell=0}^{m} \omega[\ell] \cdot (\hat{x}_i^{k+1}[m-\ell] - x_i^k[m-\ell]). \tag{5.29}
\]

The \( z \)-transform of this convolution equation is

\[
x_i^{k+1}(z) \leftarrow x_i^k(z) + \omega(z) \cdot \left[ \hat{x}_i^{k+1}(z) - x_i^k(z) \right], \tag{5.30}
\]

where \( \omega(z) \) is the \( z \)-transform of the sequence \( \omega[m] \). The \( z \)-transform of the resulting discrete-time CSOR operator is given by

\[
H_C(z) = [D_z - \omega(z)L]^{-1} \left[ (1 - \omega(z))D_z + \omega(z)U \right], \tag{5.31}
\]

with \( \omega(z) = Z \omega[m] \) and \( D_z \) is given by (5.28) above.

The CSOR operator on sequences is derived by combining the convolution equation (5.29) with the discrete-time problem (5.9) and subtracting successive iterations. The resulting CSOR iteration equation for a general multistep method is given by

\[
\sum_{j=0}^{s} (\alpha_j I + h \beta_j D) \Delta x^{k+1}[m - j]
\]

\[
- \sum_{j=0}^{s} h \beta_j L \sum_{\ell=0}^{m-j} \omega[\ell] \Delta x^{k+1}[m-j-\ell] =
\]

\[
\sum_{j=0}^{s} (\alpha_j I + h \beta_j D) \Delta x^k[m - j]
\]

\[
+ \sum_{j=0}^{s} \left[ h \beta_j U - (\alpha_j I + h \beta_j D) \right] \sum_{\ell=0}^{m-j} \omega[\ell] \Delta x^k[m-j-\ell]
\]

Though lengthy, this is precisely the same as the waveform SOR iteration equation (5.13), with overrelaxation multiplication replaced by a convolution sum.

Let \( \mathcal{K} \) denote the CSOR operator mapping from sequence \( \Delta x^k[m] \) to \( \Delta x^{k+1}[m] \), defined by

\[
\Delta x^{k+1}[m] = \mathcal{K}\Delta x^k[m] \equiv \sum_{\ell=0}^{m} h_C[\ell] \Delta x^k[m], \tag{5.33}
\]
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where \( h_C[m] \in \mathbb{R}^{n \times n} \) is derived from equation (5.32). Concatenating the vectors \( \Delta \mathbf{x}[m] \) at all time points, the operator \( K \) may be written in block matrix form as

\[
\begin{bmatrix}
M_1 & \Delta \mathbf{x}^{k+1}[1] \\
M_2 & M_1 & \Delta \mathbf{x}^{k+1}[2] \\
M_3 & M_2 & M_1 & \Delta \mathbf{x}^{k+1}[3] \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}
= 
\begin{bmatrix}
N_1 \\
N_2 & N_1 \\
N_3 & N_2 & N_1 \\
\vdots & \ddots & \ddots & \ddots & \ddots
\end{bmatrix}
\begin{bmatrix}
\Delta \mathbf{x}^k[1] \\
\Delta \mathbf{x}^k[2] \\
\Delta \mathbf{x}^k[3] \\
\vdots
\end{bmatrix}
\tag{5.34}
\]

From this, it is easily seen that the CSOR operator \( K \) is a block Toeplitz operator [30], corresponding to the semi-infinite, block lower triangular matrix \( M^{-1} \mathbf{N} \) specified by (5.32). This leads to the following lemma.

**Lemma 5.5.1.** On the infinite interval, the spectral radius of the operator \( K \) defined in (5.33) is determined by the spectral radius of the matrix \( H_C(z) \) given by (5.31),

\[
\rho(K) = \max_{|z| \leq 1} \rho(H_C(z)).
\tag{5.35}
\]

**Proof.** Because operator \( K \) is a block lower triangular semi-infinite Toeplitz operator, the spectrum of \( K \) equals the spectrum of the matrix-valued symbol \( f(z) \) of the Toeplitz operator, where \( z \) ranges over the closed unit disk [30]. The symbol of the Toeplitz operator \( K \) is precisely the matrix \( H_C(z) \).

Thus, minimizing the spectral radius of the CSOR operator on sequences is the same as minimizing the spectral radius of the matrix \( H_C(z) \) given by (5.31). This leads to the following theorem, the main result of this section.

**Theorem 5.5.2.** If, at a particular \( z \in \mathbb{C} \), the spectrum \( \mu(z) \) of \( H_G(z) \) lies on a line segment \([-\mu_1(z), \mu_1(z)]\), with \( \mu_1(z) \in \mathbb{C} \) and \( |\mu_1(z)| < 1 \), then the spectral radius of \( H_C(z) \) is minimized by the unique optimum \( \omega_{opt}(z) \in \mathbb{C} \) given by

\[
\omega_{opt}(z) = \frac{2}{1 + \sqrt{1 - \mu_1(z)^2}}
\tag{5.36}
\]

where \( \sqrt{\cdot} \) denotes the root with the positive real part. Furthermore, the sequence \( \omega_{opt}[m] = Z^{-1}\omega_{opt}(z) \) is optimal in the sense that it minimizes the spectral radius of the operator \( K \).

**Proof.** For brevity, the argument \( (z) \) will be omitted in the following, i.e. \( \omega \) will denote \( \omega(z) \) and \( H_C \) will denote the convolution SOR operator (evaluated at \( z \)) computed using CSOR parameter \( \omega(z) \).
Let $\mu_i = r_i \mu_1$, where $r_i \in [-1, 1]$, denote each eigenvalue of $H_{GJ}$ given by (5.25). Classical SOR theory [52, 48] guarantees that for each $\mu_i = r_i \mu_1$, there is an eigenvalue $\lambda_i$ of $H_C$ which satisfies

$$\lambda_i - \omega r_i \mu_1 \sqrt{\lambda_i} + (\omega - 1) = 0,$$

and therefore, from the quadratic formula,

$$\sqrt{\lambda_i} = \frac{r_i \mu_1 \omega}{2} + \sqrt{\left(\frac{r_i \mu_1 \omega}{2}\right)^2 - \omega + 1}.$$  \hfill (5.38)

Let $\omega$ be the conjectured optimal $\omega_{opt}$. Combining equation (5.36) with (5.38) yields

$$\sqrt{|\lambda_i|} = \left| \frac{1}{2} \mu_1 \omega_{opt} \left[ r_i + \sqrt{r_i^2 - 1} \right] \right| = \left| \frac{1}{2} \mu_1 \omega_{opt} \right|,$$

where the rightmost equality follows from the fact that $|r_i + \sqrt{r_i^2 - 1}| = 1$ for $r_i \in [-1, 1]$. And as (5.39) holds for all $i$, with parameter $\omega = \omega_{opt}$,

$$\rho(H_C) = |\lambda_i| = \left| \left( \frac{1}{2} \mu_1 \omega_{opt} \right)^2 \right| = |\omega_{opt} - 1|. \hfill (5.40)$$

Equation (5.40) implies that $\rho(H_C)$ cannot be decreased by picking a value of $\omega$ such that $|\omega - 1| > |\omega_{opt} - 1|$. This follows from the fact that,

$$\rho(H_C) \geq |\omega - 1| \hfill (5.41)$$

for any $\omega$ [52, 48].

To show that $\rho(H_C)$ also cannot be decreased by choosing a value of $\omega$ such that $|\omega - 1| < |\omega_{opt} - 1|$, consider the eigenvalue $\lambda_j$ corresponding to $\mu_1$:

$$\sqrt{\lambda_j} = f_+(\omega) = \frac{\mu_1 \omega}{2} + \sqrt{\frac{\mu_1^2 \omega^2}{4} - \omega + 1} \hfill (5.42)$$

and note that $f_+: \mathbb{C} \to \mathbb{C}$, given by equation (5.42), is a single-valued, continuous function that is analytic except at

$$\omega_1, \omega_2 = \frac{2}{1 \pm \sqrt{1 - \mu_1^2}}. \hfill (5.43)$$

Since $|\mu_1| < 1$, points $\omega_1$ and $\omega_2$ lie in the interior and exterior, respectively, of the circle $|\omega - 1| = 1$ in the complex $\omega$-plane. Note that $\omega_1$ equals the conjectured $\omega_{opt}$ from equation (5.36).

Let $D$ denote the interior of the curve given by the perimeter of the circle $|\omega - 1| = 1$ with a cut along the line defined by the circle's center and $\omega_1$. The cut follows the line
Figure 5-5: The region $D$ and branch cuts in the complex $\omega$-plane.

from the perimeter down to $\omega_1$, and then back up the other side to the perimeter, as shown in Figure 5-5. The function $f_+$ is nonzero everywhere within $D$, since equation (5.37) implies that a zero can occur only at $\omega = 1$, and $f_+(1) = \mu_1$. Therefore, the minimum modulus theorem [36] implies that $|f_+(\omega)|$ attains its minimum value somewhere on the boundary of $D$. Finally, the lower bound in (5.41) implies that $\omega_1 = \omega_{opt}$ in (5.36) is the only point on $D$ which can achieve as low a $\rho(H_G)$ as given in (5.40), completing the proof. \square

Note that when the eigenvalues $\mu$ lie on a real line segment, this theorem contains the classic SOR Theorem [52, 48] as a special case, and extends the theorem to complex matrices [8, 52]. Whereas the classic SOR theorem requires the spectrum $\mu$ of the Gauss-Jacobi matrix $H_{GJ}$ to lie on the real line segment $[-\mu_1, \mu_1]$ with $|\mu_1| < 1$, the CSOR theorem requires the spectrum $\mu(z)$ of $H_{GJ}(z)$ to lie on a line segment $[-\mu_1(z), \mu_1(z)]$, with $\mu_1(z) \in \mathbb{C}$ and $|\mu_1(z)| < 1$, as shown in Figure 5-6. For the discrete-time problem (5.9), this requirement is satisfied, for example, by the class of diagonally-dominant symmetric matrices $A$ with constant diagonal $D = dI$, since the spectrum $\mu(z)$ of the $H_{GJ}(z)$ for such matrices is

$$\mu(z) = \frac{\mu_0 dh \sum_{j=0}^d \beta_j z^{-j}}{\sum_{j=0}^d [\alpha_j z^{-j} + dh \beta_j z^{-j}]}$$ \hspace{1cm} (5.44)

where $\mu_0$ denotes the eigenvalues of $D^{-1}(L + U)$. For any particular $z$, the real line segment $\mu_0$ is mapped to a rotated line segment.

Theorem 5.5.2 leads immediately to the following corollary.

Corollary 5.5.3. If $\omega_{opt}(z)$ given by (5.36) is analytic, then the corresponding sequence $\omega_{opt}[m] = Z^{-1} \omega_{opt}(z)$ is optimal for discrete-time convolution SOR, i.e. it
Figure 5-6: The optimal CSOR parameter theorem requires the spectrum $\mu(z)$ to lie on a line segment $[-\mu_1(z), \mu_1(z)]$, with $\mu_1(z) \in \mathbb{C}$ and $|\mu_1(z)| < 1$.

minimizes spectral radius of the operator on sequences, $\rho(\mathcal{K})$. In addition, the following is true.

1. Sequence $\omega_{\text{opt}}[m] = \mathcal{Z}^{-1} \omega_{\text{opt}}(z)$ is real.

2. Initial value $\omega_{\text{opt}}[0]$ equals $\omega_{\text{opt}}$ of pointwise SOR.

3. Asymptotic convergence on a finite interval equals that of optimal pointwise SOR.

Proof. Since $\omega(z)$ minimizes the spectral radius of $H_{C}(z)$ for any $z$, Lemma 5.5.1 proves that convolution with the inverse $z$-transform $\omega_{\text{opt}}[m] = \mathcal{Z}^{-1} \omega_{\text{opt}}(z)$ optimally minimizes the spectral radius of operator $\mathcal{K}$.

1. The diagonal matrix $D_z$ given by (5.28) is a conjugate-symmetric function of $z$, so that $H_{GJ}(z)$ given by (5.25), and its largest-magnitude eigenvalue $\mu_1(z)$ are also conjugate-symmetric functions of $z$. This implies that $\omega_{\text{opt}}(z)$ is also conjugate-symmetric, and the inverse $z$-transform is real.

2. The initial value theorem for the $z$-transform [14] implies that

$$\omega_{\text{opt}}[0] = \lim_{z \to \infty} \omega_{\text{opt}}(z) = \frac{2}{1 + \sqrt{1 - \left(\lim_{z \to \infty} \mu_1(z)\right)^2}}.$$  

In the limit $z \to \infty$, the matrix $H_{GJ}(z)$ reduces precisely to the pointwise Gauss-Jacobi iteration matrix used to solve (5.9), since

$$\lim_{z \to \infty} D_z^{-1}(L + U) = \left(\frac{1}{\eta \beta_0} I + D\right)^{-1}(L + U).$$
3. Referring to the block matrix expression of CSOR operator $\mathcal{K}$ (5.34), it is easily seen that on a finite simulation interval, the spectrum of the block lower triangular operator $\mathcal{K}$ is equal to the spectrum of its block diagonal $M_1^{-1}N_1$ where

$$M_1 = [(I + hD) - \omega_{opt}[0]hL]$$
$$N_1 = [(1 - \omega_{opt}[0])(I + hD) + \omega_{opt}[0]hU].$$

Since $\omega[0]$ equals the optimal $\omega_{opt}$ of pointwise SOR, the matrix $M_1^{-1}N_1$ is precisely equal to the iteration matrix of optimal pointwise SOR.

Note that the result that the asymptotic convergence of optimal convolution SOR on a finite interval equals that of optimal pointwise SOR is nearly irrelevant, since the operator $\mathcal{K}$ is far from normal. As Example 5.3.1 and Figure 5-1 showed for waveform SOR, the asymptotic convergence rate given by the spectral radius may have little to do with the convergence rate observed in practice.

5.6 Implementation of Convolution SOR

In practice, standard SOR algorithms use the results of several Gauss-Jacobi iterations to estimate the optimal SOR parameter [13], but it is not yet clear how to apply this approach to convolution SOR. One might first try to estimate the largest-magnitude eigenvalue $\mu_1(z)$, by computing the transforms of successive WR iterates $\Delta x^{k+1}[m]$. Then an adaptive scheme might be used to approximate $\omega_{opt}[m]$. Unfortunately, it is the complex value of $\mu_1(z)$ that is required, not the magnitude $|\mu_1(z)|$. Furthermore, this approach immediately runs into difficulties, since the iterates are not known for $m$ greater than some finite $L$, so it is not possible, in general, to compute the transform of the iterates. A more successful approach has been to consider the spectrum of the SOR operator, and use a power method to estimate $\mu_1(z)$ and $\omega_{opt}[m]$.

For the Poisson problem in Example 5.3.1 and Figures 5-1 and 5-2, the optimum convolution SOR sequence $\omega_{opt}[m]$ was computed analytically. First, the largest-magnitude eigenvalue $\mu_1 = \rho(D^{-1}(L + U))$ for the Poisson matrix was calculated. Theorem 5.5.2 implies that the $z$-transform of the optimal CSOR sequence is given by

$$\omega_{opt}(z) = \frac{2}{1 + \sqrt{1 - \left(\frac{\mu_1 dh}{1 - z^{-1} + dh}\right)^2}}. \tag{5.45}$$
Algorithm 5.6.1 (Approximation of $\omega_{\text{opt}}[m]$).

1. Compute $\mu_1(z) = \rho(H_{GJ}(z))$ for several values of $z$ (e.g. $z = 1, -1, \infty, \ldots$).

2. Compute the corresponding values of $\omega_{\text{opt}}(z) = \frac{2}{1 + \sqrt{1 - \mu_1(z)^2}}$.

3. Fit a low-order rational function to the values of $\omega_{\text{opt}}(z)$.

4. Compute inverse $z$-transform $\omega_{\text{opt}}[m] = \mathcal{Z}^{-1} \omega_{\text{opt}}(z)$.

Finally, the inverse $z$-transform of $\omega_{\text{opt}}(z)$ was computed analytically by series expansion.

For the device experiments, the CSOR sequence $\omega_{\text{opt}}[m]$ was computed before beginning any WR iterations. First, power iterations were used to estimate the largest-magnitude eigenvalue $\mu_1(z)$ at several specific values of $z$ (e.g. $z = 1, -1, \infty, \ldots$). Note that for real values of $z$, this simply amounts to adding $(1 - z^{-1})/h$ to the diagonal elements of $A$ and computing the algebraic Gauss-Jacobi spectral radius. These values of $\mu_1(z)$ were used in formula (5.36) to compute values of $\omega_{\text{opt}}(z)$. Next, the computed values of $\omega_{\text{opt}}(z)$ are fitted by a ratio of low-order polynomials in $z^{-1}$:

$$
\omega_{\text{opt}}(z) \approx \sum_{k=0}^{M} b_k z^{-k} \sum_{k=0}^{N} \frac{c_k}{a_k z^{-k}} = \sum_{k=0}^{N} \frac{c_k}{1 - \tau_k z^{-1}}. \tag{5.46}
$$

Finally, the inverse $z$-transform is applied, yielding

$$
\omega_{\text{opt}}[m] \approx \sum_{k=0}^{N} c_k r_k^m.
$$

Note that because the resulting $\omega_{\text{opt}}[m]$ is a simple sum of exponentials in time, the computational expense of the overrelaxation convolution is reduced to that of only a few multiplications and accumulations at each time point. A summary of the computation of $\omega_{\text{opt}}[m]$ is given in Algorithm 5.6.1.

Of course, the CSOR theory does not directly apply to the device simulation problem, primarily because the system is nonlinear. And even when the time-discretized problem is linearized about some point, the linearization is time-dependent, and the resulting matrices do not necessarily satisfy the conditions of the optimal CSOR parameter theorem. Nevertheless, as Section 5.7 will show, the CSOR inherits some of the robustness of the SOR method, and can successfully be applied to the device transient simulation problem.
5.7 Experimental Results

Various solution methods have been implemented in the WR-based device transient simulation program WORDS [33]. This section contains experimental results with WORDS comparing the performance of the WRN method with and without convolution SOR acceleration to that of standard pointwise methods.

As described in Chapter 4, the waveform methods in WORDS are based on red/black block Gauss-Seidel WR, where the blocks correspond to vertical mesh lines. The sequence of implicit nonlinear algebraic systems generated for each block by the backward difference formula are solved with Newton's method, and the linear equation systems generated by Newton's method are solved with sparse Gaussian elimination. The particularly efficient WRN algorithm is derived by taking only one Newton iteration at each timestep, using an initial guess obtained from the previous waveform iterate at each timestep. To provide an initial guess for WRN and for WRN with convolution SOR acceleration, 16 or 32 initial WR iterations were used. For convolution SOR acceleration, the "optimal" CSOR sequence \( \omega[m] \) was determined by linearizing the device equations (1.9)–(1.11) about the initial condition solution, and fitting \( \omega_{opt}(z) \) with a rational function as described in Section 5.6. To diminish the effect of the nonlinearity, the overrelaxation convolution was applied only to the potential variables \( u \).

For the pointwise methods, the device equation system of the entire mesh was generated successively at each time point, with each block contributing the corresponding "block row" of equations. The nonlinear algebraic system resulting from the backward difference formula was solved at each time point with Newton's method, and the linear equation system generated by Newton's method was solved with either sparse Gaussian elimination or the block Gauss-Jacobi preconditioned GMRES conjugate direction algorithm [35]. To simplify comparisons to the waveform methods, the same vertical-line blocking scheme was used for the GMRES algorithm.

<table>
<thead>
<tr>
<th>device</th>
<th>description</th>
<th>( L_{eff} )</th>
<th>( t_{ox} )</th>
<th>mesh</th>
<th>unknowns</th>
</tr>
</thead>
<tbody>
<tr>
<td>ldd</td>
<td>lightly-doped drain</td>
<td>0.4</td>
<td>19</td>
<td>15 × 20</td>
<td>656</td>
</tr>
<tr>
<td>soi</td>
<td>silicon-on-insulator</td>
<td>0.5</td>
<td>7</td>
<td>18 × 24</td>
<td>856</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>18 × 64</td>
<td>2392</td>
</tr>
<tr>
<td>kar</td>
<td>abrupt junction</td>
<td>2.2</td>
<td>50</td>
<td>19 × 24</td>
<td>2392</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19 × 64</td>
<td>2392</td>
</tr>
</tbody>
</table>

Table 5-1: Description of MOS devices.

The three MOS devices of Table 5-1 were used to construct six simulation examples, each device being subjected to either a drain voltage pulse with the gate held high (the D
examples), or a gate voltage pulse with the drain held high (the G examples). To observe the effect on WR convergence, two additional gate-pulsed examples were constructed by refining the device meshes of karG and soiG to contain 64 vertical lines. All eight examples ranged from low to high drain current, and in the G examples, the gate displacement current was substantial because the applied voltage pulses changed at a rate of \(0.2 \sim 2\) volts per picosecond. Dirichlet boundary conditions were also imposed by ohmic contacts at the source, and along the bottom of the substrate, both held at zero volts. Neumann reflecting boundary conditions were imposed along the left and right edges of the meshes. The drain-driven karD test setup is illustrated in Figure 5-7.

![Figure 5-7: Illustration of the drain-driven karD example.](image)

To simplify comparisons between the different solution methods, the backward Euler method using 256 equal timesteps was used for all experiments, on a simulation interval of 51.2 or 512 picoseconds. The convergence criterion for all experiments and all methods was the requirement that the maximum error over the simulation interval in the value of any terminal current be less than one part in \(10^4\). Note that using global uniform timesteps eliminates the ability of WR to exploit multirate behavior, one of the primary computational advantages of WR on a serial machine. Nevertheless, as the results will show, even without this multirate advantage, the accelerated WR algorithms are competitive on a serial machine with the best pointwise methods.

Figure 5-8 shows the convergence of the eight examples as a function of iteration for the ordinary waveform relaxation Newton method (WRN) and the same method accelerated with convolution SOR. Despite the nonlinearity of the semiconductor equations, the convolution SOR algorithm converged substantially faster than the WRN method, demonstrating the robustness of the approach.

Table 5-2 shows the CPU times in seconds required for solution of the eight examples, for pointwise methods and waveform methods. The serial experiments were performed on an IBM RS/6000 Model 540 workstation, with 256 Meg of memory. For the pointwise methods, the sparse elim column shows the result of using direct factorization to solve the
FIGURE 5-8: Terminal current error versus iteration, for WR (dashed) and waveform convolution SOR (solid).
<table>
<thead>
<tr>
<th>example</th>
<th>sparse elim</th>
<th>GMRES (iters)</th>
<th>WRN (iters)</th>
<th>conv SOR (iters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD</td>
<td>231.65</td>
<td>620.00 (53741)</td>
<td>7327.24 (1434)</td>
<td>584.81 (100)</td>
</tr>
<tr>
<td>lddG</td>
<td>244.46</td>
<td>505.92 (43680)</td>
<td>3404.19 (657)</td>
<td>360.15 (55)</td>
</tr>
<tr>
<td>soiD</td>
<td>401.95</td>
<td>188.53 (12363)</td>
<td>1832.21 (284)</td>
<td>388.62 (50)</td>
</tr>
<tr>
<td>soiG</td>
<td>430.80</td>
<td>205.28 (13466)</td>
<td>1377.21 (209)</td>
<td>369.16 (45)</td>
</tr>
<tr>
<td>karD</td>
<td>1401.60</td>
<td>673.81 (26022)</td>
<td>5451.02 (515)</td>
<td>1088.41 (92)</td>
</tr>
<tr>
<td>karG</td>
<td>1460.38</td>
<td>794.01 (30858)</td>
<td>4672.49 (440)</td>
<td>712.74 (55)</td>
</tr>
<tr>
<td>soiG64</td>
<td>2144.05</td>
<td>2249.01 (48176)</td>
<td>31399.19 (1885)</td>
<td>2239.39 (119)</td>
</tr>
<tr>
<td>karG64</td>
<td>3833.04</td>
<td>5205.89 (71316)</td>
<td>40246.82 (1885)</td>
<td>3328.85 (141)</td>
</tr>
</tbody>
</table>

Table 5-2: Comparison of serial times required for pointwise methods and waveform methods. Serial experiments were conducted on an IBM RS/6000 Model 540 workstation.

The waveforms method columns show the result of using ordinary Gauss-Seidel WRN, and the same algorithm accelerated with convolution SOR. The results show that on a serial machine, convolution SOR is competitive with pointwise Newton-GMRES – in fact, convolution SOR is slightly faster than pointwise Newton-GMRES for 5 of the 8 examples. This is especially encouraging since the fixed timestep simulations do not allow the waveform method to take advantage of multirate behavior.
Parallel WR for Device Simulation

6.1 Introduction

As shown in the previous chapter, the convolution SOR method is competitive with the best known pointwise method on a serial machine. In this chapter, it is shown that on a parallel architecture, waveform methods can be even faster.

A particularly attractive attribute of the waveform methods is that they are easily parallelized. To demonstrate this, the waveform algorithms described in the previous chapters were implemented in the pWORDS program. Because they are based on a block iterative method, where the iterates are waveforms over the entire simulation interval $[0,T]$, the waveform methods are best suited to a coarse-grained Multiple-Instruction-Multiple-Data (MIMD) type of architecture. Accordingly, the two target architectures used in the pWORDS program are the Intel iPSC/860 hypercube and a pair of workstations running the parallel virtual machine software (PVM).

Since the specifics of a parallel machine can (and should) influence the design of a program, we begin, in Section 6.2 by describing the characteristics of the two machines. Following this, in Section 6.3, the implementation details of the pWORDS program are given. In particular, this section contains an outline of the message-passing structure of the waveform and pointwise codes. Finally, in Section 6.4, comparative timing results for a suite of examples are presented.

6.2 Parallel Machines

This section is a brief description of the two message-passing, coarse-grained parallel machines used for the pWORDS experiments. From a programming standpoint the
two architectures are very similar, since they are both based on the MIMD model of computation, with message-passing communication and the C language. And for both architectures, a potentially large number of processors work concurrently on pieces of a single problem. Provided that communication between the compute nodes is kept to a minimum, this concurrency can lead to a substantial speedup.

6.2.1 Intel iPSC/860

The Intel iPSC/860 used in the experiments consisted of 32 compute nodes (Intel i860 processors each with 8 megabytes of memory) connected in a hypercubic network and an additional separate host computer (Intel386 processor), as an interface to the compute nodes. The host computer is used to coordinate the computations being performed by the compute nodes. In an iPSC, the compute nodes are independent processor/memory pairs, with distinct memory spaces. Communication between processors and to the host is based on message-passing. Although the hypercubic connection implies that communication is fastest between nearest neighbors, every compute node can send messages to any other compute node or to the host. Likewise, the host can send messages to any particular compute node, or broadcast them to all of the compute nodes. A message-passing library written in the C language was used in pWORDS.

6.2.2 PVM Cluster

The parallel virtual machine (PVM) software is a powerful tool that enables a cluster of workstations to function like a parallel architecture such as the Intel hypercube. Like the hypercube, a PVM cluster consists of a workstation designated as the host, serving as an interface to a group of other workstations serving as compute nodes. Communication between workstations takes place on the Ethernet, via message passing routines. From a programmer’s point of view, this gives a PVM cluster the look and feel of a real parallel machine.

Once the PVM daemon is started on the host machine, a subordinate PVM process is started on each of the compute node workstations. This PVM process runs invisibly in the background, coordinating the communication between the host and nodes. At the instruction of the host machine, each node loads a node program, also in the background, and begins concurrent computation.

One advantage of PVM is that the cluster can consist of a wide variety of different types of workstations, each with its own memory and file system. The memory is particularly important for a waveform method, since the waveform iterates can consume many
kilobytes, or even megabytes. Another advantage of PVM is that it provides a tool for utilizing the idle cycles of any cluster of workstations. Finally, since the compute nodes are UNIX workstations with standard programming environments, standard tools can be used to debug the parallel code. Of course, a disadvantage of PVM is that communication between node and host can be significantly slower than that of a machine with specialized dedicated hardware.

For the pWORDS experiments, a pair of IBM RS/6000 Model 540 workstations were used as compute nodes, and an IBM RS/6000 Model 320H was used as a host machine. Each of the compute nodes had 256 megabytes of memory.

### 6.3 Parallel Implementation

Various parallel solution methods have been implemented in the WR-based device transient simulation program pWORDS, for computation on the Intel iPSC/860 and a cluster of workstations running the Parallel Virtual Machine (PVM) software. In this section the partitioning and communication patterns used for the parallel waveform methods are briefly described, and for comparison, an accelerated pointwise solution method using parallel Newton-GMRES iterations is also described. In the MIMD model of parallel computation offered by the iPSC/860 or the PVM cluster, a program is typically divided into two separate executables — a host program and a compute node program. The host program is responsible for assigning tasks to the compute nodes, and gathering their results when they are finished. The program running on each of the compute nodes performs the concurrent numerical computation.

#### 6.3.1 Parallel Waveform Methods

As described in Section 4.2.1, to accelerate convergence, the WR methods in the WORDS program are based on dividing a device mesh into a linear sequence of vertical line blocks, that is, all of the nodes in each vertical mesh line are solved simultaneously. Furthermore, the blocks are processed in red/black order (see Sections 2.2.2–2.2.3). This leads to a block consistently ordered problem that can be solved with the convolution SOR method, described in Chapter 5.

The advantage of the red/black ordering scheme for relaxation on a parallel machine, is that during each iteration, no block depends on the solution of another block of the same color. In other words, the red blocks depend only on the solutions of the neighboring black blocks, and the black blocks depend only on the solutions of the neighboring red
blocks. This implies that once the black block solutions of the previous iteration have been communicated to the red blocks, all of the red blocks can be solved in parallel, with no other synchronization. Similarly, once the red blocks have all been solved, and their solutions have been communicated to the black blocks, all of the black blocks can be solved in parallel, with no other synchronization.

To begin a parallel WR computation, the host program reads in the device input file that specifies the device geometry and discretization mesh as well as the voltage boundary conditions imposed on the device. This information is broadcast to the compute nodes. The host program then partitions the device mesh, and assigns portions of the mesh to each compute node. A device mesh consisting of \( N \) vertical-line blocks is partitioned into \( N/2 \) pairs of adjacent red and black lines, and each of \( N/2 \) compute nodes is assigned a pair of lines. It is trivial to embed the linear sequence of red/black pairs of lines into the hypercubic network of the iPSC/860 so that all communication between compute nodes is between nearest neighbors [17]. This embedding ensures that compute node \( i \) will only communicate with its nearest neighbors, compute nodes \( i-1 \) and \( i+1 \).

At the start of the compute node program, the compute nodes receive the pair of vertical lines assigned by the host. In addition to this pair of lines, each compute node also contains storage for the two vertical lines on either side of the contiguous block. These “pseudo-lines” are used only to store the solutions generated and communicated by the compute nodes solving those adjacent vertical lines.

```
proc i-1          proc i          proc i+1
|     |     |     |     |     |     |
R     B     |     |     |     |     |     |
(1) receive black from left
(2) solve red
(3) send red to left
(4) receive red from right
(5) solve black
(6) send black to right
```

**Figure 6-1:** Illustration of the communication and computation steps performed by compute node \( i \) during one parallel waveform method iteration.

In each iteration of the parallel algorithm, the \( N/2 \) compute nodes first solve the \( N/2 \) red lines concurrently, and then solve the \( N/2 \) black lines concurrently. Figure 6-1 is an illustration of the communication and computation steps performed by compute node \( i \) to complete one parallel waveform method iteration. Note that the red line of compute node \( i \) has the black line of compute node \( i-1 \) as its left boundary condition. Accordingly, the first step of the red line solution process is for each compute node \( i \)
Algorithm 6.3.1 (Outline of Parallel Red/Black Block WR).

*Choose* initial guess waveforms that satisfy initial conditions.

*Send* the black line solution to the right.

*Iterate:*

1. *Receive* black line solution from the left (BLOCKING).
2. *Solve* the device equations (1.9)–(1.11) for the red line.
3. *Send* the red line solution to the left.
4. *Receive* red line solution from the right (BLOCKING).
5. *Solve* the device equations (1.9)–(1.11) for the black line.
6. *Send* the black line solution to the right.

To receive the black line waveform solution sent by compute node $i - 1$. (It is assumed that at the end of the previous iteration, each compute node sent its black line waveform solution to the right.) The black line that is the right boundary condition of the red line of compute node $i$ is already resident within the node, so that the compute node can now solve its red line. Once its red line is solved, each compute node immediately sends its red line waveform solution leftward. This completes the first half of the iteration, the solution and communication of the red lines.

Solving the black lines in the second half of the iteration requires a similar communication pattern. Each compute node $i$ receives the red line waveform solution sent from the right, and solves its black line. Then each compute node sends its black line waveform solution to the right, completing the solution and communication of the black blocks.

An outline of the compute node algorithm for a red/black block waveform method is shown in Algorithm 6.3.1. Each iteration of the parallel waveform algorithm contains only two blocking communications — before solving a line, each compute node must wait to receive the waveform of a neighboring line. The algorithm therefore requires very little synchronization between the compute nodes, and the communication that is required consists of large packets of information, entire waveforms.

If fewer than $N/2$ compute nodes are available, then each compute node is given multiple pairs of red/black lines that are adjacent in the device mesh. This implies that some of the lines (both red and black) residing on a compute node will depend only on other lines residing in the compute node, as shown in Figure 6-2. In this case, communication and computation can be overlapped — the red lines that do not depend on
other compute node solutions are solved before waiting to receive the black line solutions. Similarly, the black lines that do not depend on other compute node solutions are solved before waiting to receive the red line solutions.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure6-2}
\caption{When less than \(N/2\) compute nodes are available, each may be assigned several adjacent pairs of red/black lines.}
\end{figure}

6.3.2 Pointwise GMRES

A particularly effective serial algorithm, used to obtain the results of Section 5.7, is the pointwise Newton-GMRES algorithm in which a preconditioned GMRES algorithm [35] is used to solve the linear systems arising at each Newton iteration of each timestep of an implicit integration formula applied to the device system (1.9)–(1.11). To partition the problem for a parallel implementation, the pointwise Newton-GMRES method in pWORDS uses the same vertical-line blocks as in the waveform methods. The blocking is then used to partition the block tridiagonal matrix of the whole problem.

First, to simplify comparisons to the parallel waveform methods, the host assigns pairs of vertical-line blocks to the compute nodes exactly as in the waveform method. Given a particular block, the corresponding compute node is responsible for the storage and computation of the corresponding pieces of the matrix and GMRES vectors in that "block row", as shown in Figure 6-3. For the block tridiagonal matrix of the whole problem, this implies that each compute node must generate and store the appropriate block diagonal pieces of the matrix, as well as the off-diagonal blocks for the block rows. Once assigned a particular block, each compute node is responsible for generating the corresponding piece of the vector resulting from the matrix-vector product.

Unfortunately, partitioning the matrix and the vectors implies that the parallel pointwise Newton-GMRES algorithm requires many communication steps, each consisting of relatively small packets. Before every Newton iteration at every timepoint, a compute node must receive the two vectors of solutions of the neighboring lines from the left.
and the right, in order to generate the block diagonal and block off-diagonal matrices. To accomplish the matrix-vector product for each GMRES iteration, a compute node must exchange pieces of the multiplicand vector with the neighboring compute nodes. Moreover, each GMRES iteration requires a number of inner product calculations, each of which requires a global sum. Although it may be possible to overlap these communication operations with local computation, a significant amount of inter-processor synchronization is still required. An approach such as that given in [46] might prove to be helpful, however.

6.4 Experimental Results

To compare the parallel performance of the convolution SOR accelerated waveform method and the pointwise Newton-GMRES algorithm, numerical experiments were conducted using the same eight examples used in Section 5.7. The three MOS devices of Table 5-1 were used to construct six simulation examples, each device being subjected to either a drain voltage pulse with the gate held high (the D examples), or a gate voltage pulse with the drain held high (the G examples). In addition, to observe the effect on WR convergence, two additional gate-pulsed examples were constructed by refining the device meshes of karG and soiG to contain 64 vertical lines. The drain-driven karD test setup is illustrated in Figure 5-7.

As in Section 5.7, to simplify comparisons between methods, the backward Euler method using 256 fixed timesteps was used for all experiments, on a simulation interval of 51.2 or 512 picoseconds. The convergence criterion for all experiments was the requirement that the maximum error over the simulation interval in the value of any terminal current be less than one part in 10^4. To provide an initial guess for WRN (WR with a single waveform Newton iteration) and for WRN with convolution SOR acceleration, 16
or 32 initial WR iterations were used.

Although using globally uniform timesteps eliminates the ability of waveform to exploit multirate behavior, it also avoids the issue of load balancing for the parallel waveform methods, since each vertical-line block will require nearly the same amount of work. The following results will show that even without the multirate advantage, accelerated waveform methods can be significantly faster than pointwise methods on a parallel processor.

Table 6-1 contains the results of the parallel experiments conducted on the pair of model 540 workstations using PVM. The table shows the time required for solution on a serial machine (one of the PVM workstations) compared to the time required for solution on the pair of workstations. To ensure a meaningful comparison, the times were measure in elapsed wall clock seconds.

<table>
<thead>
<tr>
<th>example</th>
<th>(size)</th>
<th>convolution SOR serial</th>
<th>PVM (2)</th>
<th>Newton-GMRES serial</th>
<th>PVM (2)</th>
<th>GMRES iters</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD</td>
<td>(656)</td>
<td>584.81</td>
<td>303.28</td>
<td>620.00</td>
<td>10909.46</td>
<td>53741</td>
</tr>
<tr>
<td>lddG</td>
<td>(656)</td>
<td>360.15</td>
<td>184.56</td>
<td>505.92</td>
<td>9017.11</td>
<td>43680</td>
</tr>
<tr>
<td>soiD</td>
<td>(856)</td>
<td>388.62</td>
<td>198.96</td>
<td>188.53</td>
<td>2387.35</td>
<td>12363</td>
</tr>
<tr>
<td>soiG</td>
<td>(856)</td>
<td>369.16</td>
<td>188.67</td>
<td>205.28</td>
<td>2609.86</td>
<td>13466</td>
</tr>
<tr>
<td>karD</td>
<td>(1379)</td>
<td>1088.41</td>
<td>553.84</td>
<td>673.81</td>
<td>5456.94</td>
<td>26022</td>
</tr>
<tr>
<td>karG</td>
<td>(1379)</td>
<td>712.74</td>
<td>365.41</td>
<td>794.01</td>
<td>6522.62</td>
<td>30858</td>
</tr>
<tr>
<td>soiG64</td>
<td>(2292)</td>
<td>2239.39</td>
<td>1117.39</td>
<td>2249.01</td>
<td>NA</td>
<td>48176</td>
</tr>
<tr>
<td>karG64</td>
<td>(2854)</td>
<td>3328.85</td>
<td>1685.44</td>
<td>5205.89</td>
<td>NA</td>
<td>71316</td>
</tr>
</tbody>
</table>

Table 6-1: Comparison of parallel and serial times for the convolution SOR and pointwise Newton-GMRES methods, on a PVM cluster of 2 workstations. The time required by the pointwise Newton-GMRES method on the PVM cluster was roughly proportional to the total number of GMRES iterations.

In Table 6-1, the waveform method shows an encouraging and remarkable scalability — in every instance, the simulation time required by the PVM cluster was about half of that required by a serial machine. This success can be attributed to the infrequent communication inherent in the parallel waveform algorithm, as well as to the overlap of communication and computation enabled by the multiple pairs of red/black lines residing on each compute node.

On the other hand, Table 6-1 shows that the parallel pointwise Newton-GMRES method actually became significantly slower on the PVM cluster. This can be attributed to the many small communications and synchronizations required at each time point in the simulation interval. Since the PVM cluster communication is based on the Ethernet, the frequent message-passing is obviously expensive. For the parallel Newton-GMRES method, the amount of communication is proportional to the number of GMRES itera-
tions, and as Table 6-1 indicates, the time required for parallel Newton-GMRES on the PVM cluster was roughly proportional to the total number of GMRES iterations. Clearly, the parallel Newton-GMRES method is bounded by the cost of its communications, at every iteration, at every timestep.

To further test the scalability of the waveform methods, Tables 6-2 and 6-3 show the CPU times required for solution of the eight examples on the Intel iPSC/860. The times shown are measured elapsed times on the compute nodes. The waveform method displays a remarkable scalability, with a roughly linear speedup up to 32 processors (the soiG64 and karG64 examples). As on the PVM cluster, the pointwise Newton-GMRES algorithm became slower on more than one processor, despite the dedicated communication hardware in the iPSC/860. Table 6-4 summarizes the best timing results for each method on the iPSC/860.

<table>
<thead>
<tr>
<th>example (mesh)</th>
<th>8 blk/proc (procs)</th>
<th>4 blk/proc (procs)</th>
<th>2 blk/proc (procs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD (15x20)</td>
<td>NA</td>
<td>4721.25</td>
<td>(5)</td>
</tr>
<tr>
<td>lddG (15x20)</td>
<td>NA</td>
<td>2190.19</td>
<td>(5)</td>
</tr>
<tr>
<td>soiD (18x24)</td>
<td>1871.74</td>
<td>1037.27</td>
<td>(6)</td>
</tr>
<tr>
<td>soiG (18x24)</td>
<td>1504.04</td>
<td>812.72</td>
<td>(6)</td>
</tr>
<tr>
<td>karD (19x31)</td>
<td>4378.82</td>
<td>2256.21</td>
<td>(8)</td>
</tr>
<tr>
<td>karG (19x31)</td>
<td>3745.48</td>
<td>1939.39</td>
<td>(8)</td>
</tr>
</tbody>
</table>

Table 6-2: Waveform Relaxation Newton timing results on the iPSC/860.

<table>
<thead>
<tr>
<th>example (mesh)</th>
<th>8 blk/proc (procs)</th>
<th>4 blk/proc (procs)</th>
<th>2 blk/proc (procs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD (15x20)</td>
<td>NA</td>
<td>382.77</td>
<td>(5)</td>
</tr>
<tr>
<td>lddG (15x20)</td>
<td>NA</td>
<td>235.67</td>
<td>(5)</td>
</tr>
<tr>
<td>soiD (18x24)</td>
<td>405.93</td>
<td>225.41</td>
<td>(6)</td>
</tr>
<tr>
<td>soiG (18x24)</td>
<td>417.40</td>
<td>225.74</td>
<td>(6)</td>
</tr>
<tr>
<td>karD (19x31)</td>
<td>895.50</td>
<td>460.27</td>
<td>(8)</td>
</tr>
<tr>
<td>karG (19x31)</td>
<td>590.88</td>
<td>308.29</td>
<td>(8)</td>
</tr>
<tr>
<td>soiG64 (18x64)</td>
<td>987.17</td>
<td>507.20</td>
<td>(16)</td>
</tr>
<tr>
<td>karG64 (19x64)</td>
<td>1386.32</td>
<td>713.97</td>
<td>(16)</td>
</tr>
</tbody>
</table>

Table 6-3: Convolution SOR timing results on the iPSC/860.

It is clear that the parallel implementations of both the waveform and the pointwise methods can be improved. The pointwise Newton-GMRES code can be rewritten to avoid some communication with the 386 host, perhaps by choosing one of the i860 compute nodes to act as coordinator. In addition, some of the Newton-GMRES communication can be overlapped with computation. The convolution SOR code can be improved by
<table>
<thead>
<tr>
<th>example</th>
<th>(size)</th>
<th>Newton-GMRES (procs)</th>
<th>conv SOR (procs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>lddD</td>
<td>(656)</td>
<td>1184.68 (1)</td>
<td>201.23 (10)</td>
</tr>
<tr>
<td>lddG</td>
<td>(656)</td>
<td>989.74 (1)</td>
<td>128.59 (10)</td>
</tr>
<tr>
<td>soiD</td>
<td>(856)</td>
<td>366.11 (1)</td>
<td>120.15 (12)</td>
</tr>
<tr>
<td>soiG</td>
<td>(856)</td>
<td>401.42 (1)</td>
<td>117.31 (12)</td>
</tr>
<tr>
<td>karD</td>
<td>(1379)</td>
<td>1262.49 (1)</td>
<td>248.93 (16)</td>
</tr>
<tr>
<td>karG</td>
<td>(1379)</td>
<td>1492.17 (1)</td>
<td>165.61 (16)</td>
</tr>
<tr>
<td>soiG64</td>
<td>(2292)</td>
<td>4400 est. (1)</td>
<td>260.13 (32)</td>
</tr>
<tr>
<td>karG64</td>
<td>(2854)</td>
<td>9800 est. (1)</td>
<td>373.53 (32)</td>
</tr>
</tbody>
</table>

Table 6.4: Summary of the best timing results for each method on the iPSC/860.

using pointwise Newton-GMRES to solve each block, rather than sparse Gaussian elimination. But none of these improvements will change the inherent difference between the pointwise and the waveform algorithm: the pointwise algorithm requires much more synchronization and many more, smaller, communications.
Conclusions

This thesis investigated accelerated waveform relaxation techniques for the parallel transient simulation of semiconductor devices. After a review of standard numerical techniques in Chapter 2, the convergence of WR for the device problem was guaranteed in Chapter 3. A summary was given in Chapter 4 of some of the implementation issues encountered in the WR-based device simulation program WORDS, along with experimental results indicating that accelerated WR methods can be competitive with standard pointwise methods. The primary theoretical contribution of this thesis was the introduction and development in Chapter 5 of the convolution SOR technique for accelerating the convergence of waveform relaxation. Finally, in Chapter 6, a parallel implementation of the device WR algorithm was presented, along with results clearly demonstrating the superiority of waveform methods on parallel machines.

Although the convolution SOR theory does not directly apply to the device simulation problem, the CSOR technique was shown to dramatically accelerate the convergence rate of WR for devices. Because of its use of a convolution sum, the CSOR method correctly accounts for the frequency-dependence of the spectrum of the Gauss-Jacobi WR operator (e.g., Gauss-Jacobi WR smoothes high frequency components of the error waveform more rapidly than low frequency components), by in effect, using a different SOR parameter for each frequency. Apparently, the CSOR method inherits some of the robustness of the algebraic SOR method, and the optimal parameter formula (5.36) can be successfully applied to a wider class of problems.

The comparison of accelerated waveform relaxation algorithms to pointwise methods showed that accelerated waveform methods are competitive with standard pointwise methods on serial machines, and that accelerated waveform methods are significantly faster on commonly available loosely-coupled MIMD machines. In particular, parallel
accelerated waveform methods achieved a nearly linear speed-up on the 32 processor Intel iPSC/860 hypercube, whereas parallel versions of standard pointwise methods did not exhibit any parallel speed-up. The importance of the results is the strong implication that, as MIMD machines and cluster-based computing become more prevalent, accelerated waveform methods will gain in importance for all areas of simulation requiring the solution of initial value problems.

Future work is focused on refining the theory for CSOR, developing a multirate implementation of pWORDS, studying the behavior of accelerated waveform methods on other parallel machines, and applying accelerated waveform methods to new application areas.
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