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Abstract

This thesis describes the demonstration of a new technique that allows masses to be com-
pared with fractional uncertainty at or below 1×10−11, an order of magnitude improvement
over our previous results. By confining two different ions in a Penning trap we can now
simultaneously measure the ratio of their two cyclotron frequencies, making our mass com-
parisons insensitive to many sources of fluctuations (e.g. of the magnetic field).

To minimize the systematic error associated with the Coulomb interaction between the
two ions, we keep them about 1 mm apart from each other, on a common magnetron orbit.
We have developed novel techniques to measure and control all three normal modes of
motion of each ion, including the two strongly coupled magnetron modes. With the help
of a new computer control system we have characterized the electric field anharmonicities
and magnetic field inhomogeneities to an unprecedented level of precision. This allows us
to optimize the trap so that our measurement of the cyclotron frequency ratio is to first
order insensitive to the field imperfections.

Using the ions 13C2H2
+ and 14N2

+, we performed many tests of our understanding
of the ions dynamics and of the various sources of errors in this technique. From these
we conclude that there should be no systematic error in our measurements at the level of
5× 10−12. Thus we feel confident reporting a value for the mass ratio of these ions with an
uncertainty of 10−11.

In this thesis, we also report measurements of the two mass ratios m[33S+]/m[32SH+]
and m[29Si+]/m[28SiH+] with a relative uncertainty of less than 10−11, which makes them
the best known mass ratios to date. These can be combined with precise measurements of
high-energy gamma-rays to provide a direct test of the relation E = mc2. This is a test of
special relativity which does not rely on the assumption of a preferred reference frame. The
uncertainty on the atomic mass of 29Si is also reduced by about an order of magnitude.

Thesis Supervisor: David E. Pritchard
Title: Cecil and Ida Green Professor of Physics
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Chapter 1

Introduction

In the 1980’s, the ability to confine single ions in a Penning trap was a revolution in mass
spectrometry that allowed the first mass comparisons with relative accuracies below 10−9.
Over the past 20 years, the MIT ion trap experiment has established itself as the leader in the
field of precision mass measurements. Its unique phase coherent approach to the comparison
of single ion cyclotron frequencies has proven extremely powerful and versatile. The group
has produced a table of the masses of 14 stable isotopes ranging from the masses of the
proton and neutron to the mass of 133Cs, all with relative accuracies near or below 1×10−10.
The approach of comparing molecular ions has opened the possibility of performing many
redundant measurements, which have earned the confidence of the metrology community
in the reported values. Besides generally improving our knowledge of a very fundamental
property of matter (by one to three orders of magnitude), some of the measured masses
lead to important applications in fundamental physics and metrology, including:

• a recalibration of the current γ-ray wavelength standard,

• an atomic definition of the kilogram,

• a new determination of the fine structure constant,

• several reference ions used in mass spectrometry of radioactive isotopes.

The topic of this thesis is the demonstration of a new technique that has improved the
accuracy of our measurements by an order of magnitude. By simultaneously confining two
different ions in our Penning Trap, we have been able to directly compare their cyclotron
frequencies with a fractional accuracy of 1× 10−11 or better.

Our demonstration of the two-ion technique is the culmination of the work of many peo-
ple. The idea of simultaneously confining two different ions in our trap was explored shortly
after the very first single ion measurement by our group. In 1989, Deborah Kuchnir, an
undergraduate working with Eric Cornell, described in her B.Sc. thesis the first observation
of the signals of two ions in the same trap [1]. However due to the lack of control of the ions’
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trajectories, they could not perform a precision mass comparison. Because of the technical
difficulties associated with the two-ion technique, the idea was put on hold by the next few
graduate students while the single-ion technique was improved and used to build the “MIT
mass table”. In 1994, Michael Bradley and Fred Palmer (post-doc) tried to implement the
two-ion technique again, but the apparatus developed a helium leak and they had to build
a completely new apparatus. The transition from an rf to a dc SQUID happened at that
time. I joined the MIT ICR Lab a few months before the new apparatus was first cooled
down and a new post-doc, Trey Porto, joined the lab (Summer 1996).

1.1 My career at MIT

The first couple of years of my career at MIT were spent learning the ropes of the ICR
experiment from Mike and Trey, while taking classes and qualifying exams. During this
period, the apparatus was unfortunately cursed with feedback and noise pickup problems.
It required about a year and half before single ions could be trapped again. I then learned
how to measure mass ratios by actively participating in the measurement of the masses of
the alkali 133Cs, 87Rb, 85Rb, and 23Na for a new determination of the fine structure constant
α. In the Spring 1999, Mike had all the data he needed and handed the experiment to James
Thompson and I. (James had joined the group as a graduate student a year after me). The
first thing we decided to do was to increase the coupling between the coil of our detector
and the dc SQUID. Unfortunately, the coil broke in the process, and we had to spend
the summer making a new one. It was well worth the trouble however since a lot of our
subsequent work really benefited from the increased coupling. During the Fall of 1999, it
became apparent that progress would be very difficult with the existing computer control
system and so I started developing a new one. A few months later, the new data acquisition
system was used to demonstrate electronic refrigeration of our detector. Unfortunately,
despite many months of efforts we never succeeded in using parametric amplification to
directly show that the ion’s temperature was reduced. We nevertheless used the improved
signal-to-noise that electronic refrigeration provided us to precisely measure the relativistic
shift of Ne++ and Ne+++, thereby obtaining a 3% calibration of the absolute amplitude
of motion of the ion (a large improvement compared to the factor of two uncertainty we
previously had).

By the end of the Summer 2000, we were ready to tackle the two-ion technique challenge.
Initially, we had to automate the ion-making process and develop many new techniques to
load a pair of different ions in the trap and roughly park them in a favorable orbit. In
February 2001, we made the very first simultaneous comparison of the cyclotron frequencies
of two ions ! The measured cyclotron frequency difference was completely insensitive to
magnetic field fluctuations, as expected, and this immediately provided a gain in precision
of at least an order of magnitude. However, the data exhibited sudden large jumps every
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6-10 hours. It took us over a year to develop the many novel diagnostic tools and the
quantitative understanding of the trap and the two-ion dynamics that allowed us to identify
the source of these jumps. When we finally discovered that it was the polarization force
on CO+ that was responsible for the observed jumps, we immediately turned to a different
pair (13C2H2

+/14N2
+) that did not have this problem. During the Summer-Fall 2002, we

then studied the systematic errors associated with the two-ion technique and demonstrated
accuracy as well as precision. Finally, in December ’02 and January ’03, we used our newly
developed techniques to measure two mass ratios with a precision below 10−11 for a direct
test of the famous relationship E = mc2.

This thesis is an attempt to present the progress we have made in the past four years.
Since this work is an extension of the single-ion alternating measurement technique that
was used for all the previous measurements from this group, the reader is urged to consult
the seven excellent Ph.D. theses that have covered extensively the details of that technique:
Robert Flanagan (1987), Robert Weisskoff (1989), Eric Cornell (1990), Kevin Boyce (1992),
Vasant Natarajan (1993), Frank DiFilippo (1994), and Michael Bradley (2000). In Chapter
2, after a brief outline of our experimental apparatus and basic techniques, we will describe
various experimental advances which are the foundations of what follows: the new computer
data acquisition system, a demonstration of electronic refrigeration, a precise calibration of
the amplitude of an ion’s motion in the trap, and a precise characterization of our trapping
fields. Chapter 3 will present an overview of the two-ion technique and outline many
aspects of the technique that will be described in detail elsewhere. Then, the simultaneous
measurement procedure is described in Chap. 4, and all the sources of errors associated
with it are discussed in Chap. 5. Having demonstrated accuracy as well as precision with
the two-ion technique, we present in Chap. 6 our measurements of two mass ratios involving
sulfur and silicon isotopes that open the door to a new test of special relativity.

First, a word about notation. We need to stress a few conventions here to make things
absolutely clear. We refer to the two trapped ions as ‘ion 0’ and ‘ion 1’. Ion 0 is always
the heavier one. For compactness, we use the subscript 2 for quantities that refer to the
difference between ion 1 and ion 0. For example ωct2 ≡ ωct1−ωct0. We realize this convention
is not as transparent as more standard alternatives such as ∆ωct or ωct10, but the problem
is that we will refer a lot to this difference frequency and we wanted a compact symbol for
it. We will also need to refer to the shift of the difference frequency which can then simply
be written as ∆ωct2 (as opposed to ∆∆ωct !). Finally, this convention keeps the theoretical
discussion here parallel to the experimental reality of the computer control system and data
analysis machinery. There, this notation arose naturally since boolean convert easily into
0’s and 1’s, and the next element of an array is 2.

Unless specified otherwise, all the quantities in the expressions given in this thesis should
be expressed in SI units. Finally, all the voltages on trap electrodes (Vr, Vgr) are taken to
be positive numbers.
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Chapter 2

Experimental Techniques

To make the presentation self-contained, we begin with a brief tour of our apparatus, point-
ing out along the way the basic concepts of the physics of an ion in a Penning trap, and the
key experimental techniques on which everything else will be built. We will then describe
various experimental techniques (and results) that have played a crucial role in the two-ion
technique (discussed in the rest of the thesis).

The vast majority of the equipment we used for the two-ion technique was in place
when I joined the laboratory†. One of the things that is completely new however is the
computer control system of the experiment and the data analysis software we developed
over the past few years. In Section 2.2, we will describe how these have brought the ICR
Lab into the modern age of automation and mass data production. Then follows a short
section on electronic refrigeration. I wish this technique had played a more prominent role
in the data we took, but it is one of the few projects that, despite all our efforts, did not
work as well as we had hoped. (But we still think that the electronic refrigeration technique
is one of the most promising solutions to the problem of cyclotron amplitude fluctuations
discussed in Sect. 5.6.1.) However, we did use the improved signal-to-noise provided by
electronic refrigeration for calibrating the amplitude of the orbits of our ions in the trap
by measuring relativistic shifts of Ne++ and Ne+++ as described in Sect. 2.4. One of the
key things that the new level of automation of the apparatus has allowed us to do is to
map very carefully the frequencies of an ion in the trap as a function of its cyclotron and
magnetron radii. Section 2.5 will describe these measurements, which have provided us with
unprecedented knowledge of the imperfections in our trapping electric and magnetic fields,
which in turn have played a crucial role in our ability to control systematic errors in the two-
ion technique. This chapter will conclude with two short sections on our progress towards
building a double-trap system and the observed dependence of our detector frequency on
atmospheric pressure.

†In fact, that is why we started working on the two-ion technique as opposed to building the double-trap.
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2.1 The MIT Penning Trap Mass Spectrometer

A schematic diagram of the MIT ICR‡ apparatus is shown in Fig. 2-1. The experimental
dewar shown in the figure, a couple of racks of electronics and frequency synthesizers, and
a computer is basically all there is to this machine. The experiment is performed inside a
superconducting magnet from Oxford Instruments with an 8.8 cm warm bore. The custom-
made extension dewar serves the purpose of introducing liquid helium into this region and
of cooling our SQUID detector to 4K while keeping it away from the strong magnetic field
region where it could not operate.

Our magnet generates a very uniform magnetic field 	B = B0 ẑ, where B0 = 8.5 T.
Were an ion placed in that field it would revolve around the field lines at the “free-space”
cyclotron frequency

ωc =
qB0

m
, (2.1)

where q and m are the charge and mass of the ion. The basic principle behind all very precise
mass spectrometers is to compare the cyclotron frequency of two ions in the same magnetic
field; the ratio of the cyclotron frequencies is then the inverse ratio of the masses (if they
have equal charges). To allow for the long observation time needed to precisely measure ωc,
the ions are held in a Penning trap which consists of the strong uniform magnetic field (to
confine the ions radially) and a weak quadrupole electric field (to confine the ion along ẑ).
The electric field is generated by a set of hyperbolic electrodes shown in Fig. 2-2. To trap
positive ions, we apply a voltage −Vr on the ring electrode (with respect to the endcaps).
The potential is then given by

Φ(z, ρ) = Vr
z2 − ρ2/2

2d2
where d2 =

z2
(0)

2
+

ρ2
(0)

4
. (2.2)

In our trap, z(0) = 0.600 cm and ρ(0) = 0.696 cm so that d = 0.549 cm (see Fig. 2-2).
The potential above is what would be generated by perfectly hyperbolic electrodes ex-

tending to infinity. Because of the truncation of the electrodes and the presence of charge
patches, this potential is only valid near the center of the trap. In order to minimize the
lowest order non-quadrupole electric field component (C4) (see Appendix A), another set of
electrodes, called guard rings, are located on the hyperbolic asymptotes and are adjusted
to approximately half the voltage on the ring electrode. The dc voltage applied to the
guard ring Vgr therefore allows us to control the level of anharmonicity of the trap. At rf
frequencies, the guard rings are split in order to provide dipole drives and quadrupole mode
couplings for the radial modes (see Sect. 2.1.2). The electrode surfaces are coated with
graphite (Aerodag) to minimize charge patches.

In an ideal Penning trap, the motion of the ion is described by three normal modes:
‡ICR stands for Ion Cyclotron Resonance. It is somewhat of a misnomer for our experiment since our

measurement technique does not involve fitting any resonance.
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Figure 2-1: Schematic of the ion mass spectrometer at MIT. The superconducting magnet
produces a stable 8.5T magnetic field. The image current induced in the endcap by the
ion’s axial motion is detected using a dc SQUID. The trap, the magnet and the SQUID are
at liquid helium temperature (4K)
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Figure 2-2: Cross section of our orthogonally compensated hyperbolic Penning Trap.
The copper electrodes are hyperbolae of rotation and form the equipotentials of a weak
quadrupole electric field. By adjusting the voltage applied to the guard ring electrodes
located on the hyperbolic asymptotes we have control over the lowest order non-quadrupole
electric field component. The electrode surfaces are covered with a thin layer of graphite
(Aerodag) to minimize charge patches. The characteristic size of the trap d = 0.549 cm
(defined by Eq. 2.2).

an oscillation along ẑ that we call the axial motion, and two radial modes called the cy-
clotron and magnetron motions. The frequencies of these modes are obtained by solving
the equations of motion, assuming that all three modes behave like harmonic oscillators,
i. e., guessing the forms z = z0�{eiωzt} and 	ρ = 	ρ0�{eiωt}:

ω2
z =

qVr

md2
(2.3)

ωct =
1
2

(
ωc +
√

ω2
c − 2ω2

z

)
� ωc −

ω2
z

2ωc
(2.4)

ωm =
1
2

(
ωc −
√

ω2
c − 2ω2

z

)
� ω2

z

2ωc
. (2.5)

In our apparatus, ωz/ωc ≈ 1/22 (for the mass range we studied) and the trap cyclotron
frequency ωct is the free space cyclotron frequency slightly perturbed by the presence of
the electric field. The magnetron mode is a slow drift of the ion’s position around the
trap center at the frequency for which the magnetic force cancels the electric force on the
ion. Note that ωm is to first order independent of mass, whereas ωz and ωct scale like
1/

√
m and 1/m respectively. For m/q = 28, typical mode frequencies in our apparatus are

ωct/2π � 4.7 MHz, ωz/2π � 212 kHz, and ωm/2π � 5 kHz.
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To obtain the mass ratio from the measured frequencies, we use the invariance theorem
that can easily be verified from Eqs. 2.3, 2.4, and 2.5 (and has been demonstrated by
Brown and Gabrielse to hold true even in the presence of ellipticity and misalignment of
the magnetic and electric fields axes [2]):

ωc =
qB0

m
=
√

ω2
ct + ω2

z + ω2
m . (2.6)

We produce ions by ionizing neutral gas in our trap. From a room temperature gas-
handling manifold we inject a small amount of neutral gas at the top of our apparatus,
which then enters the trap through a small hole in the upper endcap. From a field emission
tip at the bottom of the trap (shown in Fig. 2-2), we generate a very thin electron beam
(∼ 10 µm radius) which then ionizes atoms or molecules inside the trap. Since the electron
beam is parallel and close to the trap axis, the ions are created with a small magnetron
radius (≤ 100 µm).

2.1.1 SQUID Detector

The only signal we detect from a trapped ion is the image current induced between the
endcaps by its axial motion (≤ 10−14 A). Our detector consists of a dc SQUID coupled
to a hand-wound niobium superconducting resonant transformer (referred to as the coil)
connected across the endcaps of the Penning trap [3]. The resonance frequency of our
detector fcoil is fixed around 212 kHz and the Q ∼ 45 000, i. e., the detector’s full width at
half maximum is γcoil/2π ∼ 4.7 Hz. We generally adjust the ring voltage to make the axial
frequency of the ion ωz resonant (or nearly resonant) with the detector’s frequency ωcoil.
This detector is also the only source of damping of the ion’s motion in our system. The
real part of its impedance damps the ion’s axial motion with a time constant of (energy
damping time on-resonance)

τ◦ =
m

QLωcoil

(
2z(0)

qC1

)2 1
Nion

, (2.7)

where C1 = 0.8 is a geometrical factor, L ≈ 9 mH is the inductance of the hand-wound
detector coil, and Nion is the number of (identical) ions in the trap (that is how we know
when we have more than one ion). At m/q ≈ 30, τ◦ ≈ 1 s and so the axial motion is
brought to thermodynamic equilibrium with the detector at 4K in a few seconds. When ωz

is detuned from resonance, the damping time is increased to

τ = τ◦(1 + (δ∗)2) where δ∗ ≡ ωz − ωcoil

γcoil/2
, (2.8)

and the imaginary part of the detector’s impedance shifts the axial frequency of the ion by
an amount
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∆ωz =
1

2τ◦
δ∗

1 + (δ∗)2
. (2.9)

Over a bandwidth of about 50Hz, our detection noise is dominated by the 4 K Johnson
noise present in the resonant transformer. That means that if the axial frequency of the
ion is anywhere inside that window, the signal-to-noise ratio remains constant (since both
the ion’s signal and the noise are multiplied by the same Lorentzian profile). That large
bandwidth has been very important in our work with two different ions simultaneously
confined in the trap since it has allowed us to detect both ions directly even though they
were 15-30Hz off-resonance (when both ωz’s were placed symmetrically on each side of
the detector’s resonant frequency). The dc SQUID that Michael Bradley installed in the
apparatus greatly contributed to this large bandwidth by lowering the flat technical noise
floor, and so did the threefold increase of the coupling between the SQUID and the detector
coil that James Thompson and I achieved in 1999.

2.1.2 Mode Coupling and π-Pulses

To be able to measure the cyclotron frequency using only our axial mode detector, we
use a resonant rf quadrupole electric field which couples the cyclotron and axial modes
[4]. This field is applied with the split guard ring electrodes. The coupling causes the two
modes to cyclically and phase coherently exchange their classical actions (amplitude squared
× frequency). In analogy to the Rabi problem, a π-pulse can be created by applying the
coupling just long enough to cause the coupled modes to exactly exchange their actions. The
same rf quadrupole field is also used to cool the cyclotron mode by coupling it continuously
to the damped axial mode. By using a different rf frequency, the same technique can be
used to measure and cool the magnetron mode [5, 4].

2.1.3 The PNP technique

The basic sequence we use to make a cyclotron frequency measurement is called the PNP
(for Pulse aNd Phase) [6]. This phase sensitive measurement technique is unique to our
experiment. A PNP measurement starts by cooling the trap cyclotron mode via coupling to
the damped axial mode as described in the previous section. The trap cyclotron motion is
then driven to a reproducible amplitude and phase at t = 0, and then allowed to accumulate
phase for some time Tevol, after which a π-pulse is applied. The phase of the axial signal
immediately after the π-pulse is then measured with rms uncertainty of order 10 degrees.
Because of the phase coherent nature of the coupling, this determines the cyclotron phase
with the same uncertainty (up to a constant phase offset). The trap cyclotron frequency
is obtained by measuring the accumulated phase versus evolution time Tevol. Since we can
typically measure the phase within 10 degrees, a cyclotron phase evolution time of about 1
minute leads to a determination of the cyclotron frequency with a precision of about 10−10.
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The details of the measurement sequence will be presented in Sect. 4.1.
The PNP method has the advantage of leaving the ion’s motion completely unperturbed

(undetected and undamped) during the cyclotron phase evolution [4]. It is also particularly
suited for measuring mass doublets – pairs of species such as CD+

4 and Ne+ that have
the same total atomic number. Good mass doublets typically have relative mass difference
of less than 10−3, making these comparisons insensitive to many systematic instrumental
effects.

2.2 Automation

In this section I shall briefly describe the new computer data acquisition system that we have
developed over the past 3-4 years to control the experiment. If the size of each section in
my thesis were proportional to the amount of time I spent on each aspect of the experiment,
this one would be at least 30 pages! Many months of my graduate student life have been
spent wiring LabVIEW diagrams and debugging the new system, but all of it has paid off
tremendously. All the work described in this thesis would simply have not been possible
without it.

In 1999 it became apparent to us that the data acquisition computer system needed
to be replaced. It had been last updated by Vasant Natarajan in the early 90s and was
based on LabVIEW 2 running on a Macintosh IIci. The first issue was speed. For example,
each time we wanted to look at the ion’s axial signal, we had to wait over 30 s for the
computer to FFT and graph an 8 s ringdown ! In anticipation of the two-ion work to come,
we knew that we would eventually need the computer to process the ion’s signal, and based
on the result, quickly send signals back to the trap to influence the ion’s motion. However,
an even more critical problem of the old system was that it was not upgradable. All the
time-critical aspects of the system were controlled by low level C code that would not work
on a more modern computer (and neither would the data acquisition cards). Finally we
foresaw the development of many new experimental techniques which would require new
software development. Any minor modification to the LabVIEW code on that computer was
excruciating. We needed speed and above all flexibility. We needed to start from scratch.
I made that my priority and after about 6 months (in March 2000), the new system was
in control of the experiment. It has certainly fulfilled the requirement for flexibility, as we
never stopped expanding it.

In its current version, the system is running in LabVIEW 6.1 on a dual 800MHz proces-
sor G4 Power Macintosh. On the outside, its most striking feature is a 22” Apple Cinema
Display that has given us more room to fit the multitude of front panel controls and indi-
cators (over 400) we need to adjust and look at. Figure 2-3 shows a snapshot of the front
panel of the master “virtual instrument”. On the inside, the most critical part of the system
is a fast digital card (PCI-DIO-32HS from National Instruments) that has the ability to
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Figure 2-3: The front panel of the master virtual instrument of the new computer control
system. The whole system has over 500 subvis and 400 controls and indicators
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update 32 digital bits at every cycle of an external clock based on a pre-programmed time
sequence. In other words, once we launch a sequence of pulses, the computer’s operating
system is not in charge of keeping time, which is good. Since we don’t need to specify
absolute times in the sequence to better than the ms level, we update the sequence with
a 1 kHz clock (derived from the 10MHz signal to which all our frequency synthesizers are
locked). However, we need shot-to-shot reproducibility of about 1 µs) and that is what the
fast digital card does for us. Our sequences can sometimes be very long however (15min or
more) which means that almost a million updates have to be written to memory before we
start the sequence (even though the status of the bits stays the same for all these updates
except about 10). But memory is cheap and we can be wasteful... (and that represents less
than 4MB).

A few new characteristics of the new system worth noting are:

• full automation of the ion making process;

• control of a small voltage added to the guard ring electrode and hence of the first
order anharmonicity of the trap;

• online analysis that make the parameters (phase, frequency and amplitude) of the
ion’s signals available for plotting and logging as they come (fast feedback to catch
something wrong);

• automatic logging of the frequencies of potentially several ions so that at the push of
a button we can account for coil drifts or run a PNP off-resonance;

• a feedback system to lock the axial frequency to an external frequency reference
(PhaseLock)

• . . .

But the most radical addition to our system, which has realized our wildest dreams of flex-
ibility, is the ICR Script Language. What we have done is built essentially a command line
interface to ICR Master, visible on the right of Fig. 2-3. Almost anything that an operator
can do by pushing buttons on the front panel can now be called by entering a text command
in the “script”. Many commands have parameters, (for example “AxialPulse(A=5)” excites
the axial motion of the ion with a pulse of 5 Vpp), we have control statements (if-then-else,
repeat) and variables. It’s a mini programming language for running our experiment. A
set of commands can be saved as a text file and recalled anytime (it can even be called
from another script). When we have an idea for a new experiment, we can simply write
the script for it and let the computer churn data out overnight! With this system, we have
been able to take a lot more data, with a lot more reproducibility, than we could have ever
imagined. And that has been crucial for building up confidence in our results.
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Unfortunately, the advent of this new computer system did not mean that we could
start a data set and take a week off while the best mass measurements in the world were
happening. I think the level of automation of a system simply sets the level of complexity
of the problems you can tackle with it. This new control system has allowed us to perform
simultaneous measurements on two ions, which is a more complicated sequence of events
than the alternating measurement technique used before. For the measurements presented
in this thesis, a “fully-automated” data set could last for 5-20 hours, but we tried to usually
have somebody in the lab to quickly catch potential problems.

In order to “digest” the vast amount of data that could be generated by our new system,
we also had to automate a lot of the data analysis. We used Igor Pro, as we always had
in the lab, but we developed a whole collection of “ICR functions” that has allowed us to
efficiently perform complicated analysis of large amounts of data. Nevertheless, we were
usually able to generate data faster than we could analyse them — a very new regime for
our experiment. It was important though to have a preliminary feel for what the data
looked like as a guide as to what to do next.

2.3 Electronic Refrigeration

As we will see in Sect. 5.6.1, the main source of random fluctuations in our data, after
magnetic field noise, is the thermal variations in the cyclotron radius. Physically cooling our
detector below 4 K is a sensible option, but would require some engineering. It would also be
limited by the fact that the SQUID won’t work below 1 K. The classical amplitude squeezing
technique demonstrated by our group [7, 8] showed promise to address this problem, but in
the Spring of 2000, we tried yet another approach: electronic refrigeration. The idea is to
cool the effective temperature of the detector, i. e., the current/voltage fluctuations near the
resonant frequency, and hence the ion’s axial motion below the 4K ambient temperature of
the detector coil and trap environment. As we will see below, this technique has the added
benefit of improving our signal-to-noise ratio.

The essence of electronic cooling [9] is to measure the thermal noise in our detection coil,
phase shift the signal and then feed it back into the detection circuit. The reason why we
could do this is that our dc SQUID has technical noise much lower than 4K and can measure
precisely the current in the coil in a time shorter than its thermalization time (Q0/ω ∼
30ms). This feedback also decreases the apparent quality factor Q of the coil. The technique
was relatively simple to implement; the most difficult part was building the electronics for
doing this without adding more noise into the system. In practice, we applied the feedback
signal to the lower endcap electrode and relied on the trap capacitance to couple it back to
the detector. Figure 2-4 shows the thermal noise of the coil at different gain settings of the
feedback loop. By looking at the area under each peak, we find that the thermal energy in
the coil is reduced below 4K by the factor Q/Q0, as expected from the detailed solution of
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the circuit (assuming a parallel LRC coupling coil where the resistor R = Q0ω0L has the
usual Johnson noise current). Note that by choosing a different phase shift in the feedback
loop, we can also make the Q higher (and increase the effective temperature).

Using electronic refrigeration, we could easily reduce the noise currents to an effective
temperature as low as 0.5K. With our dc SQUID, the ratio of the peak power to the noise
floor level is about 200 and so the minimum temperature we could achieve is about 0.3K.
Since the only coupling between the ion and the rest of the world is the detector, the ion’s
motion should come into equilibrium with the colder detector, thereby reducing the problem
of cyclotron radius fluctuations. Since this work was done before we developed the two-ion
technique, we could not directly measure the effect of cyclotron amplitude fluctuations on
the cyclotron frequency because of magnetic field fluctuations. We therefore tried to used
parametric amplification to directly show that the ion’s thermal motion was reduced, but
despite several months of attempts, we could never observe any cooling of the ion’s motion.
(If anything, it looked like it was heated up a little.) Still, this technique provided us with
an improved ability to estimate the ion’s parameters (as described below) and we decided
to move on.

Since then, the group of Gabrielse measuring the electron g-factor at Harvard has pub-
lished a demonstration of electronic cooling of their electron’s axial amplitude [10]. One
thing that made it easier for them is that they could directly detect a reduction in the axial
thermal amplitude as a narrowing of the cyclotron resonance. They also had a good idea
to make their feedback affect only the ion (and not the detector): they applied feedback to
the guard ring as well as to the endcap, but with a relative phase (and amplitude) adjusted
so that there was no direct feedback through the trap capacitance. This leaves the Q of
the detector unchanged but cools the ion’s motion. Initially, we had tried to feedback only
on the ion by feeding back on a sideband created by modulating the ring voltage, but did
not have much success. The g-factor’s group approach should be easy to implement in our
experiment. Now that we can make simultaneous measurements of the cyclotron frequencies
of two ions (Chap. 4), it should also be easy for us to directly detect the reduced amplitude
fluctuations as a reduction in cyclotron frequency noise (see Sect. 5.6.1).

Another effect of the feedback during electronic refrigeration is to reduce the transformer
voltage across the trap which is responsible for damping the ion’s axial motion. This
reduces the bandwidth of our signal, increasing our signal-to-noise ratio (the Johnson noise
is a constant current/

√
Hz), and translates directly into a better ability to estimate the

parameters of the axial oscillation of the ion. Using feedback, we were therefore able to
measure the phase of the cyclotron motion of a single ion in the trap with an uncertainty
as low as 5 degrees – more than a factor of 2 improvement. Our ability to determine the
amplitude of the ion signal was also improved, again by more than a factor of 2, and we
could measure the frequency of the axial motion with 4 times better precision. The better
phase noise allows us to obtain the same precision on a cyclotron measurement in a shorter
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Figure 2-4: Thermal profile of the detector coil as a function of the quality factor Q adjusted
with the gain of the feedback. The thermal energy in the coil (area under the peak) is
proportional to Q/Q0, where Q0 is the Q of the detector coil without feedback. This shows
that the negative feedback does indeed reduce the thermal fluctuations in the coil.

time. We can also use the improved signal-to-noise to reduce the cyclotron amplitude we
use, which in turn reduces the frequency shifts due to relativity and field imperfections.
Finally, this technique gives us the ability to arbitrarily select the damping time of the ion
by changing the gain of the feedback. This opens the door for us to very high precision at
small mass-to-charge ratio, (e.g. 6,7Li, 3He, 3H) where we used to suffer from excessively
short ion damping times.

Note that, to keep our system simpler, we did not use electronic refrigeration in all the
two-ion measurements reported in this thesis, but we see no reason why it could not be
done.

2.4 Amplitude Calibration

Knowing the absolute amplitude of the ion’s motion in the trap (in µm) is an essential part
of estimating the perturbations of its normal mode frequencies due to imperfections in the
trapping fields and relativity. Until the Summer 2000, there was a factor of two uncertainty
in our calibration which came from the disagreement between various methods for deter-
mining it (see Sect. 2.3). If we wanted to improve the precision of our measurements, we
needed to resolve this problem and obtain a precise calibration of our ion’s amplitudes.

The improvement in signal-to-noise using electronic refrigeration that we described in the
previous section offered exactly what we needed to address this question. One very simple
way to calibrate the cyclotron radius of an ion in the trap is to measure the relativistic shift
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of its cyclotron frequency. By letting m → γm in the expression for the cyclotron frequency
(Eq. (2.1)) and expanding γ to lowest order in v/c, we obtain

∆ωc

ωc
= − ω2

c

2c2
ρ2

c , (2.10)

where ρc is the cyclotron radius and c is the speed of light. Since ωc ∝ 1/m, this shift is
largest for light ions. Unfortunately, the damping time of the ion decreases with m (see Eq.
(2.7)), and so does our signal-to-noise. But by using electronic feedback to reduce the Q of
the detector as shown in Sect. 2.3, we could keep the damping time fixed, thereby allowing
a precise measurement of ωc at small mass.

We define the cyclotron amplitude calibration ρcal
c by expressing the cyclotron radius of

an ion after being driven for a time δt as

ρc(δt) ≡ ρcal
c Ad δt , (2.11)

where Ad is the nominal voltage on the frequency synthesizer used to generate the cy-
clotron drive (expressed in volts peak-peak or Vpp). In July 2002, we took two nights
of data measuring the cyclotron frequency of a single Ne++ ion (m/q = 10) for various
cyclotron amplitudes (between 50 and 250 µm). We then repeated the same measurement
with Ne+++ (m/q = 6.7). In order to extract the calibration from these measurements, we
had to account for the fact that B2 also shifts ωc quadratically with ρc (see Sect. A.2), but
it was a small correction (4 and 2 % respectively for Ne++ and Ne+++). The effect of C4

was 10 times smaller than that of B2. Using for the first time the automation capabilities of
the new computer control system (Sect. 2.2), we measured B2 by looking at the shift of the
axial frequency as a function of cyclotron radius. The uncertainties in our measurements
of B2 were 18% and 9 % using Ne++ and Ne+++ respectively. The two independent cy-
clotron calibrations we obtained are ρcal

c = 4.248 (68) µm/(Vpp ms) (1.6%) using Ne++ and
ρcal

c = 6.356 (116) µm/(Vpp ms) (1.8%) for Ne+++. Even though these seem discrepant,
they are not since ρcal

c depends on the cyclotron frequency. Indeed, because the transfer
function T (ωc) relating the voltage appearing on the trap electrode to Ad is not flat, ρcal

c

has some dependence on ωc. To probe the transfer function T (ωc), we can compare the
Rabi frequencies Ω associated with the axial-cyclotron coupling for different ions. As shown
in [4], if an electric field of the form εp(xẑ + zx̂) sin(ωπt) is applied near the center of the
trap, the axial splitting is given by

Ω =
eεp

2m
√

ωzωct
. (2.12)

From an “Avoided Crossing” (described in all ICR theses and in [4]), we obtain a value of
Ω (with uncertainty less than 0.5%) from which we can deduce εp. The relative transfer
function at two different frequencies is then given by ratio of the measured εp at these two
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Table 2.1: Measured parameters for the Ne amplitude calibrations

Ne++ Ne+++

fct 13101 769.1 Hz 19 654 625.9 Hz
fz 212 234.0 Hz 212238.2 Hz
fπ 12 889 535.1 Hz 19 442 387.7 Hz

εp
drive (at fπ) 25.26 (14) V/m2 per Vpp (0.5%) 39.51 (11) V/m2 per Vpp (0.3%)
εp

drive (at fct) 25.66 (62) V/m2 per Vpp (2.4%) 39.51 (61) V/m2 per Vpp (1.5%)
B2
B0

(ρcal
c )2 0.93(17)× 10−13 per (Vpp ms)2 (18%) 2.78(25)× 10−13 per (Vpp ms)2 (9%)

ρcal
c 4.248 (68) µm/(Vpp ms) (1.6%) 6.356 (116) µm/(Vpp ms) (1.8%)

ρcal
c (Ne++) 4.127 (132) µm/(Vpp ms) (3.2%)

frequencies. Using this procedure, we found the ratio of the transfer function for our two
calibrations to be T (Ne+++)/T (Ne++) = 1.540 (44) where the error (2.8%) mainly comes
from the small correction we had to make because ωc �= ωπ. Rescaling the ρcal

c (Ne+++) to
the frequency of Ne++, we find ρcal

c = 4.127 (132) (3.2%) which differs from ρcal
c (Ne++) =

4.248 (68) µm/(Vpp ms) by only -2.9%. Because we have more information about the
transfer function around Ne++, we chose to use rccal(Ne++) as the final value and consider
that we confirmed it at the 3% level. Table 2.1 summarizes the numbers included in the
calibration. The final result is then

ρcal
c = 4.25 (13) µm/(Vpp ms) (3 %) (2.13)

with
εp

drive
= 25.66 (62)

V
m2 Vpp

(2.4 %) at fct = 13 101 769.1Hz .

2.4.1 Other amplitude calibrations

We now address the important question: How does this new calibration compare with our
previous routes for determining ρcal

c ?

Shimming B2

Experimentally, we can change B2 by varying the current in one of the shim coil included
in our Oxford magnet. Just before and shortly after our mass measurements of the alkali in
1998-99, we minimized B2 using a C+ ion (see details in [11]). In the process, we obtained
a measured dependence of the axial frequency on the current in the Z2 shim coil (-4.62
Hz/(Vpp2 A) that we can compare with the quoted strength of the shim coil from Oxford
Instrument (0.153 G/cm2) to obtain ρcal

c = 2.31(7)µm/(Vpp ms) for C+, i. e., at fct=
10.914MHz. If we use the measured transfer function ratio (0.82) to scale this to Ne++, we
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find the following value, which is 55% smaller than the calibration reported here.

ρcal
c (Ne++) = 1.89 µm/(Vpp ms) (−55 %) (2.14)

Relativistic shift using C+

On 2/17/99, we performed essentially the same experiment as described here (only one
night) and measured a relative shift in the cyclotron frequency of 7.11 × 10−13 1/(Vpp
ms)2. Combined with the B2 measurement of 2/16/99, this gives ρcal

c = 5.7µm/(Vpp ms)
for C+, i. e., at fct= 10.914MHz. If we use the measured transfer function ratio (0.82) to
scale this to Ne++, we find the following value, which agrees to 10% with the calibration
reported here.

ρcal
c (Ne++) = 4.67 µm/(Vpp ms) (+10 %) (2.15)

Numerical calculations of the trap electrostatics

Trey Porto, a previous post-doc in our group has performed impressive semi-analytical
calculations of the trap electrostatics (and image charge shift [12]). One can express the cy-
clotron radius of an ion after being driven for a time δt in terms of the geometric coefficients
that he has calculated as follows:

ρc(δt)
d

= π

(
C11

d

3C21
d

)(
δt

tπ

)(
Vcyc

Vπ

)√
ωz

ωct
, (2.16)

where Vx stands for a voltage at the electrode and tπ = 1/(2Ω) is the π-pulse time. Using
the calculated values C21

d = 0.0070 and C11
d = 0.0100, the measured parameters for Ne++

(Ω = 0.955 Hz (tπ = 524 ms) for Vπ = 0.5 Vpp) and d = 0.549 cm, fz = 212237.9 Hz, and
fct = 13101768.6 Hz, we find the following value, which agrees to 6.5% with the calibration
reported here.

ρcal
c (Ne++) = 3.97 µm/(Vpp ms) (−6.5 %) (2.17)

Estimate of the detector coil temperature

We can use the amplitude calibration reported here to estimate what the temperature of our
detector coil is. By comparing the ratio of the power in an ion signal at a known amplitude
to the power in the thermal noise of the coil we obtained 3.8K. This is further confirmation
that our calibration is correct.
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2.4.2 Conclusion

We are confident that we now know the absolute amplitude of the motion of an ion in the trap
to 3%, a tremendous improvement compared to the previous factor of 2 uncertainty. Our
measurements of the relativistic shift of Ne++ and Ne+++ rely on a very simple principle and
are practically insensitive to B2 and C4. The fact that both calibrations, done independently
at two different m/q, agree to 3% is a strong check that our method is correct. Finally,
the calibration we obtained is in agreement with almost all previous measurements of ρcal

c

[11] and also with the value extracted from numerical calculations of the trap electrostatics.
Only the value derived from the B2 shimming procedure disagrees by a factor of 2, but
we now feel that all the evidences point to a flaw in that value. It is conceivable that the
shim coil strength quoted by Oxford instrument is off, or modified by the presence of our
apparatus in the center of the magnet.

Once we know ρcal
c , we can apply a cyclotron drive pulse to an ion in the trap and know

what its cyclotron radius is in µm. To calibrate the axial and magnetron modes amplitudes,
we rely on the fact that after a π-pulse

z =


√

ωct
ωz

ρc after a cyclotron π-pulse,√
ωct
ωz

ρm after a magnetron π-pulse,
(2.18)

as shown in [4] (the π-pulse conserves classical action). By comparing the measured am-
plitude of the axial signal after an axial excitation pulse and after a cyclotron π-pulse we
obtain the axial calibration zcal. To find the magnetron calibration ρcal

m we simply need to
find the magnetron drive (nominal pulse amplitude and duration) that produces the same
axial amplitude after a magnetron π-pulse than a given cyclotron drive after a cyclotron
π-pulse.

2.5 Characterizing the Trapping Fields

For very high precision cyclotron frequency measurements in a Penning trap, it is important
that one knows as much as possible about the electric and magnetic fields confining the ions.
Anharmonicities and inhomogeneities lead to frequency shifts that need to be compensated
or corrected for if one wants to reach high accuracy. For the two-ion technique that will
be described in the next chapters, the problem is even more serious since we are no longer
measuring the mode frequencies at the center of the trap, but in a large magnetron radius of
300− 600 µm. We therefore had to spend a significant amount of time and energy precisely
characterizing our trapping fields. The basic idea is to precisely map the frequency of
various modes as a function of its radial position. We also use the fact that we can change
C4 by adjusting the voltage on the guard ring electrode Vgr. The fact that different mode
frequencies are affected differently by different mode amplitudes allow us to single out the
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independent contributions from various coefficients in the expansion of our fields.
The idea of measuring f versus position is not new and had been attempted at some

level by previous members of the group, but it was very painful to realize experimentally.
Two key technical developments opened the door to unprecedented quantitative knowledge
of the anharmonicities and inhomogeneities in our trap. First, James Thompson built a
nice piece of electronics that allows us to add a computer-controlled voltage to the guard
ring electrode (without adding extra noise), exactly as we have always been able to do
with the ring electrode. Then the new computer system described in Sect. 2.2 allowed us to
automate the measurement process. We can now start a 12 hour data set in the evening and
when we come back in the morning, the computer has performed about 2100 measurements
of, say, the axial frequency as a function of the magnetron radius and the guard ring voltage.
Moreover, we can sit down at the data analysis computer and in less than 15minutes have
the result of the analysis. That is a completely different world than where this experiment
was only a few years ago. The amplitude calibration described in Sect. 2.4 is also very
useful to interpret the results.

We performed three types of experiments to measure our field imperfections. We list
them below, along with the trap parameters (as defined in Appendix A) that we can extract
from each:

• fz vs ρm ⇒ D4, Ṽ ◦
gr, and C6,

• fz vs ρc ⇒ D4, B2, and B4,

• fm vs ρm ⇒ D4, Ṽ ◦
gr, and C6.

To interpret the “fz vs ρm” data sets, we plot the measured frequency shift versus ρm

for each value of Ṽgr separately as shown in Fig. 2-5 (Ṽgr is defined by Eq. (5.19)). To each
curve, we fit a polynomial of the form ∆fz = a4ρ

2
m +a6ρ

4
m. We use Eq. (A.12) (in Appendix

A) to relate a4 and a6 to the field expansion coefficients C4 and C6. The coefficient a4

depends linearly on Ṽgr; the slope is related to D4 and the value of Ṽgr for which a4 = 0
gives us Ṽ ◦

gr. We never identified any measurable effect of C8 on our data. We also studied
the dependence of the extracted parameters on the amplitude of the axial pulse used to
measure the axial frequency and the answers behaved as expected within the error bars.
Generally, we use the smallest possible axial amplitude that gives a reasonable signal-to-
noise (z � 200 µm). Finally we even looked for a dependence of the measured values on
changes in room temperature and found that it was 0 ± 0.5% and 0±0.06mV per ◦C.

To analyse the “fz vs ρc” data sets, we go though exactly the same procedure. The
only difference is that the shift from the magnetic field inhomogeneities (Eq. (A.22)) is no
longer negligible (we also account for the relativistic shift). We need to input the values of
V ◦

gr and C6 measured from an “fz vs ρm” data set to extract B2 and B4.
The third type of data sets, “fm vs ρm”, is very different from the other two. To measure

the magnetron frequency, we use the PNP technique applied to the magnetron mode. We
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obtain the frequency shift from the measured phase difference, and fit these curves vs ρm

again with the quadratic and 4th order terms. Fig. 2-6 shows a typical data set. These data
sets are not sensitive to magnetic field inhomogeneities and lead to the same parameters
as those measured by an “fz vs ρm” data set. But because we need the axial mode to be
harmonic to extract the phase, we cannot explore as large a volume of the trap with this
technique and so the precision of the results is less. This problem could be eliminated by
jumping the guard ring voltage to a harmonic setting just before the π-pulse, as described in
Sect. 4.1.6. However it is a “cleaner” measurement since it is done at zero axial amplitude.
The observed agreement between the values of D4, Ṽ ◦

gr, and C6 obtained from the two (very
different) techniques is a powerful check of our results.

Between July and December 2002, we took over 20 data sets to characterize our trapping
fields, interleaved with two-ion measurements using 13C2H2

+/14N2
+and 14N2

+/CO+. The
standard deviation of the measured values of D4, Ṽ ◦

gr, and C6 are 5%, 1.0mV and 10%
respectively. The fact that these parameters do not change in time is giving us further
confidence in our measurement technique. We also made new ions several times during that
period and so it appears that our making procedure does not affect the trap environment.

When we switched to measuring the H32S+/33S+ ratio, we took several other data sets
to characterize the trap environment at a different ring voltage (18.5V instead of 15.6V),
and repeated the procedure for the H28Si+

/
29Si+ measurement. Finally, at the end of

January, we took a few data sets to measure anharmonicities at m/q = 16 (Vr � 9 V) using
CD2. Averaging all the data sets at each mass, we found the values listed in Table 2.2. To
our big surprise, the values of D4, Ṽ ◦

gr, C6, and B2 showed a linear variation with mass (or
Vr)! In the case of Ṽ ◦

gr and C6, this would be expected if we had frozen charge patches on
our electrodes that do not scale with trapping voltages, but it is completely unphysical that
D4, a purely geometric quantity, and B2 depend on Vr. This dependence on mass however
could be eliminated by changing the amplitude calibration ρcal

c at each mass as explained
below.

In Sect. 2.4, we have seen how we calibrated the amplitude of motion of an ion in
the trap to 3 % by measuring the relativistic shift of the cyclotron frequencies of Ne++

and Ne+++. The procedure to adjust this calibration when changing the mass (or fc) of
the ion in the trap to account for the effect of the transfer function (by comparing the
values of εp measured from Avoided Crossings) was also described there . This procedure
is what we had used to determine ρcal

c at mass 28, 29 and 33. But our two-ion technique
provides us yet another way to determine the amplitude calibration. By measuring the beat
frequency between the two strongly coupled magnetron mode, we obtain a measure of the
distance between the ions ρs (in µm) which is independent of ρcal

c . When the center-of-mass
is cooled, ρs/2 should be the same as the rms magnetron radius of each ion, which we
can determine independently by measuring ∂fz/∂Vgr. When comparing the measured rms
magnetron radii (assuming D4 from Table 2.2) to the measured ρs/2, we found that we
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Table 2.2: Measured values of the field imperfections, using ρcal
c from the Ne calibration

and Avoided Crossings data.

Mass D4 C6 Ṽ ◦
gr B2/B0 B4/B0

(u) (10−3) (mV) (10−9/mm2) (10−9/mm4)
16 -0.0321(19) 0.188(25) 66.8(11) 2.08(25) 0.24(11)
28 -0.0695(42) 0.80(11) 82.3(11) 5.31(38) 0.9(73)
29 -0.0707(43) 0.80(10) 84.0(11) 6.8(14) 3.1(97)
33 -0.0836(51) 1.13(15) 89.9(11) 4.5(15) 1.6(18)

had to slightly rescale our calibration ρcal
c by various amounts at different masses to make

them agree. This rescaling of ρcal
c also affected the field imperfection coefficients and the

new “rescaled values” are shown in Table 2.3. The fact that D4 and B2 no longer depend
linearly on mass is a very good indication that that was the right thing to do. However, the
reason why our previous procedure to “transport” the calibration from mass to mass using
Avoided Crossings failed is a complete mystery to us (especially because it worked so well
between Ne++ and Ne+++... and even 33S+).

Since the measured values of D4, C6, B2, and B4 no longer depended on mass, we then
decided to average them all together to extract our best estimates of these parameters to
use in the final analysis of all our two-ion data. These values are given in Table 2.4, along
with the final value of ρcal

c we used at each mass. The only trap parameter still exhibiting a
linear dependence on mass is Ṽ ◦

gr (it is independent of ρcal
c ). This is not a source of concern

as we mentioned above since it probably arises from charge patches. The fact that the
measured values fall so nicely on a straight line (slope = 1.346 (88) mV/u; χ2

ν = 0.16) is a
further indication that our measurements are really what we think they are.

Yet, because of this rescaling, we increase the uncertainty on ρcal
c from 3 % to 7%

(about 1/2 of the largest rescaling). That σρcal
c = 7% uncertainty is the value we used in

our analysis of all the two-ion data presented in this thesis. We also were very conservative
in taking the uncertainty on our measurement of ρs, σρs to be 5%. Even though we found
the measured values of ρs to be reproducible at the 1 % level, we wanted to allow for the
possiblity of a systematic error in this measurement.

2.6 Detector Frequency vs Atmospheric Pressure

The resonant frequency of our detector fcoil varies from day to day over a few Hz. Ex-
perimentally, that is slightly inconvenient since it means that to keep the axial frequency
of an ion in the trap on resonance, we need to continually adjust the ring voltage and the
frequencies of our coupling pulses (fπc, fπm). About a year ago, we plotted for the first
time fcoil and the atmospheric pressure vs time together on the same graph and the result
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Table 2.3: Values of the field imperfections adjusted for the rescaling of ρcal
c to make the

rms magnetron radius equal to ρs/2.

Mass Rescaling D4 C6 Ṽ ◦
gr B2/B0 B4/B0

(u) factor (10−3) (mV) (10−9/mm2) (10−9/mm4)
16 1.58 -0.0800(48) 1.17(15) 66.8(11) 5.19(63) 1.48(70)
28 1.1246 -0.0879(53) 1.28(17) 82.3(11) 6.72(49) 1.4(12)
29 1.088 -0.0836(51) 1.12(15) 84.0(11) 8.0(17) 0.4(14)
33 0.9668 -0.0782(47) 0.99(13) 89.9(11) 4.2(14) 1.4(16)

Table 2.4: Final values for the parameters characterizing our trap used in the analysis of
all the two-ion data.

Mass ρcal
c D4 C6 Ṽ ◦

gr B2/B0 B4/B0

(u) µm/(Vpp ms) (10−3) (mV) (10−9/mm2) (10−9/mm4)
16 4.32(30) -0.0821(42) 1.12(12) 66.8(11) 6.10(55) 1.19(52)
28 21.9(15) -0.0821(42) 1.12(12) 82.3(11) 6.10(55) 1.19(52)
29 22.1(15) -0.0821(42) 1.12(12) 84.0(11) 6.10(55) 1.19(52)
33 21.0(15) -0.0821(42) 1.12(12) 89.9(11) 6.10(55) 1.19(52)

is shown in Fig. 2-7. The correlation is almost perfect, except for a few discrete steps
in the frequency that are related to liquid helium and nitrogen fills of the experimental
dewar. The source of our atmospheric pressure data is the value recorded every hour at the
Station 44013 of the National Data Buoy Center (25 miles east of Boston) available online
(http://www.ndbc.noaa.gov/station page.phtml?$station=44013). The dependence of the
detector’s frequency fcoil on the atmospheric pressure Patm is found to be

∂fcoil

∂Patm
� 0.1629 (3) Hz/mb . (2.19)

From a quick “back-of-the-envelope” calculation of the expected variations in the res-
onance frequency of our detector coil from changes in its physical dimensions (using the
Young’s modulus and thermal expansion coefficient of niobium), we predicted an order of
magnitude smaller dependence. Thus the physical explanation of this dependence is not
perfectly clear, but could be related to physical movements of the apparatus (or cabling)
changing the capacitance in our detector’s circuitry.

Our discovery of this dependence has allowed us to predict what the frequency will do
in the following days by looking at a weather map. In our two-ion technique the drifts of
the detector’s frequency is not relevant compared to the detuning of the ions during our
measurements (> 15 Hz), but it affects the cooling between each PNPs. A drift of fcoil by
2.5Hz would lengthen the damping time of the ion by a factor 2. So during long data sets,
we made sure that the ion was cooled at an axial frequency within 2 Hz of fcoil.
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Figure 2-7: Our detector’s resonant frequency fcoil as a function of time (over about a week).
This shows the very clear dependence of fcoil (circles) on the atmospheric pressure, also
shown as the solid line. The dependence is found to be 0.1629(3) Hz/mb. The barometric
pressure was recorded at the Station 44013 of the National Data Buoy Center (25 miles east
of Boston).
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Chapter 3

Two Ions in One Trap

There are two different approaches to measuring the mass of an object. The first one is to
hang the object on a spring and measure the resulting displacement. If the displacement
reading is then calibrated by hanging an object of a known mass on the same spring, the
unknown mass can be determined — if nothing else has changed. If one seeks high precision,
one quickly realizes that the assumption that nothing else has changed is true only to a
certain extent. To work around this problem, one can compare the two objects on a balance,
thereby directly comparing the two masses to one another. That principle has been used
for ages to obtain precision when comparing macroscopic masses. But for the masses of
atoms and molecules, where precision is even more desirable, all the mass spectrometry
techniques used today are analogous to the spring method above. The reason why it has
been nevertheless possible to achieve high precision is that the spring is typically replaced
by a magnetic field, which can be extremely stable in time. Still, just like in the case of
the spring, fluctuations in the magnetic field has limited the best mass comparisons in the
world. The topic of this thesis is a new technique that we have developed, which effectively
put the two ions to be compared on a balance. It opens the door to much higher precision.

I must acknowledge that I did not come up with the idea of simultaneously trapping
two ions. Eric Cornell, David Pritchard and Deborah Kuchnir laid down the basis of this
method about 10 years ago [13, 1], and various members of our group have expanded on
their ideas [14, 15]. What James Thompson and I did was to make it a reality, demonstrate
that it leads to a much improved accuracy, and determine a few important mass ratios using
it.

James and I have worked very closely all along and contributed as a team to almost
every aspect of the development of the two-ion technique. We have had to make a very
arbitrary division of the topics we would discuss in our respective theses. To write things
up more efficiently, we decided that he would describe in details the dynamics of the two
ions in the trap, and all the tools we developed to experimentally measure and control
the motion of the ions. Our discovery of the novel cyclotron frequency shift arising from
polarization forces, and our measurement of the dipole moment of CO+ will also be covered
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in his thesis. To make my thesis somewhat self-contained, I will present in this chapter a
very brief summary of these topics. The following three chapters will describe “my” part
of the division: the simultaneous measurement technique (Chap. 4), the various sources of
errors associated with it (Chap. 5), and finally the two mass ratios we have measured for a
new test of special relativity (Chap. 6). But before diving into the details, I give below an
overview of the technique and some motivations for our work.

A quick comment about publications. We have not yet submitted any papers presenting
results from our two-ion technique. (The publications resulting from a few conferences
attended last summer [16] discussed some of the new tools we have developed but did not
present any results.) The reason is essentially that we performed the final analysis of our
data only recently because we were too busy taking more data. Once we understood the
source of the jumps in the 14N2

+/CO+ data, things started working so well that we collected
data as fast and as long as we could. The move of the experiment to Florida and the desire
to graduate in June 2003 was setting a strict deadline for us. Now that we have stopped
taking data, we are writing up our results in at least three publications:

1. A demonstration of the two-ion technique (using the data from the 13C2H2
+/14N2

+),
describing our new tools to measure and control the motion of the ions, the tremendous
gain in precision we have, and our control of systematic errors at the 10−11 level.

2. A description of the novel effect of polarization forces on precise cyclotron frequency
measurements, with our non-perturbing observation of the quantum state of a single
molecule over many days and a measurement of the dipole moment of CO+.

3. A report of the other two mass ratios we have measured involving sulfur and silicon
isotopes for a new test of special relativity.

We are also considering writing a fourth, longer paper describing in more details the
two-ion technique.

3.1 Motivation and Overview

Before this work, high-precision mass measurements were done by alternately creating in-
dividual ions of the two species being compared and measuring their cyclotron frequencies
separately. The precision of this technique is limited almost entirely by temporal fluctua-
tions of the magnetic field. The relative magnetic field fluctuations for our apparatus are
typically 3 × 10−10 during the several minutes required to trap a new single ion. We were
also restricted to take precision cyclotron frequency measurements only during the period
between about 01:00 and 05:30 at night during which Boston’s electric subway is not run-
ning†. Figure 3-1 shows the random fluctuations of about 4mG (1mG = 10−7 T) that the

†Saturday night was the best night to take data because the subway starts one hour later on Sunday
morning.
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Figure 3-1: The magnetic field in our laboratory, as recorded by a magnetometer.

subway creates in our lab during the day. Given that our 8.5T magnet has a shielding
factor of about 8, the cyclotron frequency of an ion is shifted by about 1.5× 10−9 for each
mG change in the external magnetic field. Thus during the day, ωc is randomly fluctuating
by about 6 × 10−9. The sudden jumps during the night visible in Fig. 3-1 are caused by
the elevator of the building. We had to shut it down (after negotiating with the night-shift
janitors!) during our precise cyclotron frequency measurements.

To avoid the effect of magnetic field fluctuations, we decided to make simultaneous
measurements of the cyclotron frequencies of the two ions being compared. Simultaneously
comparing the cyclotron frequencies of two different ions in the same trap offers the best
protection against magnetic field fluctuations and field gradients, but introduces a new
complication: ion-ion perturbations. To keep the Coulomb interaction between the two
ions under control, we need to keep them about 1mm apart from each other. In order to
achieve this we park the two ions on a common magnetron orbit with a radius of 500µm. In
the next Section, we will explain why the two ions stay on opposite sides of the trap on this
orbit, always 1 mm away from each other, and briefly how we get them there. This solves the
ion-ion interaction problem, but it means that we are no longer measuring the cyclotron
frequencies of the ions near the center of the trap. Being about 500 µm away from the
trap center makes our measurements a lot more susceptible to electric field anharmonicities
and magnetic field inhomogeneities. As we will see in Chapter 5, our solution has been to
characterize our trapping fields to an unprecedented level (see Sect. 2.5) and optimize the
trap so that the various contributions to the cyclotron frequency shifts all cancel out for a
given measurement. Another general problem is that all the sources of errors we dismissed
before as “below our uncertainty of 10−10” have to be accounted for and brought under
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control. Fortunately the majority of them are vastly reduced because of the simultaneous
nature of the measurement and also because we used pairs of ions with very similar masses
(∆m/m ≤ 6 × 10−4). For example the requirement on voltage stability is greatly relaxed:
to reach a final precision of 10−11 with the alternating single ion technique, the voltage has
to be stable to 1×10−8 (!), whereas this requirement is only 1.5×10−5 in our simultaneous
technique because both ions experience the same electric field.

It is worth mentioning here that there are other approaches one could take to tackle the
problem of magnetic field fluctuations. We have spent some time thinking about a double-
trap system in which we could make simultaneous measurements on a pair of ions located
in two traps one above the other. To cancel the systematic difference in magnetic field
between the two trap centers (∼2.5 cm away in the current version), we would periodically
exchange the position of the two ions. VanDyck at the University of Washington has taken
the “engineering” approach by redesigning his magnet/cryostat and has demonstrated a
very impressive temporal stability for his magnetic field of less than 2×10−11 per hour [17].
His main limitation now is voltage stability, since he does not perform simultaneous mea-
surements. For their comparison of the antiproton and proton masses, Gabrielse et al. have
simultaneously trapped p̄ and H+- by alternately storing one of them in a large cyclotron
orbit (ρc > 1.6mm) [18]. That has allowed them to repeatedly make measurements on
these species which are very difficult to load. However, because they performed alternating
measurements too, they were still subject to magnetic field fluctuations.

3.2 Magnetron Mode Dynamics

In order to keep systematic errors small and for many other reasons that will become
apparent in the next few sections, we simultaneously trap two different ions with very
similar masses – typically with ∆m/m ≤ 10−3. In [13], Cornell et al. have described
the dynamics of such a pair of ions in our Penning trap. I will briefly summarize the
main results here to make the thesis more complete and establish the notation that I will
use in the next chapters (which is slightly different from the one of [13]). The reader is
also referred to James Thompson’s thesis for a more complete discussion of this topic and
insightful interpretations of the results.

In contrast to Cornell et al. we refer to our two ions as ‘ion 0’ and ‘ion 1’ (instead of
1 and 2). The fundamental reason is that in developing the new computer control system
for the experiment and expanding it for working with two ions simultaneously, that was a
much more convenient convention; boolean correspond to 0’s and 1’s, not 2’s. The downside
of our convention is that we have lost the very nice possibility of giving the suffix 0 to the
average properties of the two ions; we use the traditional (but more awkward) over bar
instead (like m̄). We use the suffix ‘2’ to refer to differences between properties of the two
ions — we always subtract 0 from 1, e. g., ωc2 ≡ ωc1 − ωc0. In doing so, we have favored
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compactness at the cost of some clarity (ωc10 would have been less confusing for example).
By convention, we always define ion 0 as the heavier ion such that

m0 = m̄(1 + η)

m1 = m̄(1 − η)
⇒

m0 > m1 , fz1 > fz0 ,

fct1 > fct0 and fm0 > fm1 .
(3.1)

This definition makes η = ∆m/(2 m̄). We define the ion-ion Coulomb interaction expressed
as an angular frequency (in CGS)

Ω2
E ≡ e2

m̄ρ3
s

, (3.2)

where ρs is the radial distance between the ions, m̄ is the average mass of the two ions
and e is the charge of the electron. To characterize the strength of the ion-ion coupling, in
frequency units, we write the effective axial and radial “Rabi frequencies”

Ωρ =
2Ω2

E

ω̄c
and Ωz =

Ω2
E

2 ω̄z
. (3.3)

At m = 28 and ρs = 800 µm, Ωρ/2π � 0.10Hz and Ωz/2π � 0.58Hz. Because the magnetron
frequency is to first order independent of mass (see Eq. 2.5), Ωρ is much larger than the
difference between the magnetron frequencies of the two ions for all the pairs we used.
That means that the two individual magnetron modes are no longer independent, and the
dynamics is better described in terms of two collective magnetron normal modes that we
call the ‘center-of-mass’ mode (COM) and the ‘difference’ mode. If 	ρ0 and 	ρ1 are the
vectors in the radial plane (z = 0) from the center of the trap to the position of ion 0
and 1 respectively, then the new mode amplitudes are 	ρcom ≡ (	ρ1 + 	ρ0)/2 (center-of-mass
vector) and 	ρs ≡ 	ρ1 − 	ρ0 (separation vector), as shown in Fig. 3-2 (a). The COM mode
corresponds to the center-of-mass of the ions orbiting at the average magnetron frequency
(∼ 5 kHz) about the center of the trap. The difference mode corresponds to an E × B

drift of the ions about the center-of-mass due to the Coulomb interaction between them.
The frequency of the difference mode is Ωρ/2π ≈ 0.10Hz higher than that of the COM
mode. From conservation of energy and canonical angular momentum, one can show that
the amplitudes of both modes, ρs and ρcom, are approximate constants of the motion [13].

This coupling of the magnetron modes is actually very useful from our point of view,
and that is why we work with pairs of similar masses. Since ρs is constant, the possible
systematic errors associated with the Coulomb interaction between the ions are at least
constant in time. Also the slow rotation of the ions about the center of mass (with a period
Tswap = 2π/Ωρ � 10 s) insures that, on that time scale, the two ions will average out the
spacial inhomogeneities of the magnetic field. If ρcom = 0, i. e., the center-of-mass is at the
center of the trap, the ions go around the trap center on almost the same magnetron orbit
(on opposite sides), and experience nearly the same fields at all times. That is the ideal
configuration for a precise comparison of the ions’ cyclotron frequencies. We have developed
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Figure 3-2: Two-ion magnetron modes dynamics. The magnetic field is pointing out of
the plane of the figure. The center of the trap is indicated by a cross and the center-of-
mass of the ions is the small gray dot. Because of the Coulomb interaction between the
ions, the dynamics is better described in terms of two collective magnetron normal modes.
The center-of-mass (	ρcom) orbits about the trap center at the average magnetron frequency
(∼ 5 kHz), and the two ions rotate around the center of mass about 10mHz faster (for
|	ρs| � 800 µm). Note that the distance between the ions |	ρs| is constant in time. (a) If
|	ρcom| ≈ |	ρs|/2, each ion moves in and out of the center of the trap every 10 s. (b) The
ideal configuration for making precise cyclotron frequency comparisons: |	ρcom| ≈ 0, i. e.,
the ions go around the trap center on almost the same magnetron orbit.

tools (briefly described in the next section) to “park” the ions in this ideal configuration.
The biggest benefit of this configuration is to make each ion’s mode frequencies constant in
time. This is very important since we rely on the stability of the axial frequency to detect
each ion’s signal, and perform π-pulses to swap the action between the axial and radial
modes (see [4]).

Because of the finite mass difference between the ions, their magnetron modes are not
100% mixed and the COM normal mode of motion described above is not exactly the true
center-of-mass. Practically, this means that even when the ions are parked in the ideal
configuration, their rms magnetron radius will always be slightly different:

ρm0 =
ρs

2
(1 + δmag)

ρm1 =
ρs

2
(1 − δmag)

where δmag =
η ω̄m

2

2Ω2
E

, (3.4)

where η was defined in Eq. (3.1). The systematic difference in magnetron radii is the source
of the sensitivity of the cyclotron frequency difference ωct2 to trap field imperfections (see
Sect. 5.2). This expressions describe the dynamics of the ions in a perfect Penning trap.
The presence of electric field anharmonicities and magnetic field inhomogeneities will slightly
change δmag and Tswap for example, but generally by no more than 10%.

Finally, it is important to mention that because of their strong mass dependence, the
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axial and cyclotron modes of the two ions remain uncoupled. The differences between the
two axial and cyclotron frequencies are > 30Hz and > 1000Hz respectively for the pairs
we worked with (see Table 4.1). These are clearly larger than the axial and radial Rabi
frequencies defined above: Ωz/2π ≈ 0.58Hz and Ωρ/2π ≈ 0.10Hz, so the frequencies of
these modes are perturbed by ion-ion interactions, but the motions remain independent.

3.3 Two-Ion Loading Techniques

To introduce a pair of ions in the trap, we simply produce the two ions one after the other
using our standard single-ion making procedure: we inject small amount of neutral gas in
the trapping volume and ionize a few atoms with an electron beam (4-20 nA at ∼ keV).
However, since ρs is fixed by the separation distance between the ions when their magnetron
modes couple, we must avoid making them too close to each other. Since our ions are created
near the center of the trap (ρm� 100µm), we create the first ion, clean it up, cool it to the
center of the trap, and then drive it out in a large magnetron orbit (ρm ∼ 1mm) before
making the second one in the center. We have developed a variety of techniques to take
the ions from this configuration where ρcom = ρs/2 to the ideal configuration (ρcom = 0)
in which we want to take precise data. Our initial approaches involved applying discrete
excitation pulses to drive the COM to the center of the trap. However we discovered along
the way a more subtle but more robust way to redistribute the angular momentum between
the center-of-mass and the difference modes in which we essentially modulate the axial
amplitude of one ion to create a resonant coupling between the magnetron normal modes.
That technique has allowed us to place the two ions in the ideal configuration shown in Fig.
3-2 to make precise comparisons of their cyclotron frequencies.

3.4 Diagnostic Tools

By simultaneously trapping two different ions in our Penning trap, we introduce two new
possible sources of systematic errors on our measurement of the cyclotron frequency ratio:
(1) the Coulomb interaction between the ions and (2) the imperfection of the trapping
fields away from the center of the trap. In contrast to our previous technique where we
alternately trapped single ions, we expect that these systematic errors will now completely
dominate our final uncertainty. Since we are doing a high-precision experiment, we cannot
simply rely on our model of the dynamics of the two ions in our trap and start making
measurements. A crucial aspect of the development of this technique has been to invent
new tools to experimentally confirm the model above (in our imperfect trap) and measure
the separation distance between the ions. The big challenge in doing this is that we have
very limited access to the ions. Recall that we can only measure the tiny image current
induced in our detector when the ions are bouncing up and down in the trap and apply
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various rf and dc fields on our trap electrodes. The fact that we somehow manage to extract
precise information on the trajectory of each individual ion in our trap is remarkable to me.

A key observation that lies at the heart of all our diagnostic tools is that in an anhar-
monic trap, the axial frequency depends on the magnetron radius (as shown in Fig. 2-5).
A tremendous technical advance in our experiment was to gain automated control of the
voltage applied to the guard ring electrode, which gives us the ability to easily vary the
level of anharmonicity of our trapping electric field (C4). This has allowed us to map very
carefully our field imperfections (with a single ion in the trap) as described in Sect. 2.5.
Once we know the various coefficients describing our electric and magnetic fields (C4, C6,
B2, . . . ), we can simply look at how much the axial frequency of one ion varies when we
change the guard ring voltage and extract the rms magnetron radius for that ion at that
time; it is clear from Fig. 2-5 that if the axial frequency changes a lot, then the ion is far
from the center of the trap. This gives us a tool to measure ρm for each member of a pair
of ions in our trap independently and verify that their magnetron radii are the same to a
few percent.

If ρcom �= 0, we expect that the magnetron radius of each ion (and therefore ωz if the
trap is made anharmonic) will be slowly modulated over a time scale of Tswap ≈ 10 s. We
have developed a computer-based feedback system to lock the axial frequency of an ion in
the trap to an external frequency reference (referred to as the ‘PhaseLock’ system). Figure
3-3 shows the observed signal when continuously monitoring the axial frequency of one
member of a pair of ions. The “beat frequency” between the strongly coupled magnetron
modes is clearly visible and matches well our expectations from Eq. (3.3). Not only has
this confirmed our model of the dynamics of two trapped ions, but it has also provided us
with a sensitive probe of the ion-ion separation. Indeed, it is clear from Eqs. (3.3) and
(3.2) that Tswap ∝ ρ3

s . Using this technique, we have observed that ρs is indeed constant
in time at the few percent level, even over several days ! When comparing independent
measurements of ρs (say looking at one ion, then the other one) we find that the standard
deviation of the measured values is less than 1%. We have to apply a small correction to
the measured Tswap because of anharmonicities and the fact that we are performing this
measurement with a finite z ≈ 250 µm, but this correction is typically smaller than 5% and
we certainly know it to better than 50%. To be conservative, we give an uncertainty of 5%
to all our measurements of ρs.

The techniques described above allow us to measure the position of the ions in the trap,
but for studying systematic errors, we also need the ability to change ρs. In order to bring
the ions closer together we can slowly reduce the magnetron radius of each ion by applying
a series of very brief coupling pulses between the magnetron mode of each ion and its axial
mode. We need to cool the axial mode between each coupling pulse to avoid driving the
ions into a very large axial motion. By applying magnetron excitation pulses we can only
drive the COM mode. But that introduces angular momentum into the system which we

44



3.0x10
-5

2.0

1.0

0.0

Po
we
r 
(a
rb
.)

900850800750700
seconds

-90

-45

0

45

90

P
h
a
s
e
 
(
d
e
g
)

11.4

11.3

11.2

11.1

11.0

10.9

10.8PI
D 

Co
rr

ec
ti

on
 (

Hz
)

Figure 3-3: Observed signal from our “PhaseLock” system. The bottom graph shows the
instantaneous axial frequency of the 13C2H2

+ in the presence of one 14N2
+ when ρcom �= 0

and ρs ≈ 900 µm. The top and middle graphs show the power and phase of the detected
signal, the latter being used as the error signal of our LabVIEW-based PID feedback loop.
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Figure 3-4: The measured (trap) cyclotron frequency difference ωct2 vs time for 14N2
+/CO+.

The data exhibit abrupt and very large jumps between a few discrete values. Note that
these jumps occurred on average every 8 hours, which made them very painful to study (this
data set spans over 100 hours of data !). After over one year of investigation, we found that
these correspond to black-body induced quantum jumps between the first few rotational
states of the CO+ molecule.

can then transfer into the difference mode (thereby pushing the ions further apart) using
the technique I briefly mentioned in Sect. 3.3.

3.5 N+
2 vs CO+ Mystery

In 1989, Cornell et al. reported the first mass ratio measurement with a precision below
10−9. For their demonstration, they had measured M [CO+]/M [14N2

+] by alternately load-
ing each ion in the trap [6]. In 1992, they used the same pair of ions to illustrate their
proposal for the two-ion technique, although they could not make simultaneous cyclotron
frequency measurements at the time [13]. The reason why 14N2

+and CO+ions were used is
that they are very easy to load in the trap using N2 and CO gas (no fragments produced),
and 28 is a convenient m/q for our setup. Very naturally, that was then the pair James
Thompson and I started working with when we began implementing the simultaneous two-
ion technique in 2000. When we succeeded in directly measuring the difference frequency
between CO+ and 14N2

+, we observed abrupt and very large (∼ 1 × 10−9) jumps between
a few discrete values, as shown in Fig. 3-4. These jumps occurred on average every 8 hours,
which made them very painful to study.

For more than a year, we designed new experiments to track down the source of these
jumps and never succeeded in finding anything that correlated with them. It was a very
frustrating time, but it forced us to think a lot about our system and develop tools to
experimentally probe every aspect of the behavior of the ions in the trap that we could
think of. I think the results I will present in the next few chapters would have never been so
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complete had we not made that “unfortunate” choice at the beginning. For the longest time,
we did not know what to wish for: finding that we had been making a silly experimental
mistake all along (flip a switch and everything would be fine), or realizing that we had
overlooked some physics principle related to the dynamics of two ions in a Penning trap
that would prevent this technique from ever working (in which case we were ready to move
on to the double-trap approach). In the end, the explanation turned out to be the best of
all possibilities: some scientifically interesting phenomenon that could be avoided with a
careful choice of molecules.

Correcting the measured phases for the ambient magnetic field noise using an external
magnetometer showed that it was the cyclotron frequency of CO+ that was jumping in time.
The explanation hinges on the fact that CO+ has a very large dipole moment (∼ 1 e a0)
that gives it a large dc polarizability α. Because it moves very quickly in a large magnetic
field, the molecule sees in its own reference frame an effective electric field 	E = 	v × 	B that
“pulls” the center-of-charge of the molecule away from the center-of-mass, thereby shifting
the cyclotron frequency. In other words the polarization energy −αE2/2 = −αB2v2/2 leads
to an effective mass increase proportional to the dc polarizability of the molecule. Hence the
cyclotron frequency depends on the quantum state of the molecule. The observed jumps
can then be explained as 4 K black-body photons inducing quantum jumps of the CO+

molecule between its lowest rotational states. To our big surprise, the predicted shift and
rate of transition from this model matches our observations quite well. We even hope to be
able to extract the first experimental measurement (to our knowledge) of the dipole moment
of CO+ (or any charged molecule) from our data. We will shortly submit the details of our
observations on this effect for publication. The reader is also encouraged to read James
Thompson’ thesis for all the details about this effect.

As soon as we found this explanation, we loaded 13C2H2
+ instead of CO+(still comparing

to 14N2
+) and sure enough the jumps went away. The 32SH+ and 28SiH+ molecules used

in the measurements discussed in Chapt. 6 do have dipole moments but they are much
smaller and their molecular structure is such that they always stay in the ground rotational
state in our trap. We do however have to apply a small correction to our measured ratios
because of this effect. Even the 13C2H2

+ molecule has a bent structure which could lead to
a systematic shift of our measured frequency ratio, but because it is not a diatomic molecule
the molecular structure calculation is much harder to carry out.

Because we wanted to perform mass comparisons below 10−11, we selected molecules to
minimize this polarization force shift. But another approach might be to use it to measure
dipole moments of ions, or to do molecular spectroscopy of single molecules (detecting the
rotational state by this shift ?!). It is a challenging way to do spectroscopy, but in some
cases where it is difficult to obtain large samples (we need only one molecule!), it might be
worthwhile.
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Chapter 4

Simultaneous Measurements on

Two Ions

Once we have a pair of ions in the trap, parked in the ideal configuration depicted in Fig.
3-2, we can make a simultaneous measurement of the cyclotron frequencies of both ions. We
use the same “pulse and phase” (PNP) technique used to measure a single ion’s cyclotron
frequency except that we now apply it to both ions simultaneously. Since the single-ion
case has been discussed in great details in all the previous theses from the MIT ICR group,
the next section will not repeat all the details of the measurement technique, but give a
general outline, emphasizing only the aspects that are new.

4.1 Simultaneous Measurement Sequence

In contrast to the magnetron modes of the two ions which are strongly coupled by the
Coulomb interaction (see Sect. 3.2), the two axial and cyclotron modes remain nearly
independent. Since ωz and ωc depend on mass, the axial and cyclotron frequencies of the
ions are well separated as can be seen from Table 4.1. This is a key feature in all the pairs
we chose to work with since it allows us to address each ion’s cyclotron mode separately.

Table 4.1: Typical mode frequencies for the pairs of ions which we worked with. The
subscript 2 refers to the difference frequency (fct2 = fct1 - fct0), and the overbar indicates
the average quantity for the pair ( f̄ct = (fct0 + fct1)/2).

ion 0 vs ion 1 m̄ (u) η (10−4) fz2 (Hz) f̄ct (Hz) fct2 (Hz)
13C2H2

+/14N2
+ 28.013705 295 2.89 61.4 4 670 686 2 706

14N2
+/CO+ 28.007662 853 2.00 42.6 4 670 685 1 873

H32S+/33S+ 32.975128 527 1.28 27.2 3 966 353 1 016
H28Si+

/
29Si+ 28.980074 562 1.42 30.3 4 514 608 1 288
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The basic sequence for a cyclotron frequency measurement is called a PNP (for Pulse aNd
Phase). It consists of four steps (the typical time for each step is indicated in parentheses):

1. Cyclotron Drive (30 ms) The cyclotron mode of each ion is driven to a radius of about
70 µm using a dipole electric field generated by the split guard ring electrodes.

2. Evolution Time (0.1 s - 10 min) The cyclotron motions of both ions are allowed to
evolve for a time Tevol. During that time, the ions accumulate phase completely “in
the dark”, i. e., not coupled to any detector.

3. π-Pulse (300 ms) The cyclotron motion of each ion is phase coherently converted into
axial motion by applying an rf quadrupole electric field for just the right amount of
time for a complete transfer (π-pulse — see Sect. 2.1.2).

4. Axial Ringdown (8 s) The axial motion of the ions induce a signal in our detector
that we record. From this signal, we extract the phase (and frequency) of each ion’s
axial motion. This phase is related to the phase of the cyclotron motion at the start
of the π-pulse by only a constant phase offset (independent of Tevol).

A cyclotron frequency ratio measurement consists of a series of PNPs with different
evolution times Tevol. The slope of the measured axial phase vs Tevol gives the cyclotron
frequency of each ion. Since we use two ions with very similar masses, their mass ratio is
mostly determined by the cyclotron frequency difference between the two ions, which we
can obtain from the axial phase difference vs Tevol. Note that because of magnetic field
fluctuations, we loose track of the total phase accumulated by an individual ion in a few
minutes, but since we are interested only in the relative phase, we can let Tevol be as large as
30 minutes. There are many technical details one has to worry about to make this technique
work. The main ones are presented in the following sections.

4.1.1 Phase Coherence

If we are to compare the phases from one PNP to the next, we need to maintain phase
coherence, i. e., two identical PNPs should result in the same measured phase (within the
detection noise). There are many arbitrary phases in the system like the relative phase of the
two initial cyclotron drives or the phase shifts from the electronics between the frequency
synthesizers and the trap electrodes. The key to this technique is to make sure that all
those arbitrary phases are constant from one PNP to the next and do not vary when we
change Tevol. That is done by rounding all the frequencies on the synthesizers to integers
and triggering the start of every PNP with a 1 Hz signal derived from the 10MHz clock
which we use as reference for all frequency synthesizers. (One of my first electronics project
in the lab was to modify the “Clock Box” to output a 2Hz signal so that one could round
the synthesizers frequencies to 0.5Hz if more frequency resolution was needed). For all the
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Figure 4-1: Detected signal from a 13C2H2
+/14N2

+ pair of ions. This graph shows the
power spectrum of the induced currents in our detector from the axial motion of the ions
after a PNP (recorded for 8 s). The amplitude of axial oscillations is about 330 µm for both
ions. The Lorentzian thermal noise profile (4K) of the detector coil is clearly visible in the
middle. Due to the mass difference between the ions, their axial frequencies are clearly well
separated (fz2 � 61.4Hz in this case). We adjust the trapping voltage so that the ions’
signals are symmetrically located on each side of the resonant frequency of our detector
(250Hz).

measurements presented here, we did not directly measure what is referred to in other theses
as “HP Phase”, namely the relative phase of the cyclotron drive, cyclotron coupling and
mixer synthesizers. It was superfluous because we did not change any of the synthesizers
frequencies for the entire duration of a measurement (5–15hours). Doing so destroys the
phase coherence but had to be done when making alternating measurements since we did
not have as many synthesizers. In any case, that “HP Phase” determines the offset in fitting
the phase vs Tevol, but is never required since we are interested only in the slope. The phase
coherence requirement is crucial for this technique and prevents us from changing anything
during data taking that would change the relative phases of the frequency synthesizers (for
example changing any frequency).

4.1.2 Signal Processing

Figure 4-1 shows the power spectrum of the induced currents in our detector from the axial
motion of the ions after a PNP (recorded for 8 s), i. e., a typical “axial ringdown”. In his
thesis, Vasant Natarajan presented a detailed discussion of the digital Laplace transform
procedure we use to extract the phase for the axial signal of one ion [14]. In all our si-
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multaneous measurements on two-ions, the same procedure was used on each ion’s signal
independently (they are well separated in frequency) and simply subtracted the resulting
phases to obtain the phase difference. Another possibility would have been to directly
extract the phase difference from the data (as was done in the early demonstration of si-
multaneous trapping of two ions [13, 1]) . This could be done by filtering our recorded signal
(amplitude of the current in our detector due to the ion’s axial motion vs time) to select
only the frequency components near the two ions signals and squaring the filtered data.
Squaring the data generates a signals at the sum and difference frequencies. We can then
process only the frequency component at the difference frequency with our standard algo-
rithm to extract the difference phase. The real benefit of this signal processing technique is
that it would allow one to precisely determine the phase (and frequency) difference between
the ions, even if both axial frequencies were “chirping” together (as the axial motion damps
for example). For all the data we took, ions were far from resonance with our detector and
therefore not significantly damping during the 8 s we recorded their signals (τ ≈ 150 s). We
saw no improvement in the standard deviation of the phase differences directly extracted
from the data compared to the independent processing approach, so we used the latter for
simplicity. (But by looking directly at the component at the difference and sum frequencies,
we can observe the magnetron beat frequency in the resolved sidebands limit – see [19])

4.1.3 Phase Unwrapping

Since all the measured phases are between 0 and 360 degrees, we need to manually add to
them an integer multiple of 360◦ corresponding to the total number of full cyclotron cycles.
If the uncertainty on our initial guess of the frequency is 1 Hz, we can in principle wait 1 s
before we loose track of a full cycle. In practice, we are very conservative and we typically
take many PNPs with Tevol between 0.1 and 1 s. By fitting a straight line to the phase
resulting from those short PNPs vs Tevol, we extract a better estimate of the cyclotron
frequency, which can then be used to figure out the number of cycles we need to add to the
PNP with Tevol = 2 s. We then include the “unwrapped” phase at Tevol = 2 s in our fit and
extract an even better estimate of the cyclotron frequency. By repeating this process we can
bootstrap our way up to longer and longer Tevol, or more and more precise measurement
of the cyclotron frequency. Since the standard deviation of the phases measured at a fixed
Tevol is never bigger than 60◦, we can increment Tevol by a factor of 3 or 4 each time and be
confident that we never loose a cycle. The list of evolution times we use typically looks like:
(0.1; 0.15; 0.2; 0.65; 1; 2; 7; 20; 50; 160; 400) s. The longest evolution time is selected to
optimize resolution (see Sect. 5.6.2). When actually taking the data, we like to take about
twice as many points with the longest and the shortest evolution times since those are the
points that contribute the most to the slope. We also somewhat randomize the list of Tevol

to avoid any potential systematic effect from, say, always taking the 160 s PNP after the
50 s one (even though we cannot think of any reason why this should have any systematic
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effect on the phase).
In Sect. 4.3 we will see that in order to extract the mass ratio of the two ions being

compared, we not only need to know the trap cyclotron frequency difference, but also the
individual cyclotron frequencies of each ion (although not so precisely). The individual
frequencies are obtained simply by phase unwrapping separately the phases of ion 0 and ion
1. However, the individual cyclotron frequencies are affected by magnetic field fluctuations
and so unwrapping is impossible beyond the evolution time for which a typical magnetic
field jump affects the phase by 360◦. We typically used 7 s as the longest evolution time
for measuring each ion’s cyclotron frequency; 30◦ noise in the phase then corresponds to a
precision of 2.6× 10−9, which is more than adequate.

Here are a few technical details about the analysis of simultaneous cyclotron frequency
data. The first thing we do is to separate the data according to the evolution time that
was used for each point. We then have a series of phase difference vs time for each Tevol

as shown in Fig. 4-2. We consider each PNP with the longest Tevol (400 s in the example
above) to be one measurement of the cyclotron frequency difference. We refer to those as
the “long-time points”. Each of these measurements was taken at a time tlong, which in our
analysis was taken to be the time of the start of the long PNP. Since we believe that most of
the shot to shot variations in the phase difference (for a given Tevol) are due to measurement
noise, we smooth the phases for all the Tevol except the longest before performing the fitting
procedure described above. We more heavily smooth the points at short Tevol since we have
never seen any drift of the phase vs time in these data. For example for the list of Tevol

given above, we would typically smooth the phases by averaging the nearest 5 points (which
corresponds to about 2 hours) for all Tevol except 50 and 160 s, which we would smooth over
3 points. (We don’t smooth the long-time points at all). Then, to account for the fact that
all PNPs are not taken simultaneously, we perform a linear interpolation between the two
nearest points to determine our best estimate of the phase for each time Tevol at each tlong.
Figure 4-3 shows the measured phases, the smoothed phases and the interpolated phases
for a series of phases after Tevol=150 s. Using the interpolated phases, we can then extract a
cyclotron frequency difference for each long time point, with the fitting procedure (“phase
unwrapping”) described above. The result is a series of measurements of the cyclotron
frequency difference vs time as shown in Fig. 4-4.

4.1.4 Cooling

For simultaneously measuring the cyclotron frequencies of two ions, we execute the entire
PNP sequence described above with the trapping voltage adjusted such that the two axial
frequencies are symmetrically located on each side of the resonant frequency of our detector
(see Fig. 4-1). We refer to this as the symmetric configuration or voltage. In this configu-
ration the damping time of the ions axial motion is very long, i. e., the axial motion damps
very little during the 8 s “ringdown” that we record. For example, the damping time of an
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N2
+ ion 30Hz away from the detector is about 150/,s (from Eq. 2.8). That helps us to

precisely determine the axial frequency and phase of each ion since the signals don’t chirp
due to axial amplitude dependent frequency shifts. However between each PNP, we need
to cool the axial and cyclotron modes of both ions to always start with the same initial
conditions.

To efficiently cool the axial motion of each ion we change the ring voltage to alternately
move each ion’s fz into resonance with the detector which damps its axial motion in a few
seconds (on-resonance damping time τ ≈ 1 s).

If the axial motions remain cold during the evolution time of the PNP and the π-
pulses are perfect, the cyclotron motions are already cooled at the end. But in practice
we need to do extra cooling of the cyclotron modes before restarting another PNP. We do
so by performing another π-pulse in the symmetric configuration to transfer any left over
cyclotron motion into the axial mode. We can then cool again by alternately moving each
ion into resonance. However, remember that the π-pulse swaps the axial and cyclotron
motions and therefore, if either axial mode were not perfectly cooled before this extra π-
pulse, the remaining motion would now be in the cyclotron mode. It is therefore preferable
to perform yet another π-pulse and then cool the axial motions before starting the next
PNP. Note that in the case where the dominant limitation is an imperfect cooling of the
axial motion between the π-pulses, the coldest cyclotron modes are achieved after an even
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number of extra cooling π-pulses. We typically used two cooling π-pulses (so the sequence
after the PNP is: cool, π-pulse, cool, π-pulse, cool) and we found that this was reducing the
cyclotron amplitude fluctuations to the thermal limit (see Sect. 5.6.1), but we may have
been too conservative.

All this cooling between PNPs takes a significant amount of time. For the data presented
in this thesis the entire cooling sequence took about 55 s, which represented on average
about 35% of the data taking time. Reducing the cooling time by a factor of two would
largely eliminate it as a source of concern. One could do the cooling differently by for
example modulating the ring to create sidebands of the ions on resonance with the detector
and cooling them both simultaneously, but it’s not obvious that a significant gain in speed
could be obtained. With an extra frequency synthesizer available, one could also turn on the
axial-cyclotron coupling continuously for each ion on-resonance, cooling the cyclotron and
axial modes simultaneously. Since the phase coherence of that synthesizer is not important,
its frequency could be changed back and forth for the two ions.

4.1.5 Frequency Synthesizers

In order to perform the simultaneous measurement outlined above, we need to be able
to apply four distinct frequencies to the trap: the trap cyclotron frequencies of both ions
(fct0 and fct1) and the corresponding cyclotron coupling frequencies (fπ0 = fct0 − fz0 and
fπ1 = fct1 − fz1). The simplest approach is to have four frequency synthesizers set to those
four frequencies and combine both drives and both couplings together. One alternative
would have been to set one synthesizer to the average fct and use another one to ampli-
tude modulate its signal at the difference frequency fct1 − fct0 (and do the same for the
coupling frequencies)†. One advantage of that configuration is that none of the individual
synthesizers frequencies is resonant with either ion in the trap. That might be preferable
if one is concerned about leakage from the synthesizers into the trap. However we never
had any indication of such a problem and so we did not bother with the extra complexity
of this setup. If leakage were really a problem, one would ideally turn on the amplitude
modulation only when the signals are applied to the trap. We did exactly that for the
coupling frequencies as one of the many things we tested for in our search of the mysterious
jumps in the CO+ vs N2

+ data. In order to keep everything phase coherent we set the
synthesizer providing the modulation to “burst mode” (and we triggered it with the Cyc
Pulse bit of the sequence).

4.1.6 Changing Vgr During the Evolution Time

When we started taking precision measurement data on 13C2H2
+/14N2

+, we observed (low
statistics) that if the guard ring voltage Vgr was very far from V optz

gr during the Ringdown

†All our synthesizers have the ability to amplitude modulate their output based on the signal on an
external input.
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(see Sect. 5.2), the dynamics of the ions tended to be more unstable, i. e., the center-
of-mass mode would “heat up” more quickly (in a few hours, sometimes very abruptly).
We now have a better idea of why that might be: large anharmonicities could induce a
relative change in the magnetron frequencies of both ions when the axial amplitudes are
large (during the Ringdown), which could then result in a small phase advance (or lag)
between the two individual magnetron motions. Angular momentum could thereby slowly
diffuse into the center-of-mass mode [19]. From this model, the ideal Vgr to minimize this
problem is not V optz

gr , but the Vgr that makes fm insensitive to the axial amplitude. Also,
the range of acceptable deviations from the ideal Vgr should be a function of the distance
between the ions ρs, consistent with our observations (∼3mV at ρs=1000 µm, but we never
observed this problem for ρs� 800 µm).

To be able to take data at V optct
gr at large ρs, we expanded our computer control system

to be able to use two different guard ring voltage for the Evolution Time and the Ringdown.
We typically set Vgr to the value we want during the Ringdown all the time, except between
15ms after the cyclotron drive pulse of the PNP and 250ms before the π-pulse. We don’t
know what is the RC time constant to change Vgr at the trap, but extensive testing has
convinced us that it is at least reproducible from shot-to-shot. We add 2 s to all the evolution
times in our list of PNPs to give plenty of time for the voltage to settle even for our shortest
Tevol. Since we measure only the slope of the phase vs Tevol this does not matter — as long
as the magnetic field fluctuations do not affect the measured phase after 2 s, which we have
verified.

4.2 Simultaneous Measurement Results

The result of running series of simultaneous two-ion PNPs with the technique described
above is shown in Fig. 4-4. Each point corresponds to a series of PNP measurements that
include one measurement with the longest evolution time. For each of these measurements,
we converted the resulting phase difference between the two ions into a frequency difference
using the other PNPs with smaller Tevol (see Sect. 4.1.3). Each data set typically consists
of 5-15 hours of simultaneous PNPs leading to about 15-45 measurements of the cyclotron
frequency difference.

The most striking feature of these data is the flatness of the cyclotron frequency differ-
ence in time. In other words, our measurement of the difference frequency is now completely
independent of magnetic field.

Another impressive characteristic of Fig. 4-4 is that data can now be taken continuously.
There are three main reasons why we can take so much more data now than we used to.
First and foremost, we no longer need to wait until the electrical Boston subway is shut
down for the night before we can take useful cyclotron frequency data. In Fig. 4-4, the gray
bands indicate the 4-hour “quiet magnetic field windows” which were the only measurement
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Figure 4-4: The trap cyclotron frequency difference fct2 as a function of time for
13C2H2

+/14N2
+. The longest evolution time here was 200 s. Each point is the result of

a linear fit of cyclotron phase difference vs Tevol using the phase unwrapping procedure.
This is a exceptionally long data set (4 days!) that shows the stability of the measured
frequency difference with time. The gray bands are the time windows during which the
Boston subway is shut down and so measurements can be done using the single-ion alter-
nating technique.

times available previously. By taking data 24 hours a day, we have gained a factor of 6 in
run time. The second aspect which makes it possible to benefit from all this extra time
is automation of the data taking process. The two-ion technique would never have been
possible without the new computer control system (see Sect. 2.2), but it also streamlined
the data taking process and made it more time efficient (it used to take 30 s to FFT and
graph the ion’s signal each time we looked at it!) Finally, we don’t have to make new ions
all the time. Once we have loaded a pair in the trap, we can perform measurements on it for
many weeks. Together with the automation, this means that we can now take data without
any operator in the laboratory. There are new aspects of the two ion data taking which
require human intervention but those are required only every 5-10 hours and we have even
taken some data sets for 20 hours straight without interruption. During our most intense
data taking period, between 11/13 and 12/01/2002, these intervention were kept to about
30 minutes and we actually managed to take useful data about 75% of the time!

4.3 Deriving the Cyclotron Frequency Ratio

The previous section described how we make simultaneous measurements of the cyclotron
frequencies of two ions in a Penning trap. Now we need to address the question of how to
combine these frequencies to extract the mass ratio of the two ions, and how the precision
of the final answer is affected by our uncertainty in each of these input parameters.
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From every data set, we obtain a series of measurements of the difference between the
cyclotron frequencies of the two ions in our trap as shown in Fig. 4-4. We then quote the
mean‡ as the final value of fct2 for that data set, and use the standard deviation of the
mean as the error σfct2. As described in Sect. 4.1.3, we also extract from the data fct0 and
fct1 vs time, and we average these the same way. Finally, ωz0 and ωz1 are computed from
the average of all the ringdowns. Thus for each data set we obtain the following pieces of
information (in order of precision):

1. The difference between the two ions trap cyclotron frequencies ωct2

(from unwrapping the phase difference φ2 vs Tevol),

2. The trap cyclotron frequencies of each individual ion ωct0 and ωct1

(from unwrapping the individual phases φ0 and φ1 vs Tevol),

3. The axial frequencies of each individual ion ωz0 and ωz1

(from the recorded axial signals),

and an uncertainty associated with each of these frequencies from the standard deviation
of the mean. The best way to combine these to obtain the free space cyclotron frequency
ratio was described in [13]. We begin by defining the ratio

R ≡ m1

m0
=

1 − η

1 + η
=

ωc0

ωc1
. (4.1)

Because we always choose ion 0 to be the heaviest one (lowest axial and cyclotron fre-
quencies), the above definition implies that R < 1. Note that the frequencies in the above
definition are free space cyclotron frequencies. To relate these frequencies to the trap cy-
clotron frequencies that we measure, we write down for each ion the invariance theorem
demonstrated by Brown and Gabrielse [2]:

ω2
c0 = ω2

ct0 + ω2
z0 + ω2

m0 , (4.2a)

ω2
c1 = ω2

ct1 + ω2
z1 + ω2

m1 . (4.2b)

The equations 4.2 apply to a harmonic trap with a pure quadratic potential but have been
shown to remain valid for a non-cylindrical electrostatic field and in the presence of a
misalignment between the electric and magnetic fields axes. Since we use two ions with
very similar masses, we make the approximation

ωm0 ≈ ωm1 . (4.3)

‡We typically compute the unweighted average but we have tried using the weighted and the answer did
not change.
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We also define

ωct2 ≡ ωct1 − ωct0 , (4.4)

and, since the ions share the same electrostatic environment, the definition of R leads to

ω2
z0 = Rω2

z1 . (4.5)

We can then subtract Eq. (4.2b) from Eq. 4.2a and use Eqs. (4.3), (4.4), and (4.5) to
eliminate the frequencies of ion 0. The result is a quadratic equation for R:

R2 −
(

ωz1

ωc1

)2

R −
(

1 −
(

ωz1

ωc1

)2

+
ωct2(ωct2 − 2ωct1)

ω2
c1

)
= 0 , (4.6)

which we then solve to obtain

R1 =
1
2

(
ωz1

ωc1

)2

+

√√√√(1 − 1
2

(
ωz1

ωc1

)2
)2

+
ωct2(ωct2 − 2ωct1)

ω2
c1

. (4.7)

In order to calculate R using the measured frequencies of ion 0 instead, we can make the
substitutions R → 1/R, 1 → 0, and ωct2 → −ωct2 in the above expression to find

R0 =

1
2

(
ωz0

ωc0

)2

+

√√√√(1 − 1
2

(
ωz0

ωc0

)2
)2

+
ωct2(ωct2 + 2ωct0)

ω2
c0


−1

. (4.8)

Note the presence of the free space cyclotron frequencies ωc1 and ωc0 in (4.7) and (4.8)
respectively. To calculate these, we use Eq. (4.2) with the added approximation that
ωmi ≈ ω2

zi/2ωcti. Therefore, to obtain a value of the ratio R, it is sufficient to measure only
ωct2, ωct0 and ωz0 (or ωct1 and ωz1). Since we measure all five frequencies in each data set,
we normally calculate both R0 and R1 from (4.8) and (4.7) and take the average as our
final measure of R. Figure 5-11 (on page 88) shows the difference between R0 and R1 for
the 13C2H2

+ vs N2
+ data. The fact that they always agree (χ2

ν = 1.15) gives us further
confidence in our data. (In particular it lessens the chance that we have missed a 2π in ωct0

or ωct1 since they are “phase unwrapped” independently.)
We now need to discuss the important question of errors. In order to derive the effect

of our uncertainty in ωct2 and ωct0,1 on R, we can expand the square root in (4.7) and keep
only the leading order term containing ωct2:

R1 ≈ 1 +
ωct2(ωct2 − 2ωct1)

2ω2
ct1

≈ 1 − ωct2

ωc1
, (4.9)
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where we have used ωct1 ≈ ωc1 (good to ∼0.1%). From this expression (and ∂ωc1/∂ωct1 =
ωct1/ωc1), we find

∆R

R

∣∣∣∣
ωct2

� −ωct1

ωc1

∆ωct2

ωct1
≈ −∆ωct2

ωct1
and (4.10)

∆R

R

∣∣∣∣
ωct1

� 2η
∆ωct1

ωct1
, (4.11)

where 2η is the fractional mass difference between the ions. To obtain the effect of the
uncertainty in ωz1 on R, we need to include one more term in the square root expansion:

R1 ≈ 1 − ωct2

ωc1

(
1 +

1
2

(
ωz1

ωc1

)2
)

. (4.12)

Using ∂ωc1/∂ωz1 = ωz1/ωc1 and keeping again only the leading order term, we find

∆R

R

∣∣∣∣
ωz1

� 2η

(
ωz1

ωc1

)2 ∆ωz1

ωz1
. (4.13)

Numerically, one can compare the above expressions for ∆R/R with the actual deriva-
tives of (4.7) and find that they are valid to better than 0.5%. For 13C2H2

+ vs N2
+,

2η � 5.8×10−4 and ωz1/ωc1 � 1/21.2. Thus if we want the mass ratio with a relative preci-
sion of 10−11, we only need to measure ωct1 to 1.7×10−8 (or 78mHz) and ωz1 to 7.8×10−6

(or 1.6Hz). The only quantity we need to measure very precisely is ωct2 (to ∼ 50 µHz).

4.3.1 Approximations

In our derivation of the ratio (Eq. (4.7) above), we ignored the mass dependence of ωm (see
Eq. (4.3)) and the effect of a misalignment between the electric and magnetic field axes.
The effect of these approximations will now be estimated. We have also completely ignored
the various frequency shifts due to ion-ion interactions, electric field anharmonicities, and
magnetic field inhomogeneities, but that will be the topic of the next chapter.

From [2], the complete expressions for ωz and ωm in a Penning trap, allowing for tilt
between the electric and magnetic field axes and also for non-cylindrical distortion of the
electrostatic field are

ω2
z �
(

eVr

md2

)2(
1− 3

2
sin2 θm

(
1 +

ε

3
cos 2ϕm

))
and (4.14)

ωm � ω2
z

2ωc

√
1 − ε2

(
1− 3

2
sin2 θm

(
1 +

ε

3
cos 2ϕm

))−3/2

, (4.15)

where θm and ϕm describe the angle between the magnetic and electric fields axes (in spher-
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ical coordinates) and ε accounts for a non-cylindrically symmetric trap (ε is the fractional
difference between the principal axes). In contrast to what is described in [13], I find that
the relation between the axial frequencies of the two ions Eq. (4.5) is not affected by Eq.
(4.14) and is therefore exact§. In [2], Brown and Gabrielse showed that the invariance theo-
rem (Eq. (4.2)) holds true to all orders even in the presence of the above imperfections. In
other words, the trap cyclotron frequency also depends on ε, θm, and ϕm such that the free
space cyclotron frequency is independent of these effects. Therefore, using the measured
frequencies (“perturbed” by ellipticity and tilt) in Eq. (4.7) does not introduce any error
in the ratio. However in practice we don’t plug in a measured value of ωm but use ω2

zi/2ωcti

instead. The question is then: how big of an effect does that have on R? To simplify the
answer, let us set ε = 0 because it’s effect is smaller than that of θm and expand Eq. (4.15)
for small θm. Let us also include the first mass-dependent term of ωm in the expansion for
the ideal trap

ωm =
1
2

(
ωc −
√

ω2
c − 2ω2

z

)
≈ ω2

z

2ωc

(
1 +

ω2
z

2ω2
c

+
ω4

z

2ω4
c

+ . . .

)
. (4.16)

The complete expression for ωm we need to consider is then

ωm � ω2
z

2ωc

(
1 +

ω2
z

2ω2
c

)(
1 +

9
4

sin2 θm

)
. (4.17)

If we don’t use the approximation ωm0 ≈ ωm1, then Eq. (4.6) becomes

R2 −
(

ωz1

ωc1

)2

R −
(

1 −
(

ωz1

ωc1

)2

+
ωct2(ωct2 − 2ωct1)

ωc1
+

ω2
m1 − ω2

m0

ω2
c1

)
. (4.18)

If we treat the added term (∝ ωmi) as a small perturbation and do not consider it’s depen-
dence on R, we find that it shifts the ratio by

∆R

R
≈ ω2

m1 − ω2
m0

2ω2
c1

≈ −η

4

(
ωz1

ωct1

)6(
1 +

9
2

sin2 θm

)
. (4.19)

For our 13C2H2
+ vs N2

+ data and θm = 0.5◦, this gives a shift of −6×10−13 (and −2×10−16

for the term dependent on θm).
The other way in which ωm could have an effect on R is due to our approximation of

the single-ion free-space cyclotron frequencies by

ωci =

√
ω2

cti + ω2
zi +
(

ωzi

2ωcti

)2

. (4.20)

The effect on the ratio due to this approximation (as opposed to using the measured ωmi)

§To break the relation (4.5), one needs mass-dependent trap imperfections, which are pretty hard to
imagine.
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is

∆R

R
=

∂R

∂ωci
∆ωci � 2η

∆ωci

ωci
= 2η

(
ωmi

ωci

)2 ∆ωmi

ωmi
, (4.21)

where we have used Eq. (4.13). Using again Eq. (4.17), we find two possible shifts of the
ratio: one from the mass dependence of ωm

∆R

R
=

η

2

(
ωzi

ωci

)6

∼ 1 × 10−12 for 13C2H2
+/N2

+ , (4.22a)

and the other from the misalignment of the electric and magnetic field

∆R

R
=

9η

4

(
ωzi

ωci

)4

sin2 θm ∼ 2 × 10−13 for θm= 0.5◦ . (4.22b)

Half of the shift from Eq. (4.22a) is cancelled by Eq. (4.19) so that we can safely conclude
that ignoring the mass dependence of ωm introduces an error in our expression for the ratio
(Eq. (4.7)) of less than 1 × 10−12. The effect of trap ellipticity and trap tilt is completely
negligible as it is less than 2 × 10−13. Of course in future work, these corrections could be
added with no significant increase in complexity and do not represent a limitation of the
two-ion technique.

4.4 Obtaining Neutral Mass Difference

In the previous section, we described how we convert the measurable frequencies into a free
space cyclotron frequency ratio, which is simply the inverse mass ratio of the two ions we
compared. But generally, the metrology community (CODATA group) compiles input data
as mass differences between neutral atoms. To go from one to the other, we simply need
to account for the mass and binding energy of the missing electron(s), and the molecular
binding energies if molecules are involved. Since these are small corrections and they are
known relatively well, we can generally do this without loss of precision. We will describe
here the procedure for the case of 13C2H2

+ vs N2
+ as an example. We write the measured

ratio

R =
M [N2

+]
M [13C2H2

+]
=

2M [N] − M [e] + ∆E[N2
+]

2M [13C] + 2M [H]− M [e] + ∆E[13C2H2
+]

, (4.23)

where ∆E[X+] is the amount of energy needed to form the ion X+ from the individual
atoms spaced an infinite distance apart. From (4.23) we obtain
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2M [13C] + 2M [H] − 2M [N] =(
2M [13C] + 2M [H]− M [e]

)
(1 − R) + ∆E[N2

+] − R∆E[13C2H2
+] . (4.24)

Note that the masses of 13C, H and the electron appearing on the right-hand side of the
equation are multiplied by (1 − R) and so do not need to be known very precisely. We
can use the masses from the 1995 atomic mass evaluation [20] with an error of typically
10−8-10−9.

The energy of formation ∆E[13C2H2
+] (for example) is obtained by considering the

reaction

13C2H2
+ −→ 2 13C(g) + 2 H(g) − e− + ∆E . (4.25)

∆E is then obtained from the heats of formation at 0K as follows

∆E[13C2H2
+] = ∆fH

0[13C2H2
+] − 2 ∆fH

0[C]− 2∆fH
0[H] (4.26a)

= ∆fH
0[13C2H2] + IE[13C2H2

+]− 2 ∆fH
0[C]− 2 ∆fH

0[H] .(4.26b)

The heat of formation ∆fH
0is defined as the increment in enthalpy associated with the

formation of a given compound from its elements, with each substance in its thermodynamic
standard state at the given temperature. The standard state is the most stable state at room
temperature, e. g., N2(g), H2(g), or C(gr). Note that we are using here the “ion convention”
in which the heat of formation of the electron cancels out in calculating of the heat of
formation of the ion (the same convention used by the NIST compilation). Whenever the
heat of formation at 0 K of the ion ∆fH

0
(+)ion,0K is found in the literature, we use it directly

in Eq. (4.26a). Otherwise, the heat of formation of the ion is obtained by adding the heat
of formation of the precursor neutral molecule to the adiabatic ionization energy (IE), and
Eq. (4.26b) is used. The isotopic shifts are only a few tenths of a kJ/mol, or a few 10−12 u,
and thus have a negligible effect on the ratio (< 10−13).

All the heats of formation and ionization energies we needed to convert our ratios to
neutral mass differences have been obtained from [21] and the NIST Chemistry WebBook
[22], and are shown in Table 4.3. The neutral mass differences resulting from our mass ratio
measurements are given in Table 7.2.
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Table 4.2: Heats of formation and ionization energies (from [21] and [22]) used to calculate
the energy of formation of the ions we trapped (Table 4.3). The number in parentheses
indicates the uncertainty on the last digits.

Species ∆fH
0 (kJ/mol) Species ∆fH

0 (kJ/mol) Species IE (eV)
H(g) 216.035 (6) S(g) 274.73 (25) C2H2 11.400 (2)
C(g) 711.19 (46) SH(g) 136.5 (50) N2 15.581 (8)
N(g) 470.82 (10) Si(g) 446. (8) CO 14.0140(3)
O(g) 246.79 (10) SiH(g) 374.9 (84) S 10.360 (1)

C2H2(g) 235.76 (79) S+
(g) 1274.31 (40) SH 10.422 (1)

N2(g) 0. (0) SH+
(g) 1143.0 (40) Si 8.1517(1)

CO(g) −113.81 (17) Si+(g) 1232.2 (40) SiH 7.90 (7)
N2

+
(g) 1503.303 (40) SiH+

(g) 1140. (11)

Table 4.3: Energies of formation ∆E of the ions we trapped (calculated from the values in
Table 4.2), which we used to obtain neutral mass differences from our measurements. The
conversion factor we used to convert kJ/mol into u is 1.112 650 06(12)×10−11. The number
in parentheses indicated the uncertainty on the last two digits.

ion ∆E (10−12 u) ∆E/m (10−12)
13C2H2

+ −5 772. (14) −206.14 (49)
14N2

+ 6 249.3 (23) 223.191 (81)
CO+ 3 119.4 (56) 111.41 (20)
33S+ 11 121.8 (52) 337.03 (16)

32SH+ 7 257. (45) 219.9 (14)
29Si+ 8 748. (100) 301.6 (34)

28SiH+ 5 321. (154) 183.5 (53)
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Chapter 5

Sources of Error in the Two-Ion

Technique

We now turn to the very important topic of errors in our measurements. In Sect. 4.2,
we have seen the tremendous gain in precision that the two ion technique has allowed.
By simultaneously measuring the cyclotron frequencies of the two ions, we have virtually
eliminated the magnetic field fluctuations as a limitation in our mass comparisons (see
Sect. 5.6). However, this came at the price of a more complex system. The main source of
this new complexity is the Coulomb interaction between the ions, which could potentially
perturb our measurements to a higher level than before. To keep these perturbations small,
we keep the ions ∼1mm away from each other. Unfortunately, this then requires the ions to
be away from the center of the trap, and this makes our measurements a lot more sensitive
to imperfections in our trapping electric and magnetic fields. The first two sections of this
chapter discuss the effect of ion-ion interactions (Sect. 5.1) and trap imperfections (Sect.
5.2) on our measurements of the mass ratio. Both of these aspects could lead to large
systematic errors in our measurements but we understand them well enough to quote a
final relative uncertainty of about 10−11 as shown in Sect. 5.3.

How we analyzed our data and the effect of the various approximations we made (but
excluding the effects of ion-ion interactions and trap anharmonicities) was discussed in
Chapter 4. In Sect. 5.4 we will provide the details of the various corrections we had to
make to our data before extracting the final ratio. Various tests we performed to ensure
that our analysis was not biased will then be described in Sect. 5.5. This chapter will
conclude with a discussion of the current limitations of our two-ion technique (Sect. 5.6).

5.1 Ion-Ion Coulomb Interactions

As we have seen in Sect. 3.2, the main effect of the Coulomb interaction between the
ions is to couple the nearly-degenerate individual magnetron modes, leading to two new
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magnetron normal modes of motion: the center-of-mass mode and the difference mode. In
contrast, the differences between the two axial and between the two cyclotron frequencies
keep these modes independent. However, we expect the frequencies to be perturbed by the
extra electric field from the other ion. The topic of this section is to describe the experi-
mental observations we have made of these perturbations and the limit they impose on our
measurement of the ratio R. In the next two sub-sections, I will briefly summarize various
expressions for these perturbations. For a derivation or explanation of these expressions,
the reader is referred to [13] and James Thompson’s thesis.

5.1.1 Ion-Ion perturbation of the axial frequency

In the limit of small axial amplitudes (
〈
z2
0,1

〉
� ρ2

s), the shift to the axial frequencies is
given by Eq. (2.19) and (2.20) of [13]. The common shift of both axial frequencies and the
shift in the difference are given respectively by

∆ωz0 � ∆ωz1 � −Ω2
E

2 ω̄z
and (5.1)

∆ωz2 ≡ ∆(ωz1 − ωz0) � +
Ω2

E

ωz

Ω2
E

2η ω̄z
2

, (5.2)

where ΩE is the ion-ion Coulomb interaction expressed as an angular frequency — defined
by Eq. (3.2) (page 41). As shown in Figures 5-1, the differential shift is very small but
the common shift is easily observable. By comparing the axial frequency of a single ion in
the trap before and after we load the second member of the pair, we have a rough idea of
the separation between them. Also, when we bring the two ions closer tp each other with
a series of short magnetron coupling pulses (Sect. 3.4) we can monitor ρs by watching the
ions’ axial frequencies. The observed shift usually agrees with Eq. (5.1) within about 20%
. It is not surprising that the agreement is not better since to measure the axial frequency,
we usually excite the axial motion to an amplitude of z ≈ 500 µm, which is no longer
insignificant compared to ρs. When that happens, the effective distance between the ions is
larger and ∆ωz is reduced. James Thompson has numerically calculated an expression for
∆ωz as a function of z. It can be approximated to a good level by a Lorentzian:

∆ωz =
∆ω0

z

1 +
(

2
Γ0

z
ρs

)2 where Γ0 = 1.089 (for zz0 = zz1 = z) , (5.3)

and ∆ω0
z is the common axial frequency shift in the limit of small axial amplitude given by

Eq. (5.1). When we perform a simultaneous PNP to measure ωct2 we observe ωz0 and ωz1

at a finite z, but what we need in our expression for the ratio (Eq. (4.8)) is ωz1 in the limit
of z = 0. We use 5.3 to apply that correction. Of all the corrections we make this is the
largest one but it’s effect on the ratio is still less than 4 × 10−12 at all ion-ion separations
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Figure 5-1: (a) Common shift of the axial frequencies ∆fzi and (b) differential shift ∆fz2 due
to ion-ion interactions as a function of ρs for 13C2H2

+/14N2
+. Note that the differential

shift is smaller than the common shift by about an order of magnitude and has the opposite
sign.
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(see Table 5.4).

5.1.2 Ion-Ion perturbation of the cyclotron frequency

We have considered two effects of ion-ion interactions on the cyclotron frequency. When
linearizing the Coulomb force between two point charges, one gets a common shift of both
trap cyclotron frequencies given by

∆ωct0 = ∆ωct1 � Ω2
E

2 ω̄ct
. (5.4)

Interestingly, for each ion independently the axial frequency shift due to ion-ion interactions
(given by Eq. (5.1)) exactly cancels the shift in ωct common to both ions (Eq. (5.4)) when
the free space cyclotron frequency is computed with the invariance theorem (Eq. (4.2)).
The measured cyclotron frequency ratio is therefore completely independent of these. In
the same approximation, the lowest order shift of the difference frequency between the ions
is given by Eq. (4.11) in [13]:

∆ωc2

ω̄c

∣∣∣∣
dyn

=
Ω4

E

4η ω̄ct
4

. (5.5)

We call this the “dynamical effect” because it can be identified as the shift obtained from
considering the two cyclotron modes as coupled oscillators whose frequencies repel each
other. (On that basis, we conclude that the sign in [13] is wrong, and corrected it in
the equation above.) This shift is very small however (1 × 10−13 for 13C2H2

+/14N2
+ at

ρs = 800 µm) and practically we don’t have to worry about it.
The most important shift of the difference frequency ωct2 comes from considering the

ions as thin rings of uniform charge and keeping higher orders in the expansion of the
Coulomb force. The shift obtained is then given by Eq. (4.14) in [13] (again we believe the
expression has to be multiplied by -1, giving the expression below):

∆ωc2

ω̄c

∣∣∣∣
ρcimb

= −
(

9 Ω2
E

16 ω̄c
2

)
ρ2

c1 − ρ2
c0

ρ2
s

. (5.6a)

If we define δcyc by expressing the two cyclotron radii as

ρc0 = ρ̄c(1− δcyc) and ρc1 = ρ̄c(1 + δcyc) , (5.6b)

then we obtain

∆ωc2

ω̄c

∣∣∣∣
ρcimb

= −
(

9Ω2
E

4 ω̄c
2

)(
ρ̄c

2

ρ2
s

)
δcyc ∝

1
ρ5

s

. (5.6c)
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We see that there should be no perturbation of the cyclotron frequency difference ωct2

if the two cyclotron radii ρ0 and ρ1 are equal, i. e., if δcyc = 0. Experimentally, a systematic
difference in the two cyclotron radii would arise from an imbalance in the initial cyclotron
drives of the PNP sequence (see Sect. 4.1). We can imagine two possible sources for such
an imbalance: 1) the two synthesizers used for the drives could output signals of different
amplitudes even though they are nominally set to the same voltage, and 2) the small differ-
ence between the two drive frequencies combined with some frequency dependent transfer
function in the electronics between the synthesizers and the trap. The first possibility can
be simply tested by directly looking at the output of the two synthesizers on an oscilloscope.
We can probe the transfer function in the electronics between the synthesizers by comparing
the Rabi frequencies associated with the axial-cyclotron coupling for different ions (i. e.,
measuring the axial splitting from an Avoided Crossing). As we have seen in Sect. 2.4,
the Rabi frequency is proportional to the strength of the electric field used to couple the
axial and cyclotron modes. From these data, the maximum slope in the transfer function
is about 0.40MHz at 3 MHz (Fig. 3-5 in [11]). Since the difference between the cyclotron
frequencies is about 2 kHz, that leads to an upper limit of δcyc = 0.0004. Moreover, the
cyclotron frequencies of 13C2H2

+ and 14N2
+ (4.7MHz) are very near the peak in our trans-

fer function where the slope should be even less. However, we generally take δcyc=0.005 to
be a conservative upper limit for the cyclotron radii imbalance due to these effects. The
relative shift in ωct2 should then be about 4 × 10−12 for ρc = 70 µm and ρs = 600 µm. In
the next section, we will see that purely from various simultaneous measurements on a pair
of ions we obtain the limit δcyc ≤ 0.013. To be conservative, we use this larger value. The
predicted shift in ωct2 is still only 1.1×10−11 at ρs = 600 µm, but grows very rapidly as the
ions are brought closer (like ρ−5

s ).

5.1.3 Observed effect on ratio

Since the shift of ωct2 due to ion-ion interactions scales like 1/ρ5
s , the obvious thing to do is

look for this shift by bringing the ions closer together, hoping that we can observe a change
in the ratio. Unfortunately, many things prevent us from taking data at ρs � 600 µm.

First, there are small technical (but practically significant) issues. It becomes difficult
to look at an ion on-resonance since its axial frequency chirps as it damps due to the
varying ion-ion interaction shift (large at small ρs) (see Eq. (5.3)) . Also if the magnetron
swapping period Tswap gets smaller than a few seconds (Tswap = 4 s at ρs = 600µm) ,
it becomes comparable to the ion’s damping time and our PhaseLock system can’t work.
Our PhaseLock system (mentioned in Sect. 3.4 and discussed in detail in [19]) is crucial
both for measuring the separation distance between the ions and cooling the center-of-
mass magnetron mode. A more fundamental problem however arises from the shot to shot
thermal fluctuations in the radii, which lead to a dramatic increase in cyclotron phase and
frequency noise as the ions get closer (see Sect. 5.6.1).
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Figure 5-2: Fractional shift of the difference frequency ωct2 due to ion-ion interactions for
various values of δcyc as a function of ρs. The gray bands represent an effective uncertainty
on this shift due to a 5% and 7 % uncertainty on ρs and ρcal

c respectively.

In order to probe the effect of ion-ion interaction over the workable range of ρs, we have
done three experiments that will be described below.

Large Cyclotron Radii Imbalance

Since we can’t make ρs smaller than 600µm, another way to directly observe the effect of
ion-ion interactions is to deliberately drive the ions to different cyclotron radii by adjusting
the amplitudes on the cyclotron drive synthesizers to be unequal. The various curves in Fig.
5-2 show the expected ∆ωct2 for different values of δcyc as a function of ρs. Experimentally,
we only need to make a “differential” measurement of the difference in relative phase accu-
mulated by the two ions during a long PNP and see how this varies as we change ρc0 and
ρc1 independently. To make this clear, let’s define the cyclotron phase (in degree) accumu-
lated by ion 0 in a time Tevol as φ0(Tevol) (and similarly for φ1(Tevol)). The relative phase
accumulated between the ions in that time is

φ2(Tevol) ≡ φ1(Tevol) − φ0(Tevol) . (5.7)

Let us further define φ+
2 (Tevol) as the φ2(Tevol) accumulated while ρc0 = ρ̄c(1 + δcyc) and

ρc1 = ρ̄c(1−δcyc). Similarly we define φ−
2 (Tevol) as the φ2(Tevol) accumulated in the opposite

situation, i. e., when ρc0 is smaller (δcyc < 0). So a “Cyclotron Imbalance Data Set” consists
of measuring the difference in φ+

2 (Tevol) − φ−
2 (Tevol). Practically, we also need to measure

the short-time relative phase since it might be different for each configuration, i. e., we
also want φ2(T s

evol) where T s
evol is typically 0.1 s. Thus the measured quantity in these
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experiments is the phase difference (in degree)

∆φ2|imb ≡ φ+
2 (T �

evol) − φ+
2 (T s

evol) −
(
φ−

2 (T �
evol) − φ−

2 (T s
evol)
)

. (5.8)

We convert ∆φ2|imb into a frequency shift using

∆ωct2

ω̄ct

∣∣∣∣
imb

=
∆φ2|imb

360 ω̄ct(T �
evol − T s

evol)
, (5.9)

which should then correspond to twice the result given by Eq. (5.6c). We typically used
δcyc = 0.1 since we are limited in the range of cyclotron radii we can use. If ρc is made
too small, we lose signal-to-noise and the phase noise becomes prohibitively large. If it is
made too large, the axial amplitude of each ion after the π-pulse could be large enough to
briefly decouple the two magnetron motions and therefore heat up the magnetron center-
of-mass mode. T �

evol is typically chosen to be as large as possible to maximize precision
(see Sect. 5.6.1), but such that the expected ∆φ2|imb is much less than 180◦ (say 60 ◦) to
avoid phase unwrapping ambiguity. Table 5.1 and Figure 5-3 show the results of the two
cyclotron imbalance data sets we took with 13C2H2

+/14N2
+, along with the predicted shift

from Eq. (5.6c). The prediction also accounts for the small effect of trap imperfections on
these measurements that can be calculated from the expressions given in Appendix A (the
main contribution here is from the C6ρ

2
mρ2

c term).
The good agreement at ρs = 700 µm is reassuring in that in confirms our model for the

effect of a mismatch in cyclotron orbit size on the difference cyclotron frequency (Eq. 5.6c).
The disagreement at large separation (−16.5(68)× 10−12 or 2.4 σ) is not a major source of
concern since we have made δcyc about 10 times larger than the maximum it could be when
we make precise measurements of ωct2. This means that if the measured discrepancy truly
represents some effect that we did not account for, the size of this effect is less than 2×10−12

at ρs = 1060 µm when we take precise data; and less than 2.5× 10−12 at ρs = 700 µm. This
potential unknown effect is probably not related to ion-ion interactions since it does not
seem to scale with ρs. If anything, it could be related to trap imperfections. The conclusion
is therefore that we have experimentally put an upper limit of 4 × 10−12 for any unknown
effect dependent on the relative size of the two cyclotron orbits δcyc in the range of ρs we
are interested in (700–1000µm).
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Table 5.1: Results of the cyclotron imbalance data sets taken with 13C2H2
+/14N2

+. Both
data sets were taken with δcyc = 0.1. The last column gives the difference between the
observed and predicted ∆ωct2/ ω̄ct.

Data Set
ρs ρ̄c V t

gr T �
evol Observed ∆ωct2

ω̄ct
Predicted ∆ωct2

ω̄ct
∆

(µm) (µm) (mV) (s) (10−12) (10−12) (10−12)

CycData AQ 1060 66 -9.5 1000 -38.7(64) -22.2(23) -16.5(68)
CycData BM 698 66 -3.5 400 -100(17) -80(19) -20(25)
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Figure 5-3: Observed and predicted shifts of ωct2 in the ρc imbalance experiments. The
imbalance was purposefully set to be as large as possible: δcyc = 0.1. The dashed lines
are the two contributions to the predicted shift from trap imperfections and ion-ion inter-
actions. The solid line is the total predicted shift and the gray band around it represents
our uncertainty of the prediction, which is dominated by our uncertainty in ρs (taken to be
5%).
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Varying ρ̄c

Now that we have showed that we understand the effect of a systematic cyclotron orbit mis-
match δcyc on our measurement, we must try to estimate the size of δcyc in our experiment,
i. e., when we make the amplitudes of the two cyclotron drives the same. As mentioned
above, we previously assumed an upper limit of δcyc � 0.01 based on our knowledge of the
transfer function and direct measurements of the amplitudes of the two signals coming out
of the drive synthesizers. In this section and the next, we will describe how we measured
δcyc, or at least experimentally put an upper limit on it with a pair of ions in the trap.

From Eq. (5.6c) we see that ∆ωc2/ ω̄c is also proportional to ρ̄c
2. To check for the

presence of an imbalance in the cyclotron radii, we can therefore look for a dependence
of the cyclotron frequency difference ωct2 on ρ̄c. As in the previous section, we can take
this kind of data in differential mode, i. e., by simply comparing the relative cyclotron
phase accumulated after a time Tevol at two values of ρ̄c. Again we are limited in the
minimum value of ρ̄c we can use by signal-to-noise considerations, but here we can actually
use a larger ρ̄c than we used for the cyclotron imbalance data set. We avoid the large
axial amplitude problem by doing a partial π-pulse, i. e., transferring only a fraction of
the cyclotron motion into the axial mode for measuring the phase accumulated. This
means that we need additional π-pulses to cool the cyclotron modes between each PNP.
The extra amount of time required to completely cool the cyclotron motions eventually
limits the size of the cyclotron motions we can use. (We obviously also need to keep
ρc < ρs/2 to avoid the possibility of a hard collision). Typically, we alternate between
setting ρc0 = ρc1 = ρ̄c

min slightly smaller than what we normally use (by ∼20%) and
then setting ρc0 = ρc1 = ρ̄c

max ∼
√

2 ρ̄c
min. For these “cyclotron average data sets”, it is

particularly important to also measure the relative phase difference after a short evolution
time T s

evol since the different π-pulse time clearly will introduce a phase offset between the
φ2 measured at ρ̄c

min and the one measured at ρ̄c
max. The result of these measurements is

then

∆φ2|avg ≡
(
φ2(T �

evol) − φ2(T s
evol)
) ∣∣∣∣

ρ̄c
max

−
(
φ2(T �

evol) − φ2(T s
evol)
) ∣∣∣∣

ρ̄c
min

. (5.10)

When converted into a frequency shift (using Eq. (5.9)) this can then be plugged in Eq.
(5.6c)

1
360 ω̄ct(T �

evol − T s
evol)

∆φ2|avg =
(

9Ω2
E

16 ω̄c
2

)
4δcyc

(
( ρ̄c

max)2 − ( ρ̄c
min)2
)

ρ2
s

, (5.11)

from which we can extract a value of δcyc. In this case, the effect of field imperfections is
completely negligible. Expressing the result of these data sets as a measured δcyc allows us
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Table 5.2: Results of the “cyclotron average data sets” with 13C2H2
+/14N2

+

Data Set
ρs V t

gr ρ̄c
min ρ̄c

max ∆φ2|avg δcyc
(µm) (mV) (µm) (µm) (10−12)

CycData AM 602 -5.4 66 94 −34(22) −0.045(32)
CycData AKb 602 -5.4 66 94 −52(45) 0.069(63)
CycData BO 694 -9.4 66 94 −10(16) −0.028(45)
CycData BL 698 -3.5 66 94 −21(22) −0.069(73)
CycData AW 1066 -7.1 66 94 3(17) −0.011(349)
Weighted Avg −9.6(90) −0.028(20)

to directly compare them with each other. Table 5.2 gives the results of all the data sets
varying the average cyclotron radii taken with 13C2H2

+/14N2
+. The weighted average of

all the data gives δcyc = −0.028(20), which is not as precise as the result obtained from the
test described in the next section.

Swapping drive synthesizers

Another test we can do to probe for the presence of an imbalance in cyclotron radii is
simply swap the role of the two synthesizers we use for the initial cyclotron drive of the two
ions†. If there is any difference in amplitude calibration between the two synthesizers, we
should obtain a different answer since this effectively flips the sign of δcyc. We cannot do
this in differential mode however because it would involve changing the frequencies of the
synthesizers and that would break the phase coherence across consecutive PNPs. We have
to compare the ratio obtained from two separate data sets taken with identical experimental
parameters (ρs, V t

gr, ρc, etc.) but where the roles of the two cyclotron drive synthesizers
have been reversed. Again, we extract from the observed difference a limit on δcyc

‡. There
are three data sets we can use for this test in our 13C2H2

+/14N2
+ data (at ρs = 700 µm

and V t
gr = −9.5 mV). Averaging ‘CycData BJ’ and ‘ BK’ together and subtracting ‘ BN’,

we find a difference of −6(13)×10−12 in the ratio, which corresponds to δcyc = +0.008(17).

Conclusion

In conclusion, we have experimentally confirmed that we understand the effect of a sys-
tematic imbalance between the two cyclotron orbit sizes (the dominant perturbation of the
difference frequency due to the ion-ion Coulomb interaction) at the 4 × 10−12 level.

When we combine the estimates of δcyc from the previous two sections, we obtain δcyc =
−0.003(13). In our analysis, we use δcyc = 0±0.013, a conservative value given that we had

†Typically HP1 and HP2.
‡Caution: Remember that ∆R � −∆ωct2 to get the sign right.
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Figure 5-4: Uncertainty band on R vs ρs due to ion-ion interactions. δcyc is taken to
be 0.000(13), as measured experimentally from the data sets where we varied the average
cyclotron radii and exchanged the role of the two drive synthesizers. For very small ρs, ωct2

is slightly shifted down because of the contribution from the dynamical effect given by Eq.
(5.5) (remember Eq. (5.15)). The only source of uncertainty is σδcyc since δcyc = 0.

estimated previously that is should not be bigger than 0.005 by directly measuring the size
of the cyclotron drive signals going to the trap and the transfer function. With δcyc = 0.013,
the shift from ion-ion interaction due to cyclotron radii imbalance is less than 4× 10−12 at
ρs = 700µm. Figure 5-4 shows the uncertainty band on our measurement of the ratio due
to ion-ion interactions for δcyc = 0 ± 0.013.

5.2 Trap Imperfections

Even though the main concern in our two ion technique is the Coulomb interaction between
the ions, we have spent a lot more time worrying about the effect of electrostatic anhar-
monicities and magnetic field inhomogeneities on the measured ratio. There are many
reasons for this. First, there is not much we can do about the ion-ion interactions except
move the ions apart, which moves them away from the center of the trap into a region where
the effect of trapping field imperfections is a lot more important. Experimentally, it is also
easier to work with a pair of ions when the separation between them is greater than about
700 µm (for m/q ≈ 30), for reasons described in Sect. 5.1.3. To address the problem of
the sensitivity of our measured ratio to trapping field imperfections, we characterized our
trapping fields very well (see Sect. 2.5). Based on this knowledge, we optimized C4 to make
our measurements insensitive to these imperfections as we now describe.
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The individual frequencies of each ion are shifted by the field imperfections as described
in Appendix A. Since the measured frequency ratio in the two-ion technique is insensitive
to ωm (see Sect. 4.3), we are mostly concerned about ωct and ωz. The shifts of these two fre-
quencies due to electric field anharmonicities (up to C6) and magnetic field inhomogeneities
(up to B4) are

∆ωz

ωz
=
(
−3

2
C4

d2
+

1
4

B2

B0

)
ρm

2 +
(

45
16

C6

d4
− 3

8
B4

B0

)
ρm

4 , (5.12)

∆ωct

ωct
=
(

3
ωm

ωc

C4

d2
− 1

2
B2

B0

)
ρm

2 +
(
−45

8
ωm

ωc

C6

d4
+

3
8

B4

B0

)
ρm

4 . (5.13)

For simplicity, only the dependence on ρm is given above since ρm is necessarily large in the
two-ion method — during Tevol, ρm ≈ 500µm, ρc � 75µm and z � 50µm so that the effect
of ρc and z is a shift of ωct2 of less than 2 × 10−12 independent of ρs. (When calculating
perturbations for our measurements, we also included the effect of finite ρc and z.)

If the two ions had the same magnetron radii, the shift given by Eq. (5.13) for both
ions would exactly cancel when we measure the difference between the two trap cyclotron
frequencies ωct2 ≡ ωct1 − ωct0. But as we have seen in Sect. 3.2, because of the finite mass
difference between the ions, their rms magnetron radii are different:

ρm0 =
ρs

2
(1 + δmag) and ρm1 =

ρs

2
(1− δmag) where δmag =

η ω̄m
2

2Ω2
E

. (5.14)

Remember from Eqs. (3.1) and (3.2) that 2η is the fractional mass difference between
the ions and ΩE is the strength of the Coulomb interaction in frequency units. For scale,
δmag ≈ 1.0 %, 2.0 % and 3.5 % at ρs = 720, 900 and 1100 µm for 13C2H2

+ vs N2
+. To

calculate the effect of field imperfections on ωct2, we simply differentiate Eq. (5.13) and
substitute ∆ρm → −2ρmδmag. Using Eq. (3.2) and ρm → ρs/2 we obtain a function of ρs

only. Finally, since we are ultimately interested in the mass ratio R, we use the definition
Eq. (4.1) which implies that

R = 1 − ωc2

ωc1
≈ 1− ωct2

ω̄ct
, (5.15)

to obtain (in CGS units):

∆R

R
� −∆ωct2

ω̄ct
=

m̄η

256 e2

(
ωz

ωct

)4((
48

C4

d2
ω2

z − 16 B2 ωct
2

)
ρ5

s −
(

45
C6

d4
ω2

z + 6 B4 ωct
2

)
ρ7

s

)
.

(5.16)
Note the very strong scaling with ρs. Experimentally, we can vary C4 by changing the
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voltage applied to the guard ring electrode of our trap. Thus we express C4 in terms of
measurable and controllable parameters:

C4 =
D4

Vr

(
Vgr − V ◦

gr

)
=

D4

Vr

(
Ṽgr − Ṽ ◦

gr

)
=

D4

Vr
V t

gr , (5.17)

where

D4 ≡ ∂C4

∂Vgr
Vr . (5.18)

V ◦
gr is the voltage that we have to apply on the guard ring to set C4 = 0 and V t

gr is what we
call the “guard ring tuning”. The “guard ring difference” Ṽgr is defined as

Ṽgr ≡
Vr

2
− Vgr , (5.19)

and similarly for Ṽ ◦
gr. Note that in all the expressions above, the voltages are taken to be

positive (even though they are negative in reality since we trap positive ions). The trap
geometry was chosen so that C4 should be zero when Vgr = Vr/2 or Ṽgr = 0. We believe the
main reason why Ṽ ◦

gr is non-zero is that we have charge patches which create a constant C4

independent of Vr. Thus as our detector’s resonant frequency changes from day to day, so
does Vr, and hence a fixed C4 then corresponds to a different Vgr. But Ṽgr stays constant
and that is why it is a better parameter to keep track of.

Figure 5-5 shows the shift in the cyclotron frequency difference ωct2 as a function of ρs,
calculated from Eq. (5.16) and using the numerical values in Table 2.4. Also shown are the
individual contributions to the total shift from C4 (for V t

gr = +1 mV), C6, B2, and B4. It
is clear from the figure that the predicted shift is important (1.9 × 10−10 at ρs= 1000µm)
and dominated by the effect of C6 at large ρs. However, we can adjust V t

gr so that the effect
of C4 cancels out all the other contributions at a given ρs. In other words, C4 can be such
that the trap cyclotron frequency of one ion at ρm = ρs/2 is, to first order, independent of
ρm. We call the voltage V t

gr corresponding to this situation the “optimal fct guard ring”
V optct

gr . Similarly, there is an “optimal fz guard ring” V optz
gr for which the axial frequency of

one ion at ρm = ρs/2 is independent of ρm. The expressions for V optct
gr and V optz

gr are given
below:
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Figure 5-5: Fractional shift in the ratio R as a function of ρs due to field imperfections,
calculated from Eq. (5.16) for the pair 13C2H2
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+. The contribution from each term

is also shown. The shift due to C4 is calculated for V t
gr = +1 mV. Clearly the perturbations

are large if V t
gr is kept fixed.

V optct
gr =

B2 d2 ωct
2 Vr

3 D4 ωz
2

+
15 C6 Vr

16 d2 D4

(
4ρc

2 + ρs
2 − 8z2

)
− B4 d2 ωct

2 Vr

8 D4 ωz
2

(
8ρc

2 + ρs
2 − 8z2

)
,

(5.20)

V optz
gr =

B2d
2Vr

6 D4
+

15C6Vr

16d2 D4

(
8ρc

2 + ρs
2 − 4z2

)
− B4d

2 Vr

8 D4

(
ρs

2 − 2z2 + 4ρc
2

(
2
ω2

ct

ω2
z

+ 1
))

.

(5.21)

Experimentally, we can measure R as a function of ρs, and if we always set the guard ring
voltage to V optct

gr (different for each ρs), the answer should always be the same. However,
the uncertainties in our knowledge of D4, Ṽ ◦

gr, C6, B2, B4, and ρs limit our ability to
do this perfectly and thus lead to an “uncertainty band”, which grows very quickly with
ρs. Figure 5-6 shows V optct

gr and V optz
gr as a function of ρs and their uncertainties, and in

Figure 5-7 we plot the uncertainty band for our measurement of R (and each individual
contribution) resulting from this imperfect knowledge of V optct

gr . Both of these plots are
for a 13C2H2

+/14N2
+ pair and the uncertainties in our trap parameters given in Table 2.4.

Recall from Sect. 2.5 that our empirical measurements of D4, Ṽ ◦
gr, C6, B2, B4 all depend on

our amplitude calibration ρcal
c , but we like to keep that dependence separate. That is why

there is a curve labeled ρcal
c in Fig. 5-7. Note that the errors in the uncertainty band for

various ρs are correlated. In other words, if the value of Ṽ ◦
gr were to change by +2mV, all our
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c .

measurements of ωc2 vs ρs would move in the same direction. Therefore these uncertainties
won’t average out as we take more points.

In principle, measuring R at V optct
gr and showing that it does not vary with ρs is all we

need to obtain an accurate measure of R. However to further confirm that we understand
the effect of trap imperfections on R, we also measured it as a function of V t

gr at a few fixed
ρs (see Fig. 5-8). From Eqs. (5.16) and (5.17), we can predict the slope ∂R/∂V t

gr to be

∂R

∂V t
gr

= −∂ωct2

∂V t
gr

=
3 m̄ η

16 d2 e2

D4

Vr

ωz
6

ωct
4

ρ5
s . (5.22)

The solid curve in Fig. 5-9 is calculated from Eq. (5.22) (with associated uncertainty from
σD4, σρs and σρcal

c ) and the points represent the measured slopes at various ρs extracted
from the data shown in Fig. 5-8. The agreement is very good; the χ2

ν of the differences
between measurements and theory is 1.4. This is a very powerful confirmation that our
model for the dynamics of the two ions in the trap is correct (especially our expression for
δmag), that we know the field imperfections in our trap, and that we understand their effect
on the ions’ frequency ratio at the level below the 10−11 level.

5.3 Obtaining the Final Mass Ratio

Between 10/18 and 11/30/2002, we took about 35 data sets to measure the ratio R for a
13C2H2

+/14N2
+ pair in the trap. Each data set consisted of typically 5-15 hours of repeated

measurements of ωct2 in a fixed configuration (ρs, V t
gr, ρc) (see Sect. 4.3). Some of these

79



σD4
σVgr

o

σC6

σB2

σB4

σρs

σρc
cal

*

σTot

700 800 900 1000 1100 1200 1300

-100

-40

0

60

100

U
nc

er
ta

in
ty

 in
 R

  (
10

-1
2 )

ρs (µm)

20

80

-20

40

-60

-80

760 780 800 820 840

4

6

8

0

σD4

σVgr
o*

σC6

σB2
σρs

σB4

σρc
cal

Figure 5-7: Uncertainty band on ∆ωct2/ωct2 vs ρs from trap imperfections. Individual
contributions from σD4, σṼ ◦
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data have already been presented to demonstrate our understanding of systematic errors
and used to extract experimental limits on δcyc. However our goal is to condense them all
to a single number (and uncertainty) representing our final measurement of the mass ratio
M [14N2

+]/M [13C2H2
+].

From each data set, we extract a value of R as described in Sect. 4.3. Because the
individual ion frequencies (ωcti and ωzi) are also shifted by field imperfections, ion-ion
interactions and other effects, we apply some corrections to these frequencies before plugging
them into Eqs. (4.7) and (4.8) (page 59). These corrections have a very small effect on R

but we do it for completeness. See Sect. 5.4 for all the details.
We first divide the data sets according to the separation distance between the ions.

For all the ρs where we have measured R vs V t
gr (as shown in Fig. 5-8), we extract our

best value of R at V optct
gr from the linear fit through the data points. When we only have

one point at a given ρs, we correct the measured value using Eq. (5.22) if it was not
taken at V optct

gr (and add 50% of the correction in quadrature to the error bar). Figure
5-10 shows the resulting measurements of R vs ρs. Superimposed on the data points are
the two uncertainty bands from ion-ion interactions and field imperfections. Clearly, our
uncertainties in ρs, ρcal

c , D4, C6, etc. are such that it is essentially useless for measuring
R to take data beyond ρs � 900 µm . However, we went up to ρs= 1150 µm to check that
we did not miss something important about field imperfections (like the effect of C8 or
B6, . . . ) and to test our model of the dynamics of the ions†. It is very reassuring to see
that the data are all consistent with our expectations. If anything, it looks as if we have
overestimated our uncertainties‡. For ρs � 600 µm many technical difficulties (mentioned
at the beginning of Sect. 5.2 on page 75) quickly make taking data impractical. But down
to ρs � 600 µm, we see no effect at all of the ion-ion interaction, which again confirms that
we have overestimated δcyc. It is important to note that even though we have varied ρs only
by a factor of 2, the size of the various systematic errors have changed by at least a factor
of 30 from one end to the other, and yet all our data points lie within 2 × 10−11 of each
other.

To calculate our best estimate of R from these data points, we must deweight the points
at a separation where the systematic errors are potentially big. We attribute to each point
three error bars: σi

stat is the statistical error from our analysis (the error bars shown in
Fig. 5-10), σi

imp is the potential systematic error at that separation from field imperfections
(given by Eq. (5.16)), and σi

ii is the potential systematic error at that separation from
ion-ion interactions (given by Eqs. (5.6c) and (5.5)).

The average ratio is then the weighted average where each point is weighted by σi
tot

where σi
tot =
√

σ2
stat + σ2

imp + σ2
ii. However, the error returned by the weighted average is

too small because it assumes that the errors on all the points are uncorrelated. This is
†We even went further in subsequent data sets (see Chap. 6)
‡The agreement is even more dramatic in the H32S

+Æ33S
+
and H28Si

+Æ29Si
+
data sets that will be pre-

sented in Chapter 6 (see Fig. 6-3)
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+/14N2
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gr= V optct
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from the current mass table [20])
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clearly not the case for the σi
imp and σi

ii (if our value of C6 is wrong, then all the points are
off in the same direction). For correlated errors, the error in the average is the average of
the errors for the different points. Thus the error on the average ratio is computed as

σR =
√

(σstat)
2 + (σimp)2 + (σii)

2 , (5.23)

where

σ2
stat =

(∑
i

1
(σi

stat)2

)−1

, (5.24)

σimp =
∑

i

σi
imp

(σi
stat)2

/∑
i

1
(σi

stat)2
and σii =

∑
i

σi
ii

(σi
stat)2

/∑
i

1
(σi

stat)2
. (5.25)

Note that if we included all the points, σimpwould be artificially large because of the con-
tributions from the points at the largest ρs. Thus we calculate the error on the ratio by
including only the 5 inner most points in Eq. (5.23). Our best estimate for the value of the
ratio is then given by

(R − 0.999 421 460 7)× 1012 = 188.2(71) (30) (34) (55) , (5.26)

where the first number in parenthesis is the total error on the last two digits (σR), and
the other three are σstat,σimp, and σii. This value is indicated in Fig. 5-10 as the solid
horizontal line with the 1σ confidence interval denoted by dashed lines.

At this point, we have accounted for all the potential effects of ion-ion interactions,
trapping field imperfections, and various other small effects described in Sect. 5.4 on the
next page. The only effect that we have not discussed yet is the polarization force shift,
which I very briefly mentioned in Sect. 3.5. This phenomenon is discussed in full detail
in [19]. For the present measurement, there is the possibility that the 13C2H2

+ is bent
and has a small dipole moment. However, the calculation of the molecular structure of
13C2H2

+ is complicated by the fact that it is not a simple diatomic molecule. We expect
this correction to be small (10−11 range) but at the time of the submission of this thesis, the
calculation has not been done and so we cannot report a final value for this mass ratio. We
are confident that 7.1×10−12 is a conservative uncertainty for the cyclotron frequency ratio
of 13C2H2

+/14N2
+. In the next chapter we will see that the data looked even better for the

other two ratios we measured (H32S+/33S+ and H28Si+
/

29Si+), which further confirms our
understanding of the system and the errors associated with it. However, because we have
not performed an independent measurement of that ratio at a different m/q (see Sect. 5.5.4
below), and because of the uncertainty due to the effect on the polarization force shift on
13C2H2

+, we multiply our error bar by
√

2 to increase our final uncertainty to 10 × 10−12.

84



Table 5.3: Error budget for all our measurements. The numbers quoted are the errors on
R multiplied by 1012. Others include the uncertainty from the polarization shift correction,
and a “safety factor” we include to cover any effect we might have overlooked.

Source of error
Effect on Effect on Effect on

13C2H2
+/14N2

+ H28Si+
/

29Si+ H32S+/33S+

Statistics 3.0 3.3 4.1
Trap Imperfections 3.4 3.4 4.4
Ion-ion Interactions 5.5 4.4 4.2
Total Measurement Error 7.1 6.5 7.4
Others 7.0 2.6 10
Total Error 10 7.0 12

With the adjusted error bar, Eq. (5.26) becomes our premilinary value for R:

R =
M [14N2

+]
M [13C2H2

+]
= 0.999 421 460 888 (10)§ . (5.27)

It is interesting to note that the value above is more than 10 times more accurate than
the predicted ratio from the masses in [20] (and well within the old error bar as you can see
in Table 7.1). Table 5.3 summarizes the various sources of error for this measurement.

It is generally more useful for the metrology community to express this result as a mass
difference of neutral species. The procedure to do so has been described in Sect. 4.4. Using
Eq. (5.27) and the numerical values in Table 4.3 on page 64, we find

M [14N]− M [13C]− M [H] = 0.008 105 862 88 (14) (1.7× 10−8) . (5.28)

The uncertainty on the mass difference is completely dominated by the error on our mea-
sured ratio; the uncertainties on ∆E contribute less than 0.1 × 10−8 to the final relative
error.

Note that we have been extremely conservative throughout this entire analysis. The
agreement of all the data points for R as a function of ρs (especially the point at 1050µm)
is a striking demonstration that we know our trap field imperfections better than we have
claimed in Table 2.4.

5.4 Minor Corrections

This section will discuss various frequency shifts we accounted for in calculating the ratio
R. We corrected our measured frequencies for these effects, although the impact of these
corrections on the ratio is much smaller than the estimated error.

§Preliminary value. Please refer to our future publications for the final value.
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The effect of ion-ion interactions and trap field imperfections on the difference frequency
ωct2 was discussed in the previous sections of this chapter. We never apply any correction
to the measured ωct2 due to ion-ion interaction because our best estimate of the cyclotron
radii imbalance δcyc is 0. For trap imperfections, we usually optimize our trapping fields
to experimentally cancel out any of these effects (by setting the guard ring voltage to
V optct

gr ) and so no correction is necessary either. However, the other two ingredients in our
calculation of the ratio from Eq. (4.8) (page 59), the two single ion’s frequencies ωcti or
ωzi, are also subject to frequency shifts. Because we don’t use the measured difference
axial frequency, we have to apply a correction to the measured ωcti or ωzi to extract their
values in the limit of zero mode amplitudes. The shifts due to trap imperfections can easily
be calculated from the expressions given in Appendix A and using the numerical values
from Table 2.4. The relativistic shift of ωcti was discussed in Sect. 2.5. The rms size
of these shifts for all our 13C2H2

+/14N2
+data (for various terms of the expansion of our

trapping fields) are given in Table 5.4. They are small shifts to start with, and their effect
on the ratio is further reduced by a factor of 2η � 5.8 × 10−4 and ωz1/ωc1 � 1/21.2 and
2η(ωz1/ωc1)2 � 1.3× 10−6 for ωct and ωz respectively, as we have seen in Sect. 4.3.

The shift from D2 accounts for the fact that we sometimes set the guard ring voltage
to a different value during the evolution time than the one at which the axial frequency is
measured (Sect. 4.1.6). Because the trap is not perfectly orthogonal, the axial frequency
depends slightly on Vgr. The main shift of the axial frequency that we need to account
for is the part of the common shift of both axial frequencies due to ion-ion interactions
which depends on axial amplitude (i.e. the difference between Eqs. (5.3) and (5.1)). The
reason is that at the end of a simultaneous PNP, the axial amplitudes of both ions are fairly
large (∼350 µm) and essentially constant in time because the ions are far off-resonance
(energy damping time ∼ 100 s). Finally, one might worry about the perturbation of the
axial frequency because of its coupling to our detector (“frequency pulling effect”). Since
the two ions are many coil’s half-widths away from resonance (δ∗ ≈ 13) this effect is very
small. In addition, it has the opposite sign for each ion (because they are on either side of
resonance) and so it should completely cancel out when we take the average of R0 and R1

as our final value of R. For this reason, no correction was applied for coil pulling.
For the cyclotron frequency, the last effect one might consider is the systematic shift

due to the presence of the image charge induced in the ring electrode. In our trap, this
shift has been calculated to be 92 µHz per charge, independent of mass (to first order) [12].
Since we used singly charged molecules for all our measurements, that shift is very small
here. The conclusion from Table 5.4 is that all of these corrections change the ratio by less
than 2 × 10−12 and therefore add no uncertainty to our final answer.

∗... during the ringdown
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Table 5.4: Table of all the frequency shifts for which a correction was applied. The rms shift
(for all the 13C2H2

+/14N2
+data) expressed in mHz and as a fraction are given in columns

3 and 4. The maximum shift is given in column 2. The numbers for the effect on R (last
column) are in 10−12.

Source of error ∆fmax (mHz) ∆frms (mHz) ∆f/f Effect on ratio

∆fz from finite z∗ 638 287 1.4× 10−6 1.76
∆fz from C4 -125 64.0 3.0× 10−7 0.39
∆fz from C6 22 13.0 6.1× 10−8 0.08
∆fz from D2 190 68.0 3.2× 10−7 0.42
∆fz from coil pulling 6.3 6.1 2.9× 10−8 –
∆fct from C4 11.6 5.0 1.1× 10−9 0.62
∆fct from C6 -3.6 1.8 3.9× 10−10 0.22
∆fct from B2 -4.7 2.9 6.2× 10−10 0.36
∆fct from B4 0.0 0.0 2× 10−12 0.00
∆fct from relativity -0.3 0.1 2.1× 10−11 0.01
∆fct from image charge 0.092 0.092 2.0× 10−11 0.01

5.5 Other Systematic and Experimental Checks

In this section, we briefly describe various checks that we have performed to build up
confidence in our system and analysis machinery.

5.5.1 Two Different Pairs

After taking data with 13C2H2
+/14N2

+for 17 days, we expelled the ions from the trap and
loaded a fresh pair of ions which we used to take the remaining data on that pair. We found
no systematic difference in the measured ratio between the two pairs at the 10−11 level.
We take great care to eliminate unwanted ions from our trap but this test further reduces
the possibility that a third ion could be “hiding” in a very large orbit, and perturb the
measured frequencies. Similarly, the fact that we could hold on to a pair for many weeks
and observe it to behave very consistently on that time scale is also an indication that the
pair was “clean”, i. e., alone in the trap. This also indicates that the trap environment
(charge patches, etc.) is not affected by making new ions.

5.5.2 R0 vs R1

As we have seen in Sect. 4.3, the ratio R can be calculated using the difference frequency
ωct2 and either ion 0’s frequencies (ωct0 and ωz0), or ion 1’s frequencies (ωct1 and ωz1). The
two different answers R0 and R1 (obtained independently from Eqs. (4.7) and (4.8) on page
59) are usually averaged together but we can compare them and make sure they give the
same result. The difference R1 − R0 is plotted in Fig. 5-11. The values agree well within
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Figure 5-11: Relative difference between the value of R obtained from the frequencies of
ion 1 (R1 from Eq. (4.7)) and of ion 0 (R0 from Eq. (4.8)) for each data set taken with
13C2H2

+/14N2
+. The same ωct2 was obviously used in both R1 and R0, but the error

bars plotted here represent only the uncorrelated errors from point to point, i. e., the
contribution from ωct and ωz to the error on the ratio.

the error bar; the largest difference is 1.2 × 10−12 and the χ2
ν of the average difference is

1.15. Since ωct1 and ωct0 have been “phase unwrapped” independently (see Sect. 4.1.3) this
lessens the chance that we missed an entire cyclotron cycle.

5.5.3 Phase Unwrapping Averages

The phase unwrapping procedure described in Sect. 4.1.3 extracts a value for ωct2 for
each PNP with the longest evolution time Tevol. That procedure involves averaging and
interpolating the phases measured from PNPs with shorter Tevol. We then average all the
values of ωct2 together to obtain a final measurement of ωct2 for that data set. We have
checked that whether we take a weighted or unweighted average of these points does not
affect the answer by more than 2×10−12. We have also carried out a very different analysis
in which we have averaged all the measured phases for a given Tevol together before doing
phase unwrapping. This latter analysis is much simpler, and therefore less susceptible to
mistakes, and serves as an independent analysis of each data set. The good agreement
between the two analyses, shown in Fig. 5-12, is very reassuring. The reduced chi-squared
of the difference between the two analyses is χ2

ν = 0.087. Since the two analyses essentially
give the same answer, one might be tempted to carry on only the simpler one (unwrapping
the averages). The only motivation to phase unwrap each point individually is to reduce
the final error by accounting for temporal drifts of the phase offsets (and the individual
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Figure 5-12: Difference between the ratio obtained from averaging all the measured phases
at each Tevol and then phase unwrapping these averages, and the one obtained by the
procedure described in Sect. 4.1.3 where we phase unwrapped each point individually and
then take the average.

ωct2’s enable changes due to cyclotron frequency jumps, or other problems in the data to
be monitored). But Fig. 5-13 shows that the error is essentially the same for both analyses;
the average difference is 7.8(74)× 10−13 (where we have eliminated the three early points
with large errors). This indicates that temporal drifts were not a limiting factor in the final
precision of our measurements.

5.5.4 Different m/q

For all the neutral masses previously measured by the MIT ICR Lab (like for example the
alkali masses measured in 1999), we always had two independent routes to every mass
as a check for systematic errors. For example to obtain the mass of 133Cs, we mea-
sured M [Cs+++]/M [CO2

+] and M [Cs++]/M [C5H6
+]. These two ratios have very different

mass/charge ratios (44 and 66), and that is why they are a powerful check for the presence of
unknown systematic errors. Unfortunately, we don’t have that kind of test for the measure-
ments reported in this thesis. We had really hoped to measure the ratio M [13CH+]/M [14N+]
for that purpose, but we ran out of time. That would have been a measurement of the same
mass difference as 13C2H2

+/14N2
+, but at m/q = 14 instead of 28, and a strong consis-

tency check for our two-ion technique. Hopefully that ratio will be measured in the future.
Nevertheless, given the number of self-consistency checks we have performed at m/q = 28
and the fact that the data turned out to look much better than expected, we feel confident
the answer will agree with ours.
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Figure 5-13: Comparison between the uncertainty in the ratio obtained from phase un-
wrapping the averages of all the measured phases at each Tevol (open circles), and the one
obtained by the procedure described in Sect. 4.1.3 where we phase unwrapped each point
individually and then took the average (solid points). On average, the difference between
the resulting uncertainties (eliminating the first few points with large error) is less than
5 × 10−13, indicating that temporal drifts are not a source of error.

5.6 Current Limitations

It is hoped that the reader is now convinced that our new two-ion technique has pushed
state-of-the-art mass spectrometry below a relative accuracy of 10−11 by:

• Virtually eliminating the effect of magnetic field fluctuations on our measurement of
the cyclotron frequency ratio by confining two different ions in our Penning trap and
simultaneously measuring their cyclotron frequencies;

• Characterizing very carefully our trapping electric and magnetic fields and calibrating
the absolute amplitude of motion of the ions in the trap. This allowed us to predict
accurately the effect of imperfections on the mode frequencies of the ions and optimize
the first order anharmonicity to cancel the effect of all other terms on the measured
cyclotron frequency difference;

• Performing a series of powerful tests to experimentally verify our model of ion-ion
interactions and put stringent limits on effects that we might have neglected.

A natural question to address at this point is: what limits the precision and accuracy
of the two-ion technique ? The obvious answer from the above discussion is the potential
systematic errors due to ion-ion interactions and field imperfections, as discussed in this

90



chapter. Clearly, on the road to 10−12 and below, one will need better knowledge of the field
imperfections (C6, Ṽ ◦

gr, D4, B2, B4) and a more accurate absolute amplitude calibration.
Having control of C6 experimentally would be tremendously helpful. All of these things
would widen the window of ρs in which we can take precise data (see Fig. 5-10) and make
it easier to study precisely the effect of ion-ion interactions on the ratio. Obviously the
ions have to be chosen carefully to avoid atoms and molecules with large shifts of their
ground state due to polarization forces. Alternately one can use ions for which this shift
(the dipole moment) is known precisely enough. That might become a challenge, but it is
not a fundamental limit inherent to our technique. Better calculations will be performed in
the future, and in principle one could do the molecular spectroscopy of the ions in the trap
and extract experimentally the needed parameters for this correction.

In terms of random fluctuations, let me reiterate that magnetic field fluctuations are
no longer part of the picture. As we have seen in Sect. 4.3, the effect of an individual
ion’s cyclotron frequency on the ratio is multiplied by 2η (� 6× 10−4 for 13C2H2

+/14N2
+).

Therefore, for a final precision on the ratio of 10−12, we need the magnetic field to be
constant to 1.7 × 10−9. For our 8.5T magnet, that corresponds to 0.14mG. In Fig. 5-14,
we show the value of our magnetic field computed from the free space cyclotron frequency
fc for all our 13C2H2

+/14N2
+, H32S+/33S+and H28Si+

/
29Si+data. The maximum slope is

-0.84mG/day, which corresponds to a long term drift in fc of -46 mHz/day or 1×10−8/day
(at m/q = 28). The effect of that drift on the cyclotron frequency difference ωct2 is 6 ×
10−12/day. That confirms our previous conclusion that temporal drifts have not been a
problem for us. The typical time scale for one measurement of the ratio is, say, 30minutes
and so long term magnetic field drifts will become a problem only in the 10−13 range. A
more important effect is the short term magnetic field fluctuations that the Boston electrical
subway and the elevator in our building induce in our laboratory. From Fig. 3-1 on page 39,
we see that these are typically 4 mG during the day, which, since our magnet has a shielding
factor of 10, correspond to fluctuations of the individual ion cyclotron frequencies of 5×10−9.
Therefore the short term magnetic field fluctuations induce shot to shot fluctuations of the
ratio Rof about 3 × 10−12. In our measurements, that was about an order of magnitude
smaller than the effect of the cyclotron amplitude fluctuations (see Sect. 5.6.1 below).

Now that our measurements are insensitive to the magnetic field fluctuations, the dom-
inant source of random noise in our data is the shot-to-shot variation in the cyclotron radii
of the ions. Before we describe our observations of this effect, we should say a few words
about phase noise. As described in Sect. 4.1, the raw output of an experiment is an ion’s
signal (due to its axial motion) from which we extract an amplitude, a frequency, and most
importantly a phase. Because we do things phase coherently (see Sect. 4.1.1), we expect to
measure the same phase if we repeat a series of identical PNPs with short evolution time
Tevol (typically 0.1 s). We call the standard deviation of the measured phases in this case
the “short time phase noise”, σs

φ. With a single ion in the trap σs
φ is typically 8◦, set by
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Figure 5-14: Magnetic field experienced by the ions as a function of time. This was extracted
from the free space cyclotron frequencies for all our data sets at mass 28, 29, and 33. The
right scale shows the corresponding effect on fc at m/q = 28. The maximum slope is -
0.84mG/day, or -0.46mHz/day, or 1×10−8/day. The effect of such a drift on the frequency
difference is 6 × 10−12/day.

our signal-to-noise ratio. When we have two ions in the trap, we have to use smaller axial
amplitudes and the reduced signal-to-noise lead to a σs

φ of about 15◦. For simultaneous
measurements on two ions we are interested in the difference phase between the two ions’
signals which we determine simply by subtracting one from the other (see Sect. 4.1.2). We
then expect the noise in the short time phase difference to be

√
2 higher, which is what we

observe: σs
φ2 = 20 − 25◦ (confirming that it is measurement noise, not correlated for the

two ions). Since that sets our starting point (things can only become worse from there),
we have spent some time trying to make σs

φ2 as small as possible†. Figure 5-15 shows the
dependence of σs

φ2 on two controllable parameters: the axial amplitude of oscillation z, and
the duration of the axial signals we process.

The data show the somewhat obvious conclusion that for low axial amplitude, the noise
goes up, but we can bring it back down by averaging for longer. For large axial amplitudes,
the opposite is true since the noise goes up because of axial frequency chirping. If we process
a shorter amount of data, the frequency is more stable and the noise comes back down. The
axial amplitude at the end of a PNP is set by the cyclotron radius of the ion. We want
to keep ρc as small as possible, while still getting a reasonable σs

φ2 in the least amount of
time. From the data shown in Fig. 5-15 we chose to use a cyclotron radius of 66 µm and

†If a little genie gave me only one wish to improve the ICR experiment, I would pick a lower phase noise
without any hesitation. Give me a detector that can do σs

φ2 ≈ 1 ◦ and I will give you mass ratios with a
precision below 10−12
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Figure 5-15: σs
φ2 as a function of axial amplitude z. The short time phase noise σs

φ2 is
the standard deviation of the measured difference cyclotron phase after a series short PNP
(Tevol = 0.1 s) (using 13C2H2

+/14N2
+). After each PNP, we recorded the axial signals of

the ions for 32/,s. The squares are obtained by processing the entire 32 s of data, whereas
the open and closed circles are the result of processing only the first 16 and 8 s of the data.
The lines are quadratic fits to the data. The precise mass comparison data were taken with
z � 350 µm and 8 s of data.

record 8 s of data. That’s what we used for all the data presented in this thesis (for the
sulfur and silicon data, we used 76 and 71 µm respectively because of the mass dependence
of the axial amplitude obtained from a given cyclotron radius after the π-pulse).

For a series of PNPs with longer (fixed) Tevol, we expect to see the measured phase noise
(standard deviation of the phases) increase because of a contribution from the shot-to-shot
cyclotron frequency noise σf (in Hz). Since σs

φ and σf are independent, we add them in
quadrature so that the total phase noise measured should be given by (for each ion)

σφ =
√

(σs
φ)2 + (360× Tevol × σf)2 . (5.29)

If σφ approaches 180◦, it is impossible to assign unambiguously a phase to each point.
Practically, we like to keep it below about 60◦ so that all our points fall in the same cycle.
σf is dominated by magnetic field fluctuations and that is why in our previous single-ion
measurements, we could not make Tevol much larger than about 60 s before loosing track of
the total phase. When directly measuring the cyclotron phase difference, we are sensitive
only to the differential frequency shift between the ions σf2, which is completely insensitive
to the magnetic field. The dominant source of relative cyclotron frequency fluctuations is
then the shot-to-shot variations in the cyclotron radii, as we will see below. (Note that for
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simplicity, we did not use the electronic refrigeration technique described in Sect. 2.3 for
the two-ion data.)

5.6.1 Cyclotron Amplitude Fluctuations

Figure 5-16 (a) shows the observed phase noise (with an 13C2H2
+/14N2

+ pair of ions) as
a function of the PNP evolution time Tevol for various cyclotron radii (ρc0 = ρc1 = ρc).
Clearly, the phase noise increases as we make Tevol bigger, but note that thanks to the two-
ion technique we can let the ions spin around at ∼ 5MHz for 30minutes, and still measure a
reproducible phase difference at the end !! That is even more remarkable given the fact that
after only a few minutes (at night) we have lost track of the number of cyclotron cycles for
each ion due to magnetic field fluctuations. Putting an error bar on the measured standard
deviation is slightly tricky and the topic is discussed in Appendix A4 of Frank DiFilippo’s
thesis and in [23]. To interpret the increase in phase noise with Tevol, we write Eq. (5.29)
for the noise in the difference phase between the two ions (in degree)

σφ2 =
√

(σs
φ2)

2 + (360× Tevol × σf2)2 . (5.30)

As we have seen above, σf2 is independent of magnetic field fluctuations. From Sect. 5.1 and
5.2, we know that the difference frequency ωct2 is perturbed by trapping field imperfections
and ion-ion interactions. From Eqs. (A.13), (5.6a) and also the relativistic shift (2.10), we
obtain all the contributions to the shift of ωct2 to lowest order in ρc:

∆fct2

f̄ct
=
(
−1
2

B2

B0
− ω̄c

2

2c2
+

3
2

ω̄m

ω̄ct

C4

d2
− 9

16
Ω2

E

ω̄c
2ρ2

s

)
(ρ2

c1 − ρ2
c0) . (5.31)

The frequency difference noise σf2 arises from shot-to-shot fluctuation in the cyclotron radii.
Indeed, before each PNP we cool the axial modes of each ion by allowing it to thermalize
with our 4K detector, and then transfer this “cold motion” into the cyclotron mode using a
π-pulse (see Sect. 4.1.4). Since it is the classical action that is conserved during the π-pulse
the effective temperature of the cyclotron is higher than 4K:

Tc =
ωct

ωz
Tz � 22 Tz � 90 K , (5.32)

for 13C2H2
+/14N2

+. That temperature corresponds to a “thermal cyclotron radius” given
by

1
2
mω2

ctρ
2
cth = kTc ⇒ ρcth =

√
2

mωctωz
kTz ≈ 7.8 µm , (5.33)

where k is the Boltzmann constant. (Note that ρcth is independent of mass if ωz is held
constant.) When we initially drive the ions to a 66 µm orbit at the beginning of each PNP,
ρcth adds vectorially to our drive with a random relative phase each time, and so we expect
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Figure 5-16: Cyclotron amplitude fluctuation data. (a) Measured difference phase noise
(in degree) vs Tevol for various cyclotron radii, using a 13C2H2

+/14N2
+ pair separated by

ρs = 910 µm. The cyclotron radii of both ions are varied together, i. e., ρc0 = ρc1 = ρc.
(b) Difference phase noise (in degree) with the short time phase noise σs

φ2 subtracted (in
quadrature, using Eq. 5.30). The slope should correspond to the frequency noise σf2 at
that ρc. (c) Frequency noise σf2 (in mHz) vs ρc. The observed linear dependence confirms
our model (Eq. (5.34)). The slope, 1.442 (59)Hz/m corresponds to relative frequency noise
of 2.3× 10−11 at ρc = 75 µm.
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ρc0 and ρc1 to both fluctuate independently by an amount σρ ≈ 7.8/
√

2 ≈ 5.5 µm. The
magnitude of the frequency shift (Eq. (5.31)) therefore also varies from shot to shot. By
differentiating Eq. (5.31), we obtain

σf2 =
√

2 f̄ct ρc σρ

∣∣∣∣−B2

B0
− ω̄c

2

c2
+ 3

ω̄m

ω̄ct

C4

d2
− 9

8
Ω2

E

ω̄c
2ρ2

s

∣∣∣∣ . (5.34)

Figure 5-16 (b), shows the measured phase noise with σs
φ subtracted in quadrature. From

Eq. (5.30), we expect this to scale linearly with Tevol, and it does. If one plots the fitted slope
(=σf2) as a function of cyclotron radius, one again gets a straight line as expected (Fig. 5-16
(c)). The slope of that line equals σf2/ρc in our model and is measured to be 1.442(59)Hz/m
(χ2

ν= 5.5†.). That corresponds to a relative frequency noise σf2/ f̄ct � 2.3 × 10−11 at
ρc = 75 µm. By comparing the slope to Eq. (5.34), one finds an experimentally measured
value for the rms cyclotron amplitude fluctuations of each ion of 10.0(13)µm. The ratio
of the contributions of the B2, relativity, C4 and ion-ion interaction terms is 40:63:27:68
respectively. (The data were taken at ρs = 910 µm (±5 %) and V t

gr = −7.7(30) mV.) The
small disagreement between the measured rms cyclotron amplitude fluctuations and the
predicted cyclotron thermal radius suggests that our cooling procedure was not optimal, or
that our detector’s effective temperature might be slightly higher than 4 K (due to extra
electronic noise).

Note that the contribution from the ion-ion interaction scales like 1/ρ5
s (Eq. 5.34) and

is already dominant at 910 µm. This was confirmed experimentally by observing a dramatic
increase in the phase noise as the ions were moved closer together (for ρs < 800 µm) as
shown in Fig. 5-17. The observed frequency noise σf2 vs 1/ρ5

s roughly exhibits the correct
behavior. This is the main reason why we could not make precise measurement of the ratio
below 600 µm.

So cyclotron amplitude fluctuations are clearly the dominant source of noise in the two-
ion technique, introducing shot to shot fluctuations of 2−5×10−11 in the measured cyclotron
frequency difference. This is true even for ions with large m/q, and not just for light ions as
was always assumed. To perform cyclotron frequency comparisons with a precision at the
10−12 level, it is therefore crucial to reduce the thermal amplitudes. Physically cooling our
detector below 4K is a sensible option, but would require some engineering. It would be
limited by the fact that the SQUID won’t work below 1K, but it would also increase our
signal-to-noise. The classical amplitude squeezing technique demonstrated by our group
[7, 8] could reduce the amplitude noise, but at the expense of increased phase noise. The
best approach (I think) is the electronic refrigeration technique described in Sect. 2.3 which
can be used to cool the effective temperature of the detector and ion below the 4K ambient
temperature of the detector coil and trap environment.

Note that in order to simply our system, we did not use electronic refrigeration in
†Including the effect of C6 would add a cubic term to the expected behavior of σf2 vs ρc but that would

not describe any better the data shown in Fig. 5-16
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Figure 5-17: Observed frequency noise σf2 as a function of 1/ρ5
s . The data exhibit the

expected linear scaling at small separation (right hand side of the plot). At large separation,
σf2 levels off because relativity, and B2 start to dominate. The straight line shown is a fit
to the data constrained to go through the origin.

all the two-ion measurements reported in this thesis. Now that we have confidence in
the two-ion technique, it should be easy to implement it again and potentially observe a
large reduction in the fluctuations in our measurement. This would lead to even further
improvement in precision, and especially allow us to move the ions closer to each other and
better characterize the perturbations due to ion-ion interactions.

5.6.2 Optimizing Tevol

Based on our understanding of the source of the random fluctuations in our measurement,
one can try to optimize the longest evolution time Tevol used to reach the maximum precision
on ωct2 in the shortest possible time. The simplest approach is to say that we want the
contributions from both terms in Eq. (5.30) to be equal to each other. That would give an
evolution time of about 500 s (8minutes) for the small ρc that we use when we make our
precision measurements of the ratio. We would rather stay on the smaller side of that limit
just because, psychologically, it is preferable to have many less precise points than very few
points that are in principle more precise. That is actually not just a psychological effect
and can be quantified by considering the error on the estimate of the standard deviation
of a finite series of measurements. Frank DiFilippo has a short appendix at the end of his
Ph.D. thesis discussing this topic (see also [23] p.195 and 255). In developing a model for
optimizing Tevol, I also studied this question.
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To obtain a more complete model for optimizing Tevol, we can include the fact that
there is some “dead time” Tdead associated with each long time PNP — from the ringdown
(typically 8 s), the cooling of the axial and cyclotron amplitudes (60 s), and all the other
PNPs with shorter Tevol needed for phase unwrapping (∼200 s). The goal is then to minimize
the relative uncertainty of the measured cyclotron frequency difference which is given by
the standard deviation of the mean of our measurements of ωct2:

σmean ≡ σfct2

f̄ct
=

1√
N

σφ2

360 f̄ctTevol
where N =

t

Tevol + Tdead
(5.35)

is the number of long time points in the data set (which lasts for a total time t) and σφ2 is
given by Eq. (5.30). The optimal Tevol is the solution of the cubic equation

(360 σf2)2T 3
evol − (σs

φ2)
2T − 2(σs

φ2)
2Tdead = 0 . (5.36)

In the limit where Tdead = 0, one recovers our first order guess that the optimal Tevol is given
by σs

φ2/(360 σf2). Using the typical parameters for our 13C2H2
+/14N2

+ measurements, one
predicts from this an optimum Tevol of 1060 s. However that would give us only ten points
in 5 hours of data taking.

For a small number of points N� 20, the usual maximum likelyhood estimate of the
standard deviation most often underestimates the true variations and so a better quantity
to minimize would be the tip of the positive error bar on the standard deviation of the mean,
which we call σmax

mean. This has to be done numerically. In the calculation, we also changed
the duration of the four longest PNPs so that the ratio from one Tevol to the next would
be the same (that essentially makes Tdead a function of Tevol). A typical list of Tevol would
be 0.1; 0.15; 0.23; 0.7; 2; 7; 25; 90; 260; 600 s. The predicted precision on ωct2 (σmean and
σmax

mean) achieved after 5 hours of measurements as a function of T �
evol is shown in Fig. 5-18.

The result of the numerical optimization (minimizing σmax
mean) is Tevol = 900 s for a 5 hour

data set. If one assumes a relative frequency noise (σf2/ f̄ct) of 4.7× 10−11 (twice the value
from the data in the above section), then the same optimization leads to Tevol = 515 s. At
the end, we used all this fancy optimization only as a guide. We picked a list of Tevol that
worked well and tended to keep it pretty constant. The most positive thing that came out
of this work is that it motivated us to try longer Tevol than we intuitively would have done,
and that led to some small gain in efficiency. From Fig. 5-18, we see that using Tevol = 800 s
instead of Tevol = 400 s, should lead to an improvement of 3 × 10−12 in the precision for a
5 hour data set.

98



400 600 800 1000 1200 1400

4

8

12

16

20

24

ρs (µm)

0

after 5 hours 

Pr
ed

ic
te

d 
un

ce
rt

ai
nt

y 
in

 R
  (

10
-1

2 )

σmean 

σmean 
max 

Figure 5-18: Predicted final error on R after 5 hours of data (with frequency noise of 2.3×
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Chapter 6

A direct test of E = mc2

In this chapter we present two mass ratios measurements made with the two-ion technique to
test E = mc2 directly. It is presented as an expanded version of a Letter that will shortly be
submitted to Physical Review Letters. More details are included here than the PRL format
will allow us.

We report measurements of the two mass ratios m[33S+]/m[32SH+] and
m[29Si+]/m[28SiH+] with a relative uncertainty of less than 10−11, which makes
them the best known mass ratios to date. These measurements were performed
using our newly demonstrated technique for simultaneously comparing the cy-
clotron frequencies of two ions confined in a Penning trap. Combined with
precise measurements of high-energy gamma-rays, these values provide a new
laboratory test of special relativity which does not rely on the assumption of a
preferred reference frame. The new bound we obtain is 1 − cem/cm < 2 × 10−7.
The uncertainty on the atomic mass of 29Si is also reduced by more than an
order of magnitude. The updated value is M [29Si] = 28.976494 662 9 (20) u.

6.1 Introduction

Precise mass measurements have a wide-ranging impact on both fundamental physics and
metrology. By comparing the masses of single ions in a Penning trap, the MIT ICR group
has measured a total of 13 neutral masses with fractional accuracies near or below 10−10

[24, 25]. Recently, we have demonstrated an ability to confine two different ions in a Penning
trap and simultaneously measuring their cyclotron frequencies [26]. The mass ratio of the
two ions can then be determined with a relative uncertainty of less than 10−11. The two
ratios reported here in conjunction with the related γ-ray energy measurements at NIST
[27] enable a new test of special relativity. Before describing these measurements, we discuss
the connection between mass ratio measurements, gamma-ray energies and the theory of
special relativity.
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6.2 Motivation

Over the last century, special relativity has established itself as one of the deepest princi-
ples in our understanding of modern physics. Lorentz invariance is deeply woven into the
structure of quantum field theory; experiments in high-energy and atomic physics routinely
confirm the predictions of special relativity; and even some “everyday” instruments (like the
global positioning system) require a proper accounting of time dilation. This paper presents
measurements that enable a direct test of one of the most significant consequences of special
relativity: the mass-energy relationship, E = mc2. By measuring the mass difference (this
experiment) between two nuclear states that emit a γ-ray whose energy is also measured
[28], we test it in the form

∆mc2 = E∗
γ =

hc

λ∗ . (6.1)

The prominent role of the theory has motivated many tests of its foundations and
predictions; in fact the theory itself was motivated by the Michelson-Morley ether-drift
experiment over a century ago. Added motivation has been provided by the discovery of
the cosmic background radiation — a cosmological preferred frame of reference — and recent
theoretical efforts to unify the forces of nature, which could lead to non-Lorentz-covariant
Maxwell equations. The theoretical framework to describe a possible breakdown of Lorentz
invariance and to interpret these tests has been developed by Robertson [29], Mansouri and
Sexl [30], Haugan and Will [31], and recently Kostelecký and Mewes [32] .

In general, tests of special relativity can be divided in three categories according to
which assumption they investigate: the isotropy of space (Michelson-Morley experiment,
Hughes-Drever experiment); the independence of the speed of light from the velocity of the
laboratory (Kennedy-Thorndike experiment); and the time dilation effect (Mössbauer-rotor
experiments — Doppler spectroscopy).

The test performed here (proposed by Greene et al. [27]) is different from all of these in
that it does not assume the existence of a preferred frame of reference. It can be compared
to other tests by considering two distinct “speeds of light”: the velocity of propagation of an
electromagnetic wave in vacuum, denoted cem, and the limiting velocity of a massive particle
cm. According to special relativity, cm = cem = c. One way to test this assumption is to
measure the wavelength of a photon emitted in a transition where a mass ∆m is converted
into electromagnetic radiation. From energy conservation

∆mc2
m =

hcem

λ
, (6.2)

where λ is the photon wavelength and h is Planck constant. This test is most conveniently
formulated in terms of two “fine structure constants”
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αm ≡ e2

�cm
and αem ≡ e2

�cem
, (6.3)

where e is the charge of the electron. It is shown in Ref. [27] that the value of α from the
Compton wavelength of the electron is the currently most accurate determination of αm.
They also argue that the value derived from the quantum Hall effect [33] is αem. Recently,
a more precise value of αem was obtained by combining the recoil velocity vrec of a Cs atom
after absorbing a photon [34], the frequency of that photon fD1 [35], the atomic mass of Cs
[25], and the atomic mass of the electron [36] as follows:

α2
Cs = 2R∞

h

m[Cs]
M [Cs]
M [e]

= 2R∞ λD1 vrec
M [Cs]
M [e]

(6.4)

= 2R∞

(
cem

fD1

) (
freccem

fD1

)
M [Cs]
M [e]

. (6.5)

As discussed in [27], the c which appears in R∞ arises from the relation between the photon
energy and wavelength and is identified as cem. The same is true of the c relating λD1 to
fD1 (inside the first parentheses). Finally, to relate the experimentally measure frequency
shift frec to vrec, one also needs cem since the measurement of vrec is essentially based on
the first order Doppler shift of the laser light that the Cs atoms “perceive” while moving
(non-relativistically). Thus we find that αCs depends only on cem and so corresponds to
αem. The preliminary value reported in [34] has an uncertainty of 7.3 × 10−9.

To realize an experiment to test Eq. (6.2), we consider the non-resonant capture of cold
neutrons in the reaction

AX + n −→ A+1X + γ’s . (6.6)

From energy conservation (Eq. (6.2)), we obtain

M [AX] + M [n]− M [A+1X] =
(

NAh

c
10−3

) (
1

λ∗
A+1

)
, (6.7)

where NA is the Avogadro constant, and all quantities are expressed in their respective SI
units, except all the masses M [X], which are expressed in atomic mass units (M [12C] ≡
12 u). (λ∗ includes a correction for the A+1X recoil energy.) The mass measurements are
performed with charged particles in a Penning trap and therefore the mass of the neutron
has to be determined from the masses of deuterium and hydrogen along with λ∗

D, the
wavelength of the 2.2MeV n–p capture gamma-ray corresponding to the deuteron binding
energy (Eq. (6.7) with A = 1). We then obtain

M [AX] − M [A+1X] + M [D]− M [H] =
(

NAh

c
10−3

) (
1

λ∗
A+1

− 1
λ∗

D

)
. (6.8)
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The most precise value for NAh (the molar Planck constant) is obtained by expressing
the fine structure constant in terms of the Rydberg constant R∞ as follows

α2 =
2R∞
M [e]

(
NAh

c
10−3

)
. (6.9)

The wavelength λ∗
D in Eq. (6.8) has been measured by a group from NIST (Gaithersburg)

using crystal diffraction at the GAMS4 facility at the Institut Laue-Langevin [37]. Recently,
they have performed similar measurements for 29Si, 33S, and 36Cl which are reported in
another Letter in this issue [28]. In the next section we will describe our measurement of
the mass difference on the left-hand side of Eq. (6.8) for A=28 (Si) and A=32 (S). The
results can be interpreted two different ways: if we extract the value of NAh from the
most precise αem using Eq. (6.9), and substitute it in Eq. (6.8), we obtain a new limit
on the quantity 1 − cm/cem. Conversely, if we assume cem = cm, Eq. (6.8) gives us a new
determination of NAh and hence αm. Both interpretations will be discussed in Sect. 6.4.

6.3 Mass Measurements

To measure atomic masses we compare the cyclotron frequencies of single ions in a Penning
Trap. A strong magnetic field (8.5T) is provided by a stable superconducting magnet and
the corresponding cyclotron frequency is simply given by 2πfc = qB/m (typically 5 MHz).
By measuring the ratio of the cyclotron frequencies of two different ions, we obtain their
mass ratio, which can then be converted into a mass difference (we choose ions whose
∆m/m < 10−3 so that R ≈ 1). The ions are confined along the magnetic field axis by
a quadrupole electric field produced by hyperbolic electrodes (orthogonally compensated,
characteristic dimension d � 0.55 cm [2]), which generates harmonic oscillations of the ions
along that axis (axial motion with fz ≈ 210 kHz). The electrostatic field modifies the
cyclotron frequency and results in a third mode of motion of an ion in the trap, called the
magnetron mode, which corresponds to a slow E ×B drift of the ion’s position around the
trap center (fm ≈ 5 kHz). The free space cyclotron frequency can be recovered using the
invariance theorem demonstrated in [2]:

f2
c = f2

ct + f2
z + f2

m , (6.10)

where fct is the (trap) cyclotron frequency measured experimentally. Only the axial motion
is detected (and damped to 4K). This is done by coupling the image current the ion’s
motion induces across the trap to a dc SQUID via a superconducting resonant transformer
(Q ∼ 47 000). To measure the cyclotron and magnetron frequencies and also to cool these
radial modes, we use rf coupling to the detected axial mode [4].

To make our measurement insensitive to magnetic field fluctuations, we load two differ-
ent ions in our trap and measure their cyclotron frequencies simultaneously. To minimize
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frequency perturbations due to ion-ion interactions, we keep the distance between the ions
ρs ≈700–800µm. The dynamics of two ions in a Penning trap and the details of how we
load a pair of ions and control their trajectories have been described in [13] and [26].

Because fm is to first order independent of mass, the Coulomb force between the ions
is strong enough to couple the two individual magnetron modes. The dynamics of the
two ions is then described by new magnetron normal modes: the center-of-mass mode and
the difference mode. We have developed techniques to damp the center-of-mass mode am-
plitude, which effectively “park” the two ions on a common magnetron orbit on opposite
sides of the trap. The distance between the ions is constant in time and can be controlled
experimentally. This is the ideal configuration in which we perform precise simultaneous
measurements of the cyclotron frequencies of both ions fct0 and fct1. Note that the dif-
ferences between both the axial and cyclotron frequencies are large enough to keep these
modes uncoupled although their frequencies are perturbed.

A particular challenge for these measurements was to introduce in our trap the rare
isotopes 29Si, and especially 33S. To directly measure the mass difference on the left-hand
side of Eq. (6.8), we originally wanted to compare m[32SD+] with m[33SH+]. However, we
did not succeed in having enriched hydrogen sulfide-33 synthesized in time for the measure-
ment. We resorted to rely on the 0.4% natural abundance of 33S in a regular 32SH2 gas
bottle. After ∼ 40 unsuccesful attempts, we trapped a 33S+ ion and performed our entire
measurement (over three weeks) with that single 33S+. (We could never make a 33SH+ ion).
The same procedure was repeated for 29Si+(natural abundance: 4%). This dramatically
illustrates a very powerful aspect of our new two-ion technique: the need for only a single
atom or molecule to perform a measurement.

Once a pair is loaded in the trap and placed in the ideal configuration described above,
we can perform simultaneous measurements of the two trap cyclotron frequencies fct0 and
fct1 using the same coupling techniques we have developed for single-ion alternating mea-
surements [24, 25]. Figure 6-1 shows the measured difference frequency fct2 ≡ fct1 − fct0 vs
time for a typical data set (5–15hours). The common mode rejection of the magnetic field
noise is striking. The standard deviation of the measurements is 7×10−11, and the whole 17
hours of data therefore determines fct2 with a relative precision 10−11. Since ∆m/m < 10−3,
fct2 is the only frequency we need to measure precisely. As described in [13, 26], the mass
ratio R ≡ fct0/fct1 is determined from fct2, combined with the measured frequecies fct and
fz of one ion. To obtain a relative precision of 10−11 on the ratio, we only need to know fct

to 4× 10−8 (or 0.16Hz) and fz to 1.4× 10−5 (or 2.9Hz).

6.3.1 Systematic Errors

The tremendous increase in precision of the two-ion technique seen above comes at the price
of a more complex system, and is limited by systematic errors: Coulomb interaction when
the ions are close together and imperfections in the trapping fields when the ions are far
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Figure 6-1: Typical sequence of measured cyclotron frequency difference vs time. The
standard deviation of the points is 7×10−11 and the total data set determines the difference
frequency with a relative precision of 1× 10−11.

apart. For the H32S+/33S+ pair, we calculate that the ion-ion interaction should perturb
the individual cyclotron frequencies by about 5 × 10−8 when the ions are at a distance
ρs = 750 µm from each other. However the shift of the all-important difference should
only be 5 × 10−13, if the radii of the two cyclotron orbits are equal (ρc0 = ρc1). If they
are not, it has been shown in Ref. [13] that the non-linear interaction between the ions
gives a shift of fct2 proportional to ρ2

c , δcyc = (ρc1 − ρc0)/(ρc1 + ρc0) , and ρ−5
s . The main

concern is therefore the possibility of a systematic imbalance between the two cyclotron
radii. From our knowledge of the frequency dependence of the electronics between our
cyclotron drive synthesizers and the trap, and by directly comparing the outputs of the
synthesizers, we estimate that |δcyc|� 0.005. Experimentally we have performed three types
of two-ion measurements to directly confirm our model for the ion-ion interactions and put
limits on δcyc (see [26] for more details):

1. Direct measurement of the shift in fct2 when δcyc is made purposely large, i. e., mea-
sure the difference between fct2(δcyc=+0.1) and fct2(δcyc=-0.1).

2. Direct measurement of the shift in fct2 when the average ρc of both ions are made
bigger by

√
2.

3. Verification that the measured ratio does not vary when the role of the two cyclotron
drive synthesizers are interchanged.
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In the first experiment, we compared the observed shift with the predicted shift from
our model. The difference between the observed and predicted shifts was +21(22)× 10−12

and −29(11) × 10−12 at ρs = 775 µm and 1000 µm respectively. As was the case for our
13C2H2

+/14N2
+ measurement (see [26]), the agreement at small distances confirms our

model of the effect of a mismatch in cyclotron orbit sizes from ion-ion interactions. Again,
there is some discrepancy at ρs = 1000 µm, but our measurements put an upper limit
of 3.5 × 10−12 for the effect of any phenomenon unaccounted for when we take precise
measurement data (and |δcyc| < 0.013 as we will see below). In experiments #2 and #3,
we drive both ions to nominally the same cyclotron radii and the comparison between the
measured shifts and the expressions from our model leads to an upper limit on δcyc. The
resulting measurements of δcyc are +0.010(18) and -0.001(13) for the sulfur and silicon data
sets respectively. Even though we have independent reasons (mentioned above) to believe
that |δcyc|� 0.005, we take δcyc = 0.000(13) for all data sets to be conservative and account
for any unknown systematic error related to ion-ion interactions. The uncertainty in the
cyclotron radius imbalance leads to an “uncertainty band” shown on the left of Fig. 6-3
and 6-4.

The potential systematic error from ion-ion interactions depends very strongly on ρs,
and the obvious solution is to move the ions further apart. However, as we do so, we
also move the ions further away from the trap center. Our measurements then become
more sensitive to frequency shifts due to electric field anharmonicities and magnetic field
inhomogeneities. Field imperfections affect fct2 due to the fact that the two ions’ magnetron
radii are systematically different from each other (by a few percent) due to their finite mass
difference [13]. In order to control this problem, we have had to characterize our trapping
fields very well (with a single ion in the trap), and optimize the one electrostatic term we
can control, C4, to cancel out the effect of all the other perturbations. But our uncertainties
in the various terms in the expansions of our fields (10% on D4, C6, B2, and 44% on B4 —
see [2]) limit our ability to do so perfectly. This leads to a potential systematic error which
grows very quickly with ρs (at least as ρ5

s), as indicated by the gray band on the right-hand
side of Fig. 6-3 and 6-4. To make sure that we understand the effect of field imperfections
on our measurements, we have measured the slope ∂fct2/∂C4 and found that it agrees very
well with our prediction, as shown in Fig. 6-2 (χ2

ν(measured-predicted) ∼ 0.15).
The ultimate test for probing possible systematic errors is to measure the ratio R as a

function of the distance between the ions. The fact that all the data points fall within our
uncertainty bands is a very powerful check for the presence of unknown systematic errors,
because the size of each contribution has changed by at least a factor of 30 between ρs = 600
and 1200 µm. In fact, the lack of a sharp change in the data toward the ends of the range
of measured ρs strongly suggests that we have overestimated our errors. Our final values of
the measured mass ratios (taking into account the correlated errors between points) are
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gr using H32S+/33S+ compared to the expected slope

from our independent measurements of the trap field imperfections (and uncertainty). V t
gr

is related to the voltage applied to one of the electrodes of our trap (guard ring) which
affects C4. These results show that we understand the effect of field imperfections on our
measured ratio.

m[33S+]
m[32SH+]

= 0.999 744 166 300 0(74) (6.11a)

m[29Si+]
m[28SiH+]

= 0.999 715 124 173 9(65) . (6.11b)

Table 5.3 shows the error budget for these measurements. Note that we will have to
apply a correction of about +50×10−12 and +7×10−12 to the measured ratios to account for
the polarization energies of the 32SH+and 28SiH+molecules. (The mass ratios including this
correction are given in Table 7.1.) The corrections mentioned above are only preliminary
estimates and complete calculations will be performed shortly. Please refer to our future
publications for the final values (and a complete explanation of the cyclotron frequency
shift of a cold polarizable molecule in a Penning trap). To account for our uncertainty in
that correction, we increase here the relative uncertainties of the two measured ratios to 12
and 7 × 10−12 for sulfur and silicon respectively. But even with these increased error bars
our ratios are still 425 and 200 times more accurate than previous values. By accounting
for the mass of the missing electron and the chemical binding energies (from [22]), the mass
ratios (Eq. (6.11)) can be converted into the following neutral mass differences
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Figure 6-3: Summary of the measured ratio m[33S+]/m[32SH+] as a function of ion-ion
separation distance. The substracted offset is the ratio predicted from the masses in [20].The
shaded areas represent the possible systematic error from ion-ion interactions (left) and field
imperfections (right). The solid horizontal line indicates our best estimate of the cyclotron
frequency ratio, with the 1σ confidence interval denoted by dashed lines.
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Figure 6-4: Summary of the measured ratio m[29Si+]/m[28SiH+] as a function of ion-ion
separation distance. See caption of Fig. 6-3.

M [32S] + M [H] − M [33S] = 0.008 437 296 58 (40) , (6.12a)

M [28Si] + M [H] − M [29Si] = 0.008 256 901 99 (24) †. (6.12b)

The relative precisions of these mass differences are 4.7 and 2.9 × 10−8 respectively. Note
that the uncertainties on the heat of formation of SiH+ and Si+ (from [21]) contribute an
error of 1.7× 10−8 to the silicon mass difference.

6.4 Conclusion

Unfortunately, the measured mass differences (Eq. (6.12)) are not quite what appear in Eq.
(6.8) and so we need to add to each of them M [D] - 2M [H]. That mass difference can be
calculated from the most current values of M [D] and M [H] from [22] with a relative precision
of 2.7 × 10−7. Since M [D] - 2M [H] is about 5 times smaller than the mass differences we
measured, its contribution to the uncertainty of the total mass difference should be slightly
above the uncertainty from our measurements (about 5×10−8). Using the values of λ∗

D, λ∗
S,

and λ∗
Si from the GAMS4 group, and αem from [34], we will obtain two independent tests

of the famous relationship E = mc2 with an uncertainty of about 2 × 10−7 (dominated by
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Table 6.1: Comparison with other tests of special relativity that we are aware of.
Type of experiment 1 − cm/cem References
Michelson-Morley (anisotropy)∗ 10−9 [39]
Hughes-Drever (anisotropy) ∗ 3 × 10−22 [41, 42]
Mössbauer-rotor∗† 10−6 [43]
Eötvös∗†‡ 10−9 [44]
High-energy tests 1 × 10−23 [45, 38]
Mass - Wavelength measurements† 2 × 10−7 (this work)

the wavelength measurements). These will be the most precise direct tests of E = mc2 by
about two orders of magnitude. As described in Sect. 6.2, these results also correspond to
two new limits on 1 − cem/cm, also with a precision of 2 × 10−7.

For comparison, the limits on this quantity that can be extracted from other tests of
special relativity are shown in Table 6.1. Even though our new limit will not be as stringent
as most of the other tests, it is unique in that it does not rely on any assumption of
a preferred reference frame [27]. Haugan and Will have also noted that most of the very
precise tests of special relativity are sensitive only to the tensor contribution of any Lorentz-
invariance violating coupling [31]. The Mössbauer-rotor and the Eötvös experiments are
two exceptions, as is our test of E = mc2. However, in contrast to our limit, the Eötvös
experiments is also be sensitive to a coupling violating local position invariance [31], and so
they have to assume that there is no fortuitous cancellation between these two anomalies.
Finally, Coleman and Glashow have obtained very stringent limits based on the observation
of primary cosmic-ray photons and protons with very high energies [38].

Alternatively, if we set cem = cm, we will obtain a new value of the molar Planck constant
NAh, and the most accurate determination of the mechanical fine structure constant. The
previous best was the value of αm from the Compton wavelength of the electron with an
uncertainty of 1.2 × 10−5. However, it is still about 55 times less precise than the current
best value of α [46]. Finally, Eq. (6.12b) combined with M [28Si] and M [H] from [20] lead
to an new value of M [29Si] with an uncertainty reduced by an order of magnitude from the
current most precise value [47] (dominated by the error on M [28Si]):

M [29Si] = 28.976 494 662 6(20) u . (6.13)

In the future, the same test could be carried out with 15N, 36Cl and 49TiThe λ∗
Cl and λ∗

Ti

have been measured but 36Cl is slightly radioactive and 49Ti is heavier than most masses we
have measured. 15N would be best from the mass measurement aspect but the intensities of
the γ-rays are low and it is not clear whether a precise measurement of λ∗

N will be possible.

∗Assumes preferred frame (cosmic microwave background)
†Tests scalar contribution (the others test the tensor contribution).
‡Assumes no fortuitous cancellation between local Lorentz invariance and local position invariance.
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Chapter 7

Conclusion and Outlook

Starting in 1983, seven graduate students, four post-docs, and many undergraduate students
have constructed the world’s most accurate and versatile mass spectrometer, and used it
to perform many interesting mass comparisons with fractional accuracies near or below
10−10. Over the last four years, James Thompson and I have improved the apparatus and
demonstrated a qualitatively new technique to further improve its accuracy by about an
order of magnitude. By simultaneously confining two different ions in our Penning trap and
directly measuring the difference in their cyclotron frequencies, we have measured three mass
ratios with a relative uncertainty at or below 10−11. The measured ratios are summarized
in Table 7.1, and Table 7.2 gives the mass differences that can be extracted from them.

There were many challenges in the development of the two-ion technique, but thanks to
the great legacy of all the previous members of the group and a good dose of perseverance
(maybe some luck too!), we were able to succeed. The first one was to control the trajec-
tories of the two ions in the trap to “park” them in an ideal configuration where they both
move on nearly the same magnetron orbit, on opposite sides of the trap. That required the
development of completely new experimental tools to precisely characterize and control all

Table 7.1: Best values for the measured mass ratios. These are preliminary values; they
include only an estimate of the polarization shift correction. Please refer to our future
publications for the final value. Also shown are the differences between our measured ratio
and the predicted values from the masses in [20] (and binding energies), and the factor of
improvement in the uncertainty.

Ratio Measured value (R − R95) × 1012 σR95/σR

M [14N2
+

]

M [13C2H2
+]

0.999 421460 888 (10) +130 (110) 11

m[29Si
+

]

m[28SiH+]
0.999715 124181 (7) -1 900 (1 400) 200

m[33S
+

]

m[32SH+]
0.999 744164 350 (12) -1 950 (5 100) 425
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Table 7.2: Mass differences obtained from the preliminary measured mass ratios given in
Table 7.1. These are NOT our final values since they include only an estimate of the
polarization shift correction. Please refer to our future publications for the final numbers.

Mass difference Measured value (u) Relative accuracy

M [14N]-M [13C]-M [H] 0.008105 862 88 (14) 1.7× 10−8

M [28Si]+M [H]-M [29Si] 0.008256 901 99 (24) 2.9× 10−8

M [32S]+M [H]-M [33S] 0.008437 296 58 (40) 4.7× 10−8

three normal modes of motion of each ion, including the two strongly coupled magnetron
modes. The other big challenge was to quantify and minimize the systematic shifts of the
ion frequencies due to the Coulomb interaction between the ions and the trapping field im-
perfections. The effect of ion-ion interactions on the measured ratio was kept below 10−11

by separating the ions about 800 µm from each other. We then had to characterize our
trapping fields very well, and optimize the one source of anharmonicity we have experimen-
tal control of to cancel the effect of all other sources of frequency shifts. We empirically
demonstrated (in several independent ways) our understanding of the effects of trap imper-
fections on the measured ratio. We have also established our understanding of the effect
of a systematic mismatch between the cyclotron orbit size (ion-ion interaction) at the 20%
level in a regime where they were at least 10 times larger than they were when we took the
measurements.

The uncertainties on the measured cyclotron frequency ratios have approximately equal
contributions from statistics, ion-ion interactions, and trap imperfections (∼4 × 10−12).
However, we need to apply a correction to the measured ratios due to the polarization
force shift of the cyclotron frequencies of some molecules we have used. At the time of the
submission of this thesis, we have not completed the final calculations for these corrections,
but we estimate this correction to be about 0.7 and 5×10−11 for the sulfur and silicon ratios
respectively. These estimates have been included in the numbers given in Tables 7.1 and 7.2.
Since we take the uncertainty in this correction to be 20%, the reported final uncertainty
for H32S+/33S+ is dominated by the uncertainty on that correction. The correction of the
13C2H2

+/14N2
+ ratio is a lot less understood at this time so no correction was applied, and

the uncertainty was multiplied by
√

2.
Still our reported values are clearly the most accurate mass measurements in the world

to date. We have been very conservative in our estimate of errors and are confident in
the reported values. The 13C2H2

+/14N2
+ mass ratio measurement was performed for a

demonstration of the technique, with no specific applications in mind. The other two ratios
can be combined with precise γ-ray measurements performed by a group from NIST at the
Institut Laue-Langevin to perform a direct test of the famous relation E = mc2. It will also
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allows us to obtain a new limit on possible deviations of the limiting velocity of massive
particles from the speed of propagation of an electromagnetic wave in vacuum. The γ-ray
measurements have been performed, but the final results not available yet [28]. The relative
uncertainty on the measured wavelengths are expected to be 2 × 10−7 so that our limit is
expected to look like:

1 − cm

cem
< 2 × 10−7 ∗. (7.1)

This tests one of the basic assumptions of the theory of special relativity. Even though
this limit is not nearly as stringent as the one obtained from kinematical tests of special
relativity (e. g., Michelson-Morley, Kennedy-Thorndike, and Hughes-Drever experiments),
it is unique in that it does not rely on the assumption of a preferred frame of reference.
Also, unlike most of the very precise tests of SR, it is sensitive to the scalar contribution of
any Lorentz-invariance violating coupling, and not the tensor contribution. The Mössbauer-
rotor and the Eötvös experiments also constrain the scalar inertial anomaly, but the later
relies on an extra assumption: that there is no fortuitous cancellation between a coupling
violating local position invariance, with one violating Lorentz invariance.

Alternately, if one assumes that E = mc2 is correct, our mass ratio and the γ-ray
wavelengths measurements will lead to a new value of the fine structure constant with a
relative precision of 2 × 10−7. This is 50 times less accurate than the current best value
of alpha from the g − 2 of the electron, but it improves the value of the “mechanical fine
structure constant” by a factor of 5. Finally, because the mass of 29Si was not known as
precisely as the mass of 28Si, our measured mass ratio involving these isotopes has reduced
the uncertainty on the mass of 29Si by an order of magnitude.

7.1 Future Directions

Unfortunately, we only had a few months at the end of our graduate careers to measure
mass ratios and we left a lot of interesting measurements behind. With just a few more
ratios, we could have built a short MIT mass table with 13C, 14N, 15N, 16O, 32S, 33S, and
34S at or below 10−11. By comparing CD2

+ with CH4
+, we also could have obtained the

D/H mass ratio to about 3× 10−11. But the next ratio on our list was 13CH+ vs N+ which
measures the same mass difference as our 13C2H2

+/14N2
+ ratio but at half the m/q. That

would provide a nice independent check on systematic errors. It turns out not to be too
difficult to find pairs with mass differences in the range 10−4 < ∆m/m < 10−3 where the
two-ion technique works well, but the correction required when using polarizable molecules
will probably be a concern below 10−11. We don’t see this as a fundamental limitation of
our technique however; more precise calculations of the dipole moments of ions and their
molecular structure should be available in the future.

∗preliminary estimate
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Scientifically, the most interesting measurement to perform now would be to compare
the masses of 3He and 3H to help place a limit on the mass of the electron neutrino. The very
low mass would bring a new challenges for our apparatus, but the two-ion technique seems
to be ideally suited for this measurement: much lower systematic effects and very small
amount of radioactive tritium needed. Eventually it could also be interesting to broaden
even further the use of our setup to work with highly-charged ions, or explore the potential
applications in molecular spectroscopy that our discovery of the polarization force might
have opened up.

So the future looks very promising for the MIT ICR experiment, or I should say the
FSU ICR experiment. Indeed, the apparatus is now being moved to Florida State University
where Edmund Myers will carry on our work.
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Appendix A

Effect of Field Imperfections on an

Ion’s Frequencies

This appendix describes how to calculate the effect of the trapping field imperfections on the
three normal mode frequencies of an ion in a Penning trap. The expressions for the effect of
C4, C6, and B2 have been given in previous ICR theses (and in [2]) but they are not always
consistent with each other. The fact is that in the past nobody in this lab ever worried
about the effect of any term beyond C4 and B2 quantitatively and there has never been a
need for getting the right expression within a factor of two (and the correct sign). However
that changed when we obtained an absolute amplitude calibration for the motion of an ion
in our trap with an uncertainty of a few percent (by measuring relativistic frequency shifts –
see Sect. 2.4). Also the new computer control system opened the possibility of taking a lot
more data, a lot more systematically, and therefore we could measure C6 in our trap with
unprecedented precision (∼10%) (see Sect. 2.5). Finally, getting the correct expressions for
these frequency shifts has been absolutely crucial to controlling the systematic errors in our
two-ion technique. Since we now make precise frequency measurements with the ions away
from the center of the trap, the effects of field imperfections are much more important. We
will begin by describing the effect of electric field anharmonicities and then we will tackle
magnetic field inhomogeneities.

A.1 Electric Field Anharmonicities

Following the convention of [2] (and all ICR theses), we expand the electric potential near
the center of our trap in terms of Legendre polynomials:

Φ(	r) =
Vr

2

even∑
n=2

Cn

(r
d

)n
Pn(cos θ) , (A.1)

where Vr is the voltage on the ring electrode (taken to be positive) and d is the characteristic
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Table A.1: Explicit expressions for rnPn(cos θ)

n rnPn(cos θ)

2 z2 − ρ2

2

4 z4 − 3z2ρ2 + 3
8ρ4

6 z6 − 15
2 z4ρ2 + 45

8 z2ρ4 − 5
16ρ6

8 z8 − 14z6ρ2 + 105
4 z4ρ4 − 35

4 z2ρ6 + 35
1128ρ8

trap size. Our trap electrodes are very carefully machined to be cylindrically symmetric and
invariant under the reflection z → −z so we need only to consider the even terms. To first
order, the odd terms do not induce any frequency shift and the second order contribution
is heavily suppressed, as is shown in James Thompson’s thesis. The first term (n = 2) with
C2 = 1 represents the axial harmonic potential which is responsible for the axial motion
(Eq. (2.2)). The leading anharmonic correction is the n = 4 term over which we have
control by adjusting the voltage on our Guard Ring electrode. Table A.1 gives the explicit
expressions for rnPn(cos θ) using r2 = ρ2 + z2 and cos θ = z/r. The equation of motion of
an ion in our trap is then

m	a = q	v × 	B − q∇Φ (A.2)

⇒ 	̈r = ωc 	̇ρ × ẑ − ω2
zd2

2
∇
(∑

Cn

(r
d

)n
Pn(cos θ)

)
, (A.3)

where we have used 	B = B0ẑ, ωc = qB/m, and ω2
z = (qVr)/(md2). To calculate the shift of

the axial frequency, we write the ẑ component of (A.3) as

z̈ = −ω2
zd2

2
∂

∂z

(∑
Cn

(r
d

)n
Pn(cos θ)

)
≡ −ω2

z (1 + 2
∑

αn)z , (A.4)

so that the relative shift of the axial frequency due to the term of order n is given by

∆ωz

ωz

∣∣∣∣
n

= αn =
d2

4z0

∂

∂z

(
Cn

(r
d

)n
Pn(cos θ)

)
=

Cn

z0dn−2

∂

∂z
(rnPn(cos θ))

∣∣∣
at ωz

. (A.5)

To evaluate the above expression, we substitute rnPn(cos θ) from Table A.1 and, after taking
the derivative, we substitute z = z0 cos(ωzt). The factors zn need to be expanded in a Fourier
series and only the term proportional to cos(ωzt) is kept. Finally, one must calculate ρn

by expanding ((	ρc + 	ρm) · (	ρc + 	ρm))n/2 and extracting the dc component, i. e., the terms
with no frequency dependence. (Use 	ρc = ρc �

{
eiωctt
}

and a similar expression for 	ρm.)
The algebra becomes quickly overwhelming for n > 6 and so Mathematica was used to
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generate all the expressions below.
To calculate the frequency shifts of the radial modes, we write the radial component of

the equation of motion (A.3) as

	̈ρ = ωc 	̇ρ × ẑ − ω2
zd2

2
∂

∂ρ

(∑
Cn

(r
d

)n
Pn(cos θ)

)
ρ̂ (A.6)

≡ ωc 	̇ρ × ẑ − ω2
z

2
(1 + β)	ρ . (A.7)

For the cyclotron motion, we substitute 	ρ = ρc �
{
(x̂ + iŷ)eiωctt(1+δ)

}
in (A.7) and, neglect-

ing δ2, we solve for the relative shift in the trap cyclotron frequency:

∆ωct

ωct
= δ =

ω2
zβc/2

ωct(2ωct − ωc)
≈ ωmβc

ωc
. (A.8)

The last expression is an approximation to simplify the results below, which introduces an
error of order ωm/ωc. From (A.6) and (A.7) we get an expression for βc that we can then
use to write the relative shift in the trap cyclotron frequency due to Cn:

∆ωct

ωct

∣∣∣∣
n

=
ωm

ωc

d2

ρc

∂

∂ρ

(
Cn

(r
d

)n
Pn(cos θ)

)
=

ωm

ωc

Cn

ρcdn−2

∂

∂ρ
(rnPn(cos θ)) . (A.9)

Using a very similar procedure we find for the magnetron frequency

∆ωm

ωm
=

ω2
zβm/2

ωm(2ωm − ωc)
≈ −βm , (A.10)

from which we obtain the relative shift in the magnetron frequency due to Cn:

∆ωm

ωm

∣∣∣∣
n

= − d2

ρm

∂

∂ρ

(
Cn

(r
d

)n
Pn(cos θ)

)
=

−Cn

ρmdn−2

∂

∂ρ
(rnPn(cos θ)) . (A.11)

Once again, to evaluate (A.9) and (A.11), we need to be a little careful. We substitute
rnPn(cos θ) from Table A.1 and then z = z0 cos(ωzt). Here however to calculate zn, we
compute the time average 〈cos(ωzt)n〉. Finally, we have to explicitly calculate ρn+1 by
expanding ((	ρc + 	ρm) · (	ρc + 	ρm))n/2 (	ρc + 	ρm) and picking the Fourier component at ωct

in the case of the cyclotron frequency (A.13), and at ωm in the case of the magnetron
frequency (A.13). The resulting expression from (A.5), (A.9), and (A.11) calculated up
to C8 are given below. These expression have been checked and rechecked, and calculated
independently by James Thompson (using a slightly different approach) so we are very
confident that they are correct.
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∆ωz

ωz
=

3
4

C4

d2

(
z2 − 2ρ2

c − 2ρ2
m

)
+

15
16

C6

d4

(
z4 − 6 z2ρ2

c + 3 ρ4
c − 6 z2ρ2

m + 12 ρ2
cρ

2
m + 3 ρ4

m

)
(A.12)

+
35
32

C8

d6

(
z6 − 12 z4ρ2

c + 18 z2ρ4
c − 4 ρ6

c − 12 z4ρ2
m + 72 z2ρ2

cρ
2
m

−36 ρ4
cρ

2
m + 18 z2ρ4

m − 36 ρ2
cρ

4
m − 4 ρ6

m

)
∆ωct

ωct
=

−3
2

ωm

ωc

C4

d2

(
2z2 − ρ2

c − 2 ρ2
m

)
− 15

8
ωm

ωc

C6

d4

(
3 z4 − 6 z2ρ2

c + ρ4
c − 12 z2ρ2

m + 6 ρ2
cρ

2
m + 3 ρ4

m

)
(A.13)

− 35
16

ωm

ωc

C8

d6

(
4 z6 − 18 z4ρ2

c + 12 z2ρ4
c − ρ6

c − 36 z4ρ2
m + 72 z2ρ2

cρ
2
m

−12 ρ4
cρ

2
m + 36 z2ρ4

m − 18 ρ2
cρ

4
m − 4 ρ6

m

)
∆ωm

ωm
=

3
2

C4

d2

(
2 z2 − 2 ρ2

c − ρ2
m

)
+

15
8

C6

d4

(
3 z4 − 12 z2ρ2

c + 3 ρ4
c − 6 z2ρ2

m + 6 ρ2
cρ

2
m + ρ4

m

)
(A.14)

+
35
16

C8

d6

(
4 z6 − 36 z4ρ2

c + 36 z2ρ4
c − 4 ρ6

c − 18 z4ρ2
m + 72 z2ρ2

cρ
2
m

−18 ρ4
cρ

2
m + 12 z2ρ4

m − 12 ρ2
cρ

4
m − ρ6

m

)
If one were concerned about precision to better than ωm/ωc, one should use the full

expressions in (A.8) and (A.10), which corresponds to multiplying the expressions above
for ∆ωct/ωct and ∆ωm/ωm by

ωc

ωm

ω2
z/2

ωct(2ωct − ωc)
and

−ω2
z/2

ωm(2ωm − ωc)
respectively. (A.15)

A.2 Magnetic Field Inhomogeneities

We now turn to the effect of magnetic field inhomogeneities on the three normal mode
frequencies of an ion in our Penning trap. The calculation of these expressions is very
similar to what was done in Sect. A.1 for the electric field anharmonicities. We follow again
the convention of [2] and express the magnetic field as the gradient of a scalar potential
	B = −∇Ψ with

Ψ(	r) = −
∞∑

n=0

Bn

n + 1
rn+1 Pn+1(cos θ) ≡

∞∑
n=0

Ψn . (A.16)

The first few terms of the expansion are
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	B(	r) = B0ẑ + B2

(
1
2
(
2 z2 − ρ2

)
ẑ − (z ρ) ρ̂

)
+ B4

(
1
8
(
8 z4 − 24 z2 ρ2 + 3 ρ4

)
ẑ − 1

2
(
4 z3 ρ − 3 z ρ3

)
ρ̂

)
+ . . . .

(A.17)

Again, from symmetry arguments, we need only to consider the even terms†. From each
n �= 0 term, we get an extra force in the equation of motion (A.2) of the form

	Fn = −mωc

B0
	v ×∇Ψn . (A.18)

To calculate the effect of that extra force on the cyclotron frequency, we suppose again
that 	ρ = ρc �

{
(x̂ + iŷ)eiωctt(1+δ)

}
and we find

∆ωct

ωct

∣∣∣∣
n

=
1

ωct(ωc − 2ωct)
F cyc

n

ρc
≈ − 1

ω2
c

F cyc
n

ρc
, (A.19)

where F
cyc
n is the Fourier component of 	Fn at ωct along the ρ̂ direction. Similarly, the

relative frequency shift of the magnetron and axial frequencies are given by

∆ωm

ωm

∣∣∣∣
n

=
1

ωm(ωc − 2ωm)
F

mag
n

ρm
≈ 2

ω2
z

F
mag
n

ρm
(A.20)

∆ωz

ωz

∣∣∣∣
n

= − 1
2ω2

z

F z
n

z
, (A.21)

where Fmag
n is the Fourier component of 	Fn at ωm along the ρ̂ direction and F z

n is the Fourier
component of 	Fn at ωz along the ẑ direction. When the dust settles, we find the following
expressions for the various frequency shifts due to magnetic field imperfections:

†The effect of B1 and B3 are discussed in Weisskoff’s thesis [5] p.33

119



∆ωz

ωz
=

1
4

B2

B0

(
ρm

2 +
ωc

ωm
ρc

2

)
+

3
8

B4

B0

(
z2 ρm

2 − ρm
4 +

ωc

ωm
z2 ρc

2 − ωc

ωm
ρc

4 − ωc

ωm
2 ρc

2 ρm
2

)
(A.22)

∆ωct

ωct
=

1
2

B2

B0

(
z2 − ρc

2 − ρm
2
)

+
3
8

B4

B0

(
z4 − 4 z2 ρc

2 + ρc
4 − 4 z2 ρm

2 + 4 ρc
2 ρm

2 + ρm
4
)

(A.23)

∆ωm

ωm
=

1
2

B2

B0

(
−z2 + ρm

2 +
ωc

ωm
ρc

2

)
(A.24)

− 3
8

B4

B0

(
z4 − 4 z2 ρm

2 + ρm
4 − ωc

ωm
4 z2 ρc

2 +
ωc

ωm
2 ρc

4 +
ωc

ωm
2 ρc

2 ρm
2

)
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