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ABSTRACT

In this dissertation we present a new approach to the problem of estimating multiple unknown signals and/or parameters from noisy and incomplete data. We approximate the various unknowns as being stochastically independent, then fit a separable probability density approximation to the given model density by minimizing the cross-entropy. Given the separable density, all the unknowns can then be estimated independently of each other using conventional methods. Surprisingly, all the well known Maximum A Posteriori and Maximum Likelihood methods for this problem can be viewed as degenerate forms of this cross-entropy approach, in which one or more components of the fitted separable density are constrained to be impulse functions. We solve for the Minimum Cross-Entropy and MAP separable density approximations by iteratively minimizing with respect to each unknown component of the density. This iterative approach takes a particularly simple form when the probability densities belong to an exponential class of densities. Each iteration decreases the cross-entropy, and convergence can be proven under mild conditions. Applications discussed in the thesis include:

a) grouped, truncated, quantized data

b) optimal signal reconstruction from time/frequency constraints
   bandlimited extrapolation
   phase-only reconstruction
   magnitude-only reconstruction

c) multidimensional FIR filter design

d) multidimensional Maximum Entropy spectral estimation

e) optimal signal reconstruction from time/Short Time Fourier Transform constraints

f) penalty functions for constrained minimization
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Chapter 1

Introduction

1. The Subject of the Thesis

Using noisy and incomplete data to reconstruct a signal or identify parameters of the signal model are two of the most common problems in stochastic estimation theory. Applications abound throughout all engineering disciplines. In controlling a chemical plant subject to unknown disturbances and sensor errors, it is necessary to estimate temperature and pressure profiles (the parameters) as well as material flows (the signal) in order to maximize the yield of the reaction. Bandwidth compression or enhancement of noisy speech benefits greatly from accurate estimation of the vocal tract and voicing parameters. Optical images blurred by motion or by instrument inaccuracies can often be restored if an accurate estimate of the distortion is available.

In all these cases, we start with a model of the signal and observation processes. The model describes the inputs and outputs of the system, and mathematically characterizes its internal behavior as well as characterizing its overall environment. The model may be incomplete, with only vague information about the values of various internal parameters. Our measurements of the system may also be poor. Noise may be present, the values being measured may be distorted through transmission, samples may be missing, suspect, or coarsely quantized, and sometimes only short segments of data may be available. Given whatever information we have, the partial model and the partial data, our goal in all these applications is to try to estimate the unknown aspects of the model, reconstruct the internal state of the system, and try to fill in any missing observation data.
Unfortunately, deciding what is the "optimal" estimate of these unknowns depends strongly on how we choose to define "optimality". If we have a specific goal in mind, such as maximizing the plant yield or improving the intelligibility of speech, then optimality of the estimation algorithm can be measured in terms of the improvement in our application. Unfortunately, optimality criteria such as these are usually difficult to quantify in a form that is convenient for processing. A common approach, therefore, is to choose a method which is relatively simple yet works well (though perhaps not "optimally") in a wide variety of applications. Numerous techniques, both ad hoc and theoretical, have been discussed in the literature. Throughout this thesis we will assume that a statistical model for the unknowns is available. If a cost function is also given, describing the relative cost of various types of estimation error, then the "optimal" Bayesian estimation approach is to choose the estimate which, given the available data, would on average result in minimum cost [1]. If the cost function is the mean square error between the actual unknown and the estimate, then the resulting Minimum Mean Square Error estimate would calculate the conditional expectation of the unknowns. Unfortunately, while this may be the best one could do, the multidimensional integrals required to estimate several unknowns simultaneously are usually extremely difficult to evaluate.

The most commonly suggested compromises are Maximum A Posteriori (MAP) or Maximum Likelihood (ML) methods [1, 2, 3, 4]. These approaches try to choose the values of the unknowns which are "likeliest" given the available observations. In effect, these methods replace the multidimensional integration of the Minimum Cost Bayesian method with a computationally simpler maximization of a probability density. Perhaps the most important property of MAP and ML is that, although they give higher costs than the "optimal" Bayesian approach, for many stationary and ergodic systems these
techniques yield asymptotically consistent, efficient and normal parameter estimates [5, 6, 7]. In these cases, MAP and ML are "optimal" in the sense that no other asymptotically consistent technique can yield estimates with asymptotically lower variance. The problem is that for short data lengths, these methods may be quite biased. Moreover, when there are multiple unknowns, there are many ways in which we can apply these methods to the problem, some of which are significantly better than others. In fact, this thesis will treat three fundamentally different ways to apply MAP or ML to a stochastic estimation problem with two unknowns.

The main thrust of this dissertation, however, is to develop a new approach to the problem of stochastic estimation with multiple unknowns and noisy or incomplete observation data. What we would really like is a method which works about as well as the Minimum Cost Bayesian approach, but which doesn't require complicated multidimensional integrations. The real problem with the Minimum Cost approach is that the unknowns are usually closely correlated, and it is the interaction between all the unknowns which causes the computational complexity. If we could uncouple all the uncertainties and deal with only one unknown at a time, then the problem would be substantially simpler.

We start with what is admittedly a shaky basis. Let us pretend that all the unknown variables are independent, and approximate the given model probability density \( p(x, y, \ldots) \) by a probability density \( q(x, y, \ldots) \) that is separable. Thus \( q(x, y, \ldots) = q(x)q(y) \ldots \) is simply a product of individual densities involving only a single unknown. Once we have computed such a separable approximation, we could then use it to estimate each unknown independently of the others. The question is, how do we best fit a separable density to the given model? The answer lies in informa-
tion theory. Shore and Johnson [8] have proven that the "only" method of stochastic inference which correctly incorporates knowledge about the form of the probability density is to choose the density which minimizes the "cross-entropy", an information-theoretic measurement of the difference between the original and the new model density. Our Minimum Cross-Entropy Method (MCEM) thus consists of finding the best separable approximation to the given model density by minimizing the cross-entropy over the infinite dimensional space of separable probability densities.

Surprisingly, all the usual MAP and ML methods can be reduced to degenerate forms of this single cross-entropy method, in which we not only fit a separable approximation to the given model, but also insist that one or more components of that separable approximation be impulse functions. Cross-entropy thus serves as a unifying framework for stochastic estimation of multiple unknowns; it provides a concrete measure for comparing the various MAP methods, and also suggests that better, lower cross-entropies could be achieved by removing this impulse function restriction of the MAP methods. Cross-entropy, like Minimum Cost Bayesian estimation, can also deal properly with generalized probability densities containing impulses. MAP and ML cannot. The cross-entropy approach also tends to retain any symmetry in the underlying model, while the MAP methods often do not. In a number of examples we have tried, cross-entropy also seems to yield estimates with less bias than the MAP methods, and although we have not proven this, it appears to be asymptotically consistent whenever an MAP method would be asymptotically consistent. All these features suggest that this Minimum Cross-Entropy Method is the "natural" alternative to Minimum Cost Bayesian Estimation.

Unfortunately, by introducing cross-entropy, we have converted an estimation
problem involving a finite number of unknowns into an infinite dimensional functional minimization over the space of possible separable probability densities. We choose the simplest possible approach to implementing this minimization, iteratively minimizing the cross-entropy over each component of the separable approximation in turn. This is comparable to using a "coordinate descent" minimization technique, and though gradient directed methods might be faster, none would be as simple. Minimizing the cross-entropy with respect to a component \( q(x) \) of our separable density \( q(x) \) involves averaging the model log probability density over all unknowns except \( x \), then using the result as the estimated log probability density \( \log q(x) \) of the unknown \( x \). In effect, we average the log model probability density over all variables except one, then assume that the remaining variable must account for any remaining variation. We then move to the next variable and do the same. Each iteration strictly reduces the cross-entropy, and thus strictly improves the separable approximation. Furthermore, since the MAP methods can also be stated in terms of fitting a separable model to the given density, exactly the same iterative approach can be used for solving these problems also. The only difference is that in the MAP methods, the components that are restricted to be impulse functions are estimated by maximizing an averaged log density. Each iteration of the MAP algorithms not only strictly decreases the cross-entropy, but also strictly increases the corresponding likelihood function.

We're still left with some multidimensional integrations, the same problem which curses the "optimal" Minimum Cost Bayesian approach. However, if the given model density forms an exponential class of densities, then the infinite dimensional cross-entropy minimization problem reduces to iteratively calculating the expectation of a finite set of functions, each involving only a single unknown. This restriction to the exponential class is actually not that limiting; included in this class are binomial,
multinomial, negative binomial, Poisson, Exponential, Gaussian, Gamma, Chi-Square, Beta, and many other densities. In fact, under mild conditions, one can show [9] that every density which can be characterized by a sufficient statistic must be an exponential class. When the model density is transformed to its "natural" exponential form, the algorithms take their simplest form. Cross-entropy simply alternates between calculating the conditional expectation of each unknown in turn given the latest estimate of the other unknowns. The MAP algorithms differ only in that some or all of the expectations are replaced by maximizations of the conditional density. MAP algorithms are usually computationally cheaper than MCEM, but their estimates are usually worse.

Convergence of all the algorithms can be proven under mild conditions. Two basic approaches are used for proving convergence in this thesis. The first relies on the fact that the algorithms strictly decrease a cross-entropy expression on each iteration, and the MAP algorithms also increase a likelihood function on each pass. Analyzing the shape of these functions then leads to an understanding of how these estimates must evolve. The other approach used is that when the cross-entropy or likelihood functions are concave, each iteration often defines a contraction or non-expansion mapping on the space of unknowns. Well known fixed point theorems can then be invoked to prove convergence of the estimates.

The remainder of this thesis is concerned with applications of these ideas to a variety of problems in statistics and signal processing. The first problem we consider is fitting the parameters of a given model density to a set of data when the data has been coarsely quantized, grouped into bins for convenience in collection, or similarly mangled. We propose four different cross-entropy and MAP algorithms for solving this problem. All four algorithms alternate between estimating the exact values of all data
measurements, fitting parameters to the model density using these data estimates, then using the improved parameter estimates to further refine the data estimates. We compare the performance of our algorithms with the Minimum Mean Square Error estimates for a couple of examples involving Exponential and Gaussian densities. Cross-entropy appears to give estimates which are virtually identical to those of Minimum Mean Square Error estimation at a fraction of the computational cost, and its estimates are asymptotically consistent. One of the MAP methods is almost as good, but for small amounts of data it gives biased estimates. The two other MAP methods are asymptotically biased (on the other hand, they take very little computation.)

The next class of applications we consider involves optimal reconstruction of Gaussian signals corrupted by additive Gaussian noise, where we are given separate constraints on the signal and output values. Again we apply four different cross-entropy and MAP algorithms to the problem. Each algorithm filters the output estimates, and applies a conditional expectation or projection operator to estimate the signal. The output is then reestimated by applying a conditional expectation or projection operator to the signal. When the constraint sets are convex, each step defines a contraction mapping on the estimates, and geometric convergence to the unique global optimizing solution is guaranteed. If the constraint sets are not convex, convergence is only guaranteed to a critical point of the cross-entropy or likelihood function, provided that the estimates remain bounded.

We also analyze the limiting behavior of our algorithms when our a priori signal density becomes asymptotically flat. We show that our algorithms for this case have a similar form, except that the filtering step is omitted, and the resulting iteration is only a non-expansive mapping. Nevertheless, by using a new upper bound on the variance
of a log concave probability density, we prove that if the constraint sets are convex, then the "Fisher" algorithms converge to a global optimizing solution if and only if a solution to the problem exists.

The case when the known constraints on the signal and noisy output are defined by linear equalities is particularly interesting and elegant. All of our estimation approaches give identical algorithms in this case. Each iteration uses a linear filtering step, and two linear projection operations onto each of the constraint sets in order to calculate its estimates. An alternative "dual" algorithm is developed which iteratively calculates transformed Lagrange Multipliers, rather than the variables themselves, by using a similar filter/project/project iteration. The dual projection operators, however, are "orthogonal" to those of the original "primal" algorithm, and the dimensions of the problems can be quite different. Numerous closed-form solutions are developed, and we also suggest several different conjugate gradient and PARTAN algorithms to solve the problem in a finite number of steps. Noise sensitivity is analyzed, and shown to be directly related to the convergence rate. Finally, since both the primal and dual problems define a linear mapping on the signal and output spaces, we can analyze the eigenstructure of these mappings.

The simplest application of these reconstruction algorithms is to the problem of reconstructing signals given noisy constraints on its behavior in the time and frequency domains. We first consider the general linear equality time and frequency constraint problem, and two special cases: bandlimited extrapolation, and reconstruction of a finite signal given the phase of its transform modulo \( \pi \). For all these problems we develop both primal and dual iterative algorithms, conjugate gradient algorithms, closed-form solutions, and analyze their eigenvalues and eigenvectors. Next we consider applica-
tions involving more general convex constraint sets. Reconstruction of finite length signals from noisy measurements of the phase modulo $2\pi$ is treated in depth, and we compare its performance with the algorithm suggested by Hayes, Lim and Oppenheim [10]. Another application in this category is a new multidimensional Finite Impulse Response filter design algorithm capable of designing FIR filters meeting arbitrary time and frequency constraints. Finally, we discuss magnitude-only reconstruction, a problem involving non-convex constraints, and present three different algorithms, one of which is identical to that used by Fienup [11] and Hayes [12, 10]. When the constraint sets are non-convex, convergence is only guaranteed to a critical point of the objective function. As a result, our algorithms in this application tend to converge to a local minimum far from the global minimum.

Next we consider more esoteric applications. A new development of Short Time Fourier Transform is presented, in which we generalize the concept of "windows" to arbitrary one-to-one linear operators, prove that the inverse Short Time Fourier Transform is a projection operator, and develop a Parseval-like theorem equating the energy in the time and Short Time Fourier domains. These properties are used to develop general algorithms for reconstruction of signals from constraints on its time and Short Time Fourier domain behavior. In fact, all the time/frequency domain results generalize directly to time/Short Time Fourier domain algorithms. Next we present a possible improvement to Malik and Lim's algorithm (we have not tested this yet, and so there is no guarantee that it works.) We conclude with a new suggestion for penalty functions for constrained minimization problems.
2. Ongoing Research

There are a number of additional applications which were not included in this thesis due to lack of time. These include:

* Iterative Multidimensional Extrapolation/Interpolation/Smoothing of Noisy Finite Segments of Stationary Rational Processes (this iterates between a Weiner-Hopf smoothing filter, optionally linearly predicts the signal tails, then reestimates the unknown output tails from the signal tails.)

* Iterative Pole/Zero Estimation from a Finite Segment of Noisy Observations (these iterate between a finite length smoothing filter, and linear prediction and cross-correlation parameter estimation.)

* Iterative Pole/Zero Estimation and Extrapolation/Interpolation/Smoothing of Noisy Autoregressive Moving Average Models (these combine the above two algorithms in order to implement the filtering in the frequency domain.)

* Recursive Versions of the Noisy Pole/Zero Modeling Algorithms

* A 3 way Separation Theorem for Optimal Control of Linear Quadratic Gaussian Systems in Standard Controllable Form (these replace the expectation of the quadratic cost function by an expectation operator using the separable density approximation. The standard dynamic programming derivation of the separation theorem then gives an algorithm in which we iteratively fit a signal density, fit a parameter density, then refit a control. Recursive/iterative versions of the algorithm are also possible.)

The first algorithm only involves linear equality constraints; it has been programmed and works well. The MAP algorithms for solving the second and third applications have also been programmed; these work best for estimating all-pole models from noisy
data, since the zero estimates converge rather slowly. Using iterative extrapolation of the noisy output is also a rather simple but very effective method of eliminating the boundary effects one would normally encounter when using frequency domain filters on finite data segments. The last two applications are areas of ongoing research effort.

3. Historical Background

The idea of developing connections between information theory and probability has been investigated by numerous authors. Kullback's book [13] is perhaps the best example, although it primarily concentrates on applying statistical analysis to information theory rather than vice versa. Many researchers have tried to derive an axiomatic information theoretic basis for statistical inference [14, 15, 16, 17]. The most successful of these, however, was Shore and Johnson [8] who provided a complete axiomatic justification for cross-entropy as the only viable estimation method for incorporating observation data about the form of the model density.

Much has also been written about stochastic estimation involving multiple unknowns, but most analyses have focused on specific applications in which particular features could be exploited to solve the problem. One common suggestion [18, 19] for dealing with pole/zero parameters of a linear state space model, for example, is to add the parameters to the state vector, then iteratively or recursively linearize the equations about the last parameter estimate and use a Kalman Filter to estimate improved parameter and state values. This quasilinearization "extended Kalman Filter" technique, unfortunately, does not necessarily converge. In statistics, extra parameters or signals are often considered "nuisance parameters" to be eliminated if at all possible. No coherent theory seems to have developed for dealing with these extra parameters, though several suggestions recur throughout the literature. We could estimate the
nuisance parameters, then set them permanently to their estimated values. We could jointly maximize over the parameters of interest and over the nuisance parameters. Or we could integrate out the nuisance parameters, leaving only a probability density over the desired parameters. It is well known that only the last approach seems to lead to asymptotically consistent parameter estimates. However, I know of no proof of this, or in fact any theoretically solid treatment of the subject.

The work in this thesis was motivated primarily by research on two rather different subjects: pole/zero estimation, and optimal signal reconstruction. Bar-Shalom [20] and Lim [21, 22] independently suggested a new approach for solving autoregressive modeling problems with noisy data in which they search for the combination of signal and pole parameters which are jointly most likely. Each iteration simply filters the noisy observations using the latest pole estimates, then fits a new autoregressive model to the clean signal estimate by using linear prediction. This method, which Lim called LMAP, corresponds to our PSMAP approach. Contrary to Bar-Shalom's implication, however, the pole estimates are not asymptotically consistent; in fact, the iteration tends to pull the poles onto the unit circle and drops the model gain to zero, thus producing exceptionally peaky spectra. Using an intuitive argument, Lim suggested a fix for this, called RLMAP, in which he added the signal variance to the correlations of the signal estimate when computing the pole parameters. He noticed that with this correction, the pole spectra appeared to be much closer to the actual signal spectrum. In fact, except for the gain calculations, this idea is exactly what our PARMAP algorithm would calculate, and it exactly solves what we would consider to be the best MAP approach to the problem. Our Master's thesis [23] develops the three MAP algorithms we use in this thesis. By working backwards from Lim's RLMAP algorithm, we discovered a general approach for iteratively computing MAP estimates of pole/zero models from noisy data.
At that time, we did not understand the full applicability of the idea, and did not understand the connection with cross-entropy. As a result, the derivation of the three algorithms in the master's thesis was rather magical; various functions (now recognized as cross-entropies) with exactly the right properties were invented out of thin air, and used to solve the MAP problems. With the cross-entropy development in this dissertation, this former work now takes a more sensible interpretation.

The second source of inspiration for this thesis was the large literature on signal reconstruction from constraints stated in multiple domains. Most of this work, once again, has narrowly focused on specific applications. This has allowed the authors to exploit particular features of the application, but has also tended to obscure the connections between all the problems. The best known signal reconstruction problem given multiple constraints is extrapolating a finite segment of data given that it is part of a bandlimited sequence. Papoulis [24] originally treated this problem for continuous signals, and proposed an algorithm for solving it which iterated between bandlimiting the estimated signal, and then replacing the known segment with its correct value. Convergence was proved by exploiting the properties of Prolate Spheroid Wave Functions. Sabri and Steenaart [25] proposed a single step, closed-form solution to the problem using an "extrapolation matrix". Cadzow [26] reconsidered the problem, and by discretizing the continuous time problem arrived at a much superior closed-form solution. Gerchberg [27] considered same problem with the frequency and time domains reversed; he uses a similar iterative algorithm to estimate the high frequencies of a finite length signal when the low frequencies were given.

A conceptually related problem is that of reconstruction of a signal from samples of the phase or the magnitude of its Fourier Transform, together with some extra infor-
mation such as finite time domain support, a minimum phase constraint, etc. Fienup [11] considered the problem of reconstructing a finite length signal from the magnitude of its spectrum, a common problem in optics, and proposed two iterative techniques which alternate between clipping the signal to the correct support and forcing it to have the correct spectral magnitude. By varying the algorithm irregularly, he showed that reconstruction was possible in some test cases. Gerchberg and Saxton considered the case when the signal magnitude was known as well as its spectral magnitude. This algorithm alternates between forcing the correct magnitude in the time domain, then forcing the correct magnitude in the frequency domain. Hayes, Lim and Oppenheim [10] considered the related problem of reconstruction of a finite length signal from knowledge of its spectral phase modulo $2\pi$, and proposed an iterative algorithm for solving the problem which alternated between forcing the signal to satisfy the known time domain constraints (finite support, known signal point) and forcing it to have the correct spectral phase (but keeping the spectral magnitude constant.) Quatieri and Oppenheim [28] used a similar procedure to iteratively reconstruct minimum phase signals from their phase or magnitude. Finally, Hayes [12, 10] proved a set of simple conditions under which one could uniquely reconstruct a signal with finite support from samples of its spectral phase or magnitude.

The structures of these algorithms are quite similar; we simply alternate between forcing time domain and then frequency domain constraints on the signal. This simple idea of iterating between two domains has encouraged many others to try to apply the same concept to more complicated problems. Malik and Lim [29], for example, solve a multidimensional Maximum Entropy (MEM) spectral estimation problem by iterating between the correlation domain and the convolutional inverse of the correlation domain, forcing constraints on the model power spectrum in both domains in an
attempt to find the MEM power spectrum. Finite Impulse Response filter design algorithms, such as Remez exchange and others [30], have been deliberately designed to try to iteratively adjust the filter coefficients in the time domain in order to decrease the worst errors in the frequency domain. Another example is that in considering a statistical problem involving grouped data, Hartley [31] discovered one of our MAP algorithms for the special case of fitting a discrete multinomial distribution to a given grouped data distribution. This paper, which we only found after finishing chapter 4 on grouped data problems, had the misfortune to be written in 1958 before the advent of modern digital computers. Since the iteration did not converge in 4 to 5 passes, the idea was apparently discarded. Even more extreme examples are the iterative ARMA modeling algorithms suggested in chapter 7 of [18], or the Iterative Inverse Filtering algorithms of Konvalinka and Matašek [32] which iterate between estimating residuals, poles and zeroes in a manner that appears to solve the corresponding modeling problems.

Recognizing the conceptual similarity of all these algorithms, as well as their resemblance to certain iterative deconvolution algorithms, numerous authors have tried to unify the presentation and convergence proofs of these algorithms. The most successful attempts revolve around the notion of non-expansive and contraction mappings. Tom, Quatieri, Hayes and McClellan [33], for example, showed that when the solution to the reconstruction problem is unique, then convergence of the bandlimited and the phase-only reconstruction algorithms could be proved by showing that each iteration of the algorithms defined a strictly non-expansive mapping. Fixed point theorems of Ortega and Rheinboldt [34] were then invoked to prove convergence. Schafer, Mersereau and Richards [35] took an identical approach in proving convergence of deconvolution and bandlimited extrapolation algorithms. Landau [36], Sandberg [37, 38],
and Zames [39] proved similar results for systems incorporating nonlinearities. Wiley [40,41] used these nonlinear extensions to analyze iterative wideband FM demodulation algorithms.

Youla [42] considered the reconstruction problem from a different perspective, recognizing that the Papoulis bandlimited extrapolation problem was only one example of a class of iterative projection algorithms involving two sets of constraints on projections of the unknown signal. By considering the more general reconstruction problem in an abstract Hilbert space setting, he was able to characterize the properties of the algorithm in terms of the "angle" between the constraint spaces. The approach we use in the special case of linear equality constraints will be somewhat similar to that of Youla, although we will tighten some of his noise bounds, provide a convergence rate analysis, characterize the eigenvalues and eigenvectors of the problem, and show that additional properties can be proven for finite dimensional spaces. We will only treat finite dimensional problems in detail; many of Youla's conclusions for infinite dimensional spaces will follow, however, from limiting arguments. Perhaps the most important difference between our approach and that of Youla, is that we show that many of the properties of the class of iterative projection algorithms remain true even when the constraints are not linear, but only convex, and even if we use expectation operators of truncated Gaussians instead of projection operators. Mosca [43] also treated the same subject in depth, analyzing the various degeneracies possible in solving ill-behaved linear problems in infinite dimensional spaces.

The paper which comes closest to our approach is that of Jain and Ranganath [44], published six months after this PhD proposal was submitted. They interpreted the bandlimited extrapolation problem as solving a least squares problem. They derive
Papoulis' iterative algorithm, they discuss closed-form solutions in terms of Discrete Prolate Spheroid functions, and they show that Cadzow's closed-form solution is the minimum norm solution to the least squares problem. The least squares approach leads to a conjugate gradient iterative algorithm. It also suggests simple techniques for simultaneously filtering out noise or certain types of clutter. Our basic approach is conceptually similar to theirs in that we both start with (slightly different) optimality criteria for judging the "goodness" of a signal estimate. We both use this criterion to derive estimation algorithms which can be made robust to noise. The major difference is that we show that the properties of the algorithm which they derive are not particular to the bandlimited extrapolation problem, but hold for an extremely wide class of signal reconstruction problems with constraint sets defined by linear equalities. All these problems have eigenvalues and eigenvectors with properties identical to the Discrete Prolate Spheroid functions, all can be made noise insensitive, all have several different types of closed form solutions, each of which can be efficiently solved by conjugate gradient or PARTAN algorithms in a finite number of steps. All can be solved by either primal or dual algorithms. (Our dual iterative algorithm appears to be completely new.) Finally, when the noise characteristics are known, and when the constraint sets are convex, though not linear varieties, then cross-entropy and certain MAP approaches provide better optimality criteria than simple least squares. In turn, our major debt to Jain and Ranganath is that their paper encouraged us to examine the use of conjugate gradient methods for the general signal reconstruction problem.

Finally, we remark that fixed point theorems are a fundamental tool of analysis, and the advantage of using this approach is that convergence can be proven even if the algorithm involves non-linearities or convex constraints [37, 38, 33]. On the other hand, the non-expansive mapping approach is only useful for proving convergence of pre-
existing algorithms and is not that helpful at suggesting algorithms for solving new problems. A much more rewarding approach is to define an objective function measuring the "goodness" of our estimates, and then to optimize this function iteratively. When the objective function is quadratic, or sometimes even when it is only concave, the resulting iterations are often contraction or non-expansion mappings, and we will have thus generated an algorithm whose convergence can be easily verified.

4. Outline of Thesis

The remainder of this chapter contains a brief summary of some concepts of real analysis that will be used in the convergence proofs, and a list of symbols. Section A of chapter 2 discusses the classical Minimum Mean Square Error, MAP and ML methods of stochastic estimation, then introduces Cross-entropy and lists numerous properties of this information measure. Section B considers stochastic estimation problems involving two different unknowns, which we arbitrarily take to be a signal and a parameter. The Minimum Mean Square Error (MMSE) estimate is briefly described, then three different MAP methods are introduced. One (PARMAP) finds the most likely parameter value; the second (SIGMAP) finds the most likely signal value; the third (PSMAP) finds the combination of signal and parameter values which are simultaneously most likely. The Minimum Cross-Entropy Method (MCEM) is introduced, and we show that all three MAP methods can be viewed as degenerate forms of MCEM. Section C discusses existence and uniqueness theorems for optimization of functions over finite or infinite dimensional spaces.

Chapter 3 develops iterative algorithms for solving our estimation algorithm. The simple idea of minimizing with respect to the signal component and then the parameter component of the separable density, is used to solve MCEM and the three MAP
methods. For exponential families of densities, all four algorithms are shown to take a particularly elegant form. Section B of chapter 3 painstakingly develops the mild conditions under which convergence of these four algorithms is guaranteed.

Chapter 4 applies the four methods to statistical modeling problems involving grouped or quantized data. These algorithms all iterate between estimating the actual data values, then estimating the model parameters using these data estimates. Chapter 5 considers optimal signal reconstruction for Gaussian signals corrupted by Gaussian noise, when the available observation information defines constraints on the possible signal and output values. In all four algorithms the signal is estimated by applying a projection or conditional expectation operator to the filtered output estimate. The output is then reestimated by applying another projection or conditional expectation operator to the filtered signal estimate. Lavish attention is given to the case when the constraints are defined by linear equalities, and we develop primal and dual iterative algorithms, conjugate gradient algorithms, closed-form solutions, noise sensitivity analysis and analyze the eigenstructure. Chapter 6 continues analyzing the optimal signal reconstruction problem by treating the behavior of the algorithms when the a priori signal density becomes asymptotically flat. The limiting form and convergence behavior of all our reconstruction algorithms is then carefully reexamined for the case when the density is exactly flat.

Chapter 7 applies all this reconstruction theory to problems involving time and frequency constraints. Special cases considered include bandlimited extrapolation, phase-only and magnitude-only reconstruction, and multidimensional FIR filter design. Chapter 8 concludes by extending the algorithms to reconstructing signals given time and Short Time Fourier domain constraints. This chapter also suggests a new MEM
spectral estimation algorithm, and a new penalty function for constrained optimization problems.

5. Elementary Concepts of Real Analysis

Several ideas in functional analysis will be used quite heavily throughout this thesis. The following is intended as a quick summary of some of the most fundamental of these concepts. Other definitions and theorems will be introduced as needed. There are many good references for this material; see, for example, Luenberger, [45] Goldstein, [46] or Demyanov and Rubinov [47]. (The casual reader should skip this section and continue with chapter 2.)

In general, we will restrict our attention to finite dimensional normed linear vector spaces such as the \( N \) dimensional real or complex Euclidian spaces \( \mathbb{R}^N \) or \( \mathbb{C}^N \). Sets \( \Lambda \) will be called bounded if there exists an upper limit \( M \) to the norm of every vector in \( \Lambda \), \( ||x|| \leq M \) for all \( x \in \Lambda \). A sequence of points \( \{x_k\} \) is called a Cauchy sequence if for any \( \epsilon > 0 \), there exists an \( N \) such that:

\[
||x_n - x_m|| \leq \epsilon \quad \text{for all} \quad n,m \geq N \quad (1.5.1)
\]

The spaces \( \mathbb{R}^N \) and \( \mathbb{C}^N \) are complete, which means that every Cauchy sequence in the space converges to a point in the space. The set \( \Lambda \) is called "closed" if every Cauchy sequence \( \{x_n\} \) in \( \Lambda \) converges to an element of \( \Lambda \). The complement \( \Lambda \) of the set \( \Lambda \), containing all elements not in \( \Lambda \), is open if \( \Lambda \) is closed. If \( x_0 \) is an element of an open set, then there exists a ball of radius \( \epsilon > 0 \) around \( x_0 \) such that every element in the ball also belongs to \( \Lambda \) (thus if \( ||x - x_0|| < \epsilon \) then \( x \in \Lambda \)). Intuitively, closed sets include their boundary, and open sets do not. The closure of a set is the union of the set with all limit points of all infinite converging sequences in the set. A set \( \Lambda \) is called "compact" if every infinite sequence of elements in the set has at least one infinite subsequence which
converges to an element of \( \Lambda \). The Bolzano-Weierstrass theorem guarantees that every closed and bounded set in \( \mathbb{R}^N \) or \( \mathbb{C}^N \) is compact. The "cluster points" ("limit points") of an infinite sequence \( \{x_n\} \) are all points \( x^* \) such that there is an infinite subsequence \( \{x'_{n'}\} \subset \{x_n\} \) which converges to \( x^* \). Equivalently, every neighborhood of a cluster point contains an infinite number of elements of \( \{x_n\} \).

A set \( \Lambda \) is called convex if for every two points \( x, y \in \Lambda \), every point on the line connecting \( x \) and \( y \) is also in \( \Lambda \):

\[
\lambda x + (1-\lambda)y \in \Lambda \quad \text{for } 0<\lambda<1
\]  \hspace{1cm} (1.5.2)

Convex and Non-convex Sets

The closed convex hull of a set, sometimes called the "cover", is the smallest closed convex set containing \( \Lambda \).
A function \( f : \Lambda \rightarrow \mathbb{R} \) mapping a convex set \( \Lambda \) into the reals is itself called convex if for all \( x, y \in \Lambda \),

\[
f(\lambda x + (1-\lambda)y) \leq \lambda f(x) + (1-\lambda)f(y) \quad \text{for all } 0 < \lambda < 1
\]

(1.5.3)

In other words, the line connecting \((x, f(x))\) and \((y, f(y))\) always lies above the function \( f \). This function is called strictly convex if equality holds in the definition above if and only if \( x \neq y \). "Proper" convex functions also satisfy \( f(x) > -\infty \) for all \( x \). (We will assume throughout that all functions are proper.) Convex functions are continuous in the interior of their domain. If a convex function is also differentiable, then the following relationships hold:

\[
\langle f'(x), y - x \rangle \leq f(y) - f(x) \quad \text{for all } x, y\in \Lambda
\]

(1.5.4)

\[
\langle f'(y) - f'(x), y - x \rangle \geq 0
\]

If \( f(x) \) is strictly convex, then strict inequality holds above if \( x \neq y \). Intuitively, these relationships imply that the tangent to \( f(x) \) lies below the function. The function \( f(x) \) is called "concave" if \(-f(x)\) is convex.
Convex and Non-convex Functions

We will also need to treat infinite dimensional vector spaces in this thesis. Unfortunately, analyzing convergence in infinite dimensional spaces is considerably more difficult than in finite dimensions. For example, closed and bounded infinite dimensional sets are not compact, and it is easy to find infinite bounded sequences with no limit points whatsoever. This subject is ordinarily treated by generalizing our concepts of convergence to a "weak" topology. We mention this only to stress that extending the results of this thesis to infinite dimensional spaces is generally non-trivial, and we will therefore concentrate primarily on finite dimensional problems.
6. The Cast of Characters

First let us introduce some notation.

A, B - capital Roman letters are matrices

Ψ, Φ - capital Greek letters are sets

x, y - underlined Greek or Roman letters are vectors

α, β - lower case Greek or Roman letters are scalars

F(x), f(α) - functions

Indexing:

A_{ij} or [A]_{ij} - the (i,j)^{th} element of matrix A (the first row or column may be numbered from 0 or 1 depending on circumstances.)

x_i - the i^{th} element of the vector x

A_k - the k^{th} in a sequence of matrices A_1, A_2, ...

x_k - either the k^{th} vector in a sequence, or a vector of length k, depending on use.

[A_k]_{ij} - the (i,j)^{th} element of the k^{th} matrix A. Analogously for vectors.

Transpose, Inverses, Conjugates

A^T, a^T - transpose of A or a, i.e. A_{ij}^T = A_{ji}

A^*, a^* - complex conjugate of A or a

A^H, a^H - complex conjugate transpose (Hermitian) of A, i.e. A^H = A^{T*}

A^{-1} - inverse of A

A^{-T}, A^{-H} - inverse of A^T or A^H respectively

Special Functions:

δ_{ij} - Kronecker delta function, δ_{ij} = 1 if i = j, and = 0 else

δ(t - t_0) - impulse function, equals zero everywhere except t_0, but integrates to
one over all neighborhoods of \( L_0 \).

\[ |A| \quad \text{determinant of A} \]

\[ \text{tr}(A) = \sum A_{ij} \quad \text{the trace of A} \]

**Special Vectors, Matrices**

- \( I \) - identity matrix, \( I_{ij} = \delta_{ij} = \begin{cases} 1 & \text{if } i = j \\ 0 & \text{else} \end{cases} \)

- \( I_m \) - the \( m \times m \) identity matrix

- \( 0 \) - the zero vector, \( 0 = (0 \cdots 0)^T \)

- \( 0_m \) - a zero vector of length \( m \)

- \( A = \text{diag}(a) \) - a diagonal matrix with elements \( A_{ij} = a_i \delta_{ij} \)

**Special Sets:**

- \( N(A) \) - the null-space of the matrix \( A \)

- \( R(A) \) - the range space of the matrix \( A \)

**Derivatives of a Scalar Function:**

\[ \frac{\partial f(a)}{\partial a} \quad \text{is the column vector,} \quad \left[ \frac{\partial f}{\partial a} \right]_i = \frac{\partial f}{\partial a_i} \]

\[ \frac{\partial f(A)}{\partial A} \quad \text{is the matrix,} \quad \left[ \frac{\partial f}{\partial A} \right]_{ij} = \frac{\partial f}{\partial A_{ij}} \]

\[ \frac{\partial^2 f}{\partial a \partial b} \quad \text{is the matrix,} \quad \left[ \frac{\partial^2 f}{\partial a \partial b} \right]_{ij} = \frac{\partial^2 f}{\partial a_i \partial b_j} \]

**Derivatives of a Vector Function:**

\[ \frac{\partial f(\alpha)}{\partial \alpha} \quad \text{is the column vector} \quad \left[ \frac{\partial f(\alpha)}{\partial \alpha} \right]_i = \frac{\partial f_i(\alpha)}{\partial \alpha} \]

\[ \frac{\partial f(a)}{\partial a} \quad \text{is the matrix} \quad \left[ \frac{\partial f}{\partial a} \right]_{ij} = \frac{\partial f_i}{\partial a_j} \]
Derivative of a Matrix Function
\[
\frac{\partial A(\alpha)}{\partial \alpha} \text{ is the matrix } \left[ \frac{\partial A}{\partial \alpha} \right]_{ij} = \frac{\partial A_{ij}}{\partial \alpha}
\]

Higher order derivatives will not be needed.

Probability - Let \( A \) be an event, and \( x \) a random variable
\[
P(A) \text{ - the probability of an event } A
\]
\[
p(x) \text{ - the probability density function of } x
\]
\[
p(x \mid A) \text{ - the conditional probability density of } x \text{ given that } A \text{ occurred}
\]
\[
E[x] = \int x \, p(x) \, dx \text{ - the expected value of } x
\]
\[
E[x \mid A] = \int x \, p(x \mid A) \, dx \text{ - the expected value of } x \text{ given that } A \text{ occurred}
\]
\[
\text{Cov}[x] = E\left[ (x - E[x]) (x - E[x])^H \right] = E[xx^H] - E[x]E[x^H]
\]
- the covariance of \( x \)
\[
N(\bar{x}, V) \text{ - the normal distribution with mean } \bar{x} \text{ and covariance matrix } V
\]

Inner Products, Orthogonality:
\[
\langle \mu, \nu \rangle_A = \mu^H A^{-1} \nu \text{ - an inner product, where } A \text{ is a positive definite Hermitian linear operator, } A^H = A
\]
\[
\| \nu \|_A = \sqrt{\langle \nu, \nu \rangle_A} \text{ - the vector norm associated with this inner product}
\]
\[
\| B \|_A = \max_{\nu \neq 0} \frac{\| B \nu \|_A}{\| \nu \|_A} \text{ - the matrix norm associated with this inner product.}
\]

Clearly \( \| B \nu \|_A \leq \| B \|_A \| \nu \|_A \text{ for all } \nu \).
\[
\| \nu \|_2 = (\nu^H \nu)^{1/2} \text{ - the Euclidian norm}
\]
\[
\nu \perp \nu \text{ - means } \nu \text{ is orthogonal to } \nu, \langle \nu, \nu \rangle = 0
\]
\[
\nu \perp \Psi \text{ - means } \nu \text{ is orthogonal to every element of the set } \Psi, \langle \nu, \psi \rangle = 0 \text{ for all } \psi \in \Psi
\]
\[
\Phi \perp \Psi \text{ - means every element of the set } \Phi \text{ is orthogonal to every element of set}
\]
\( \Psi, \langle \phi, \psi \rangle = 0 \) for all \( \phi \in \Phi, \psi \in \Psi \)

\( \Psi^\perp \) - is the orthogonal complement of the set \( \Psi \), i.e. the set of all elements \( x \) such that \( \langle x, \psi \rangle = 0 \) for all \( \psi \in \Psi \)

\( N(A)^\perp, R(A)^\perp \) - the orthogonal complements of the null and range spaces of \( A \).

Other Notation:

\( \forall \leq \omega \) - every component of the vector \( \omega \) is less than or equal to the corresponding component of \( \omega \), \( v_i \leq w_i \)

\( A > 0 \) - the matrix \( A \) is positive definite, \( x^H A x > 0 \) for all \( x \neq 0 \)

\( A \succeq 0 \) - the matrix \( A \) is semipositive definite, \( x^H A x \geq 0 \) for all \( x \)

\( A \succeq B \) - means that \( x^H A x \geq x^H B x \) for all \( x \)

\( (a, b) \) - the open interval between \( a \) and \( b \)

\( [a, b] \) - the closed interval including \( a \) and \( b \)

\( \Omega \times \Phi = \left\{ (x, y) \mid x \in \Omega, y \in \Phi \right\} \) - the Cartesian product of sets \( \Omega \) and \( \Phi \)

Other notation will be introduced as needed.
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Chapter 2
Estimation Approaches

SECTION A - ESTIMATION METHODS

1. Introduction

In this chapter we will discuss the problem of parameter and signal estimation given noisy and incomplete data. We consider two fundamentally different types of estimation methods. Point estimation methods based on Minimum Mean Square Error (M\(^2\)SE), Maximum Likelihood (ML), and Maximum A Posteriori (MAP) are developed first. These methods use the given data to generate an estimate of the unknowns, possibly together with a confidence interval for their value. We will also consider a quite different approach, based on Minimum Cross Entropy (MCEM), which uses the available observation information to estimate the entire probability density of the unknowns. When only one unknown needs to be estimated (the "classical" estimation problem), all these methods are straightforward. When several signals and/or parameter variables must be estimated from noisy and incomplete observations, however, there are many ways in which each of these criteria could be applied. We therefore propose and compare several different MMSE, ML, and MAP approaches. We also propose a new MCEM method which uses cross-entropy to optimally fit a separable probability density to the given model density. Surprisingly, all of our point estimation MAP methods can be derived as degenerate forms of the cross-entropy method, in which we force one or more components of the separable density approximation to be an impulse function. Cross-entropy thus provides a framework which will unify our
treatment of all the MCEM, ML and MAP approaches we present. Iterative algorithms for solving these problems are presented in chapter 3, and the remainder of the thesis is concerned with applying the techniques to various problems.

2. Minimum Mean Square Error Estimation

The problems of parameter identification and signal estimation arise in many system modeling applications. Given a stochastic model relating the output of a system \( y \) to the unknown signal \( x \) as a function of the unknown parameters \( \phi \), our goal will be to optimally estimate \( \phi, x, \) and \( y \) from noisy and incomplete observations of the system. Unfortunately, the definition of what is optimal usually depends strongly on the specific requirements of the application. In the fields of speech enhancement or compression, for example, the ultimate criterion is whether the algorithm produces intelligible, natural and pleasant sounding speech, and whether it can be implemented in real-time with inexpensive computer hardware. Unfortunately, criteria such as this may be essential for engineering a "good" system, but they are difficult to quantify or to implement in a general-purpose estimation algorithm.

An alternate approach, the one which we will take in this thesis, is to use parameter and signal estimation techniques which have very well behaved characteristics and are applicable to a wide range of problems. Suppose we are given the conditional probability density \( p_{Z|\alpha}(z|\alpha) \) of the observation information \( z \) given the unknown to be estimated \( \alpha \). Also suppose that the unknown can be treated as a Bayesian random variable with a priori probability density \( p_\alpha(\alpha) \). The observations are assumed to be constrained to a subset of their domain \( z \in Z \) and the unknown is constrained to the set \( \alpha \in \Lambda \) (we assume that \( z \) and \( \alpha \) are finite dimensional vectors). Given all this information, one of the "best" approaches for estimating \( \alpha \) would be to use an estimator
\( \hat{\alpha} = \hat{\alpha}(z) \) which on average will have the least possible mean square error in locating the true value of \( \alpha \):

\[
\hat{\alpha} = \min_{\hat{\alpha} \in \Lambda} E_{\Lambda|Z} \left[ \| \alpha - \hat{\alpha}(z) \|_2 \mid z \right]
\]  
(2.2.1)

where the arrow implies that \( \hat{\alpha} \) is the argument at which the minimum occurs. The notation \( E_{\Lambda|Z} \) implies that the conditional expectation is calculated over the set of feasible parameter values \( \alpha \in \Lambda \); for example:

\[
E_{\Lambda|Z} \left[ f(\alpha) \mid z \right] = \int_{\Lambda} f(\alpha) p_{\Lambda|Z}(\alpha \mid z) \, d\alpha
\]  
(2.2.2)

Evaluating the expression in (2.2.2) gives:

\[
E_{\Lambda|Z} \left[ \| \alpha - \hat{\alpha}(z) \|_2^2 \mid z \right] = \text{Var}(\alpha \mid z) + \| \bar{\alpha} - \hat{\alpha}(z) \|_2^2
\]  
(2.2.3)

where: \( \bar{\alpha} = E_{\Lambda|Z} [\alpha \mid z] \)

Clearly if the conditional expectation of \( \alpha \) given \( z \) is an element of \( \Lambda \), then minimizing (2.2.3) would give:

\[
\text{MMSE: } \hat{\alpha}(z) = E_{\Lambda|Z}[\alpha \mid z]
\]  
(2.2.4)

Thus the Minimum Mean Square Error (MMSE) estimator of \( \alpha \) is simply the conditional expectation of \( \alpha \) over \( \Lambda \) given \( z \). Assuming that the expected mean square error in (2.2.1) is the best measure of the cost of estimator error, then MMSE must be the best possible Bayesian estimation procedure.

MMSE unfortunately has several drawbacks. If the set \( \Lambda \) is not convex, then there is no guarantee that the expectation of \( \alpha \) will lie in the set \( \Lambda \). Appendix A proves that:

**Theorem 2.2.1:** The element \( \bar{\alpha} = E_{\Lambda|Z}[\alpha \mid z] \) (if it exists) is an element of the closed convex hull of \( \Lambda \).
(The convex hull of a set is the smallest convex set which contains the set. See chapter 1, section 5 for more details on convex sets.) Theorem 2.2.1 is illustrated in figure 2.2.1. If the set $\Lambda$ is closed and convex, then it is its own convex hull, and $\bar{\alpha} \in \Lambda$. If $\Lambda$ is not convex, however, and $E_{\Lambda | Z} [\alpha | Z] \notin \Lambda$, then we will either have to accept this non-feasible estimate of $\alpha$, or else try to find the point in $\Lambda$ closest to the expected value.

![Figure 2.2.1 - MMSE Estimation](image)

Another problem is that MMSE is quite sensitive to the tails of the distribution; in fact, for many legitimate probability densities the expected mean square error in (2.2.1) will be infinite. A related problem is that evaluating the conditional expectation is computationally intensive, as it requires a complicated multidimensional integral over a domain which is often infinite in extent. Finally, MMSE can not be applied to problems in which the unknown to be estimated, $\alpha$, is most appropriately treated as a Fisher non-random constant.

One possible solution to this last problem is to try to choose an *a priori* density $p(\alpha)$ which contains the least possible information about the unknown, and then apply
the Bayesian algorithm using this "non-informative prior". Jeffreys [1] suggested an "invariance" approach for choosing this prior, while Jaynes, [2] Kashyap, [3] and Shore and Johnson [4] have suggested using an information theoretic criterion. These methods are controversial, since the notion of finding an \textit{a priori} density which conveys no \textit{a priori} information is philosophically troublesome. A more conservative approach would be to use a criterion somewhat similar to that in (2.2.1), except that we try to find an estimator \( \hat{\mathbf{x}} = \hat{\mathbf{x}}(z) \) whose average value, given many repeated experiments, \( z \), will be the true value \( \alpha^* \):

\[
E_{Z|\Lambda} \left[ \hat{\mathbf{x}}(z) \mid \alpha^* \right] = \alpha^* \tag{2.2.5}
\]

(Note that this expectation is over the observation space \( Z \), whereas the MMSE method uses an expectation over the parameter space \( \Lambda \).) Of all such unbiased estimates, we choose the one with the least variance given \( \alpha^* \):

\[
\hat{\mathbf{x}}(z) = \min_{\hat{\mathbf{x}}(z)} E_{Z|\Lambda} \left[ \| \hat{\mathbf{x}}(z) - \alpha^* \|^2 \mid \alpha^* \right] \tag{2.2.6}
\]

Unfortunately, this Minimum Variance Unbiased Estimation method (MVUE) is not guaranteed to have a solution, and there does not appear to be any constructive procedure for solving the problem. (See Rao [5] for an excellent discussion of this approach.) We will therefore avoid the MVUE method in what follows.

3. Maximum Likelihood and Maximum A Posteriori Estimation

Because of the difficulties inherent in applying MMSE to many problems of interest, it is worthwhile considering alternative estimation methods which are simpler to apply, but are still well-behaved. Two techniques which have been extensively studied in the literature are Maximum Likelihood (ML) and Maximum A Posteriori (MAP) estimation. These procedures are applicable when we are given the conditional
probability density, \( p_{Z|\Lambda}(z | \alpha) \), of the observation information, \( z \), as a function of the unknown to be estimated, \( \alpha \).

Maximum Likelihood (Fisher) estimation is used when the unknown \( \alpha \) must be considered a fixed but unknown constant (non-random variable). Thus no a priori probability density can be assigned to \( \alpha \). The ML estimate \( \hat{\alpha}_{ML} \) is then chosen as that value of \( \alpha \) which is most likely to have resulted in the given observation data:

\[
\hat{\alpha}_{ML} = \max_{\alpha \in \Lambda} p_{Z|\Lambda}(z | \alpha)
\]

(2.3.1)

The probability density \( p_{Z|\Lambda}(z | \alpha) \) is called the "likelihood function" since it measures the likelihood of the value \( \alpha \) having caused \( z \).

Maximum: A Posteriori (Bayesian) estimation is used when the unknown \( \alpha \) to be estimated can be considered to be a random variable with known a priori probability density \( p_{\Lambda}(\alpha) \). The MAP estimate \( \hat{\alpha}_{MAP} \) is then chosen as the likeliest value of \( \alpha \) given the data \( z \):

\[
\hat{\alpha}_{MAP} = \max_{\alpha \in \Lambda} p_{\Lambda|Z}(\alpha | z)
\]

(2.3.2)

Bayes' Rule states that:

\[
p_{\Lambda|Z}(\alpha | z) = \frac{p_{Z|\Lambda}(z | \alpha) p_{\Lambda}(\alpha)}{p_{Z}(z)}
\]

(2.3.3)

Because \( p_{Z}(z) \) is not a function of \( \alpha \), (2.3.2) is equivalent to:

\[
\hat{\alpha}_{MAP} = \max_{\alpha \in \Lambda} p_{Z|\Lambda}(z | \alpha) p_{\Lambda}(\alpha)
\]

(2.3.4)

In computing the maximum of (2.3.1) or (2.3.2), it is often more convenient to use the logarithm of the probability density.
The only difference between ML and MAP estimation, clearly, is this second term \( \log p_{\lambda}(\alpha) \). As we let the \textit{a priori} probability density of the unknown \( \alpha \) approach a flat distribution over the space \( \Lambda \) (i.e. we know as little as possible \textit{a priori} about the parameter value) then \( p_{\lambda}(\alpha) \) approaches a constant, and except in degenerate circumstances, \( \hat{a}_{\text{MAP}} \) will approach \( \hat{a}_{\text{ML}} \). Thus in many cases ML estimation can be mathematically considered to be a special case of MAP estimation in which the \textit{a priori} probability density is asymptotically flat.

In general, neither ML nor MAP are unbiased, and the variance of their estimates can sometimes be high. In this respect, MMSE is clearly a superior estimation method. However, if we consider the behavior of ML and MAP as the number of observations grows infinitely large, then the performance of ML or MAP is often asymptotically equivalent to MMSE. Although a great many theorems have been proven about the asymptotic properties of ML and MAP, the most powerful of these theorems are quite complex, and the assumptions they make about the probability densities are difficult to verify in practice. Rather than state these theorems in detail, therefore, we will briefly sketch their assumptions and implications. (See Bar-Shalom, [6] Bhat, [7] Crowder, [8] Cramér, [9] Tse and Anton. [10] )

In the following, we will only treat the ML case, but similar remarks apply to the MAP case. Suppose that the system generating the observation data is stationary and ergodic, and that the finite number of unknowns \( \alpha \) are "structural" parameters which
control the evolution of the observation sequence for all time, rather than "incidental" parameters whose influence lasts for only a finite time. Then provided certain existence and boundedness conditions apply, it can be shown that as the number of observation data points \( N \to \infty \), that there exists at least one solution to the ML and MAP problems which is asymptotically consistent, efficient and normal. This is perhaps the most important property of ML and MAP estimation. Asymptotic consistency implies that if the true value of \( \alpha \) is \( \alpha^* \), then there exists at least one solution \( \hat{\alpha} \) to the ML problem (2.3.5) such that \( \hat{\alpha} \to \alpha^* \) as \( N \to \infty \). (Of course, under certain conditions, there may be other solutions to (2.3.5) which do not tend to \( \alpha^* \) as \( N \to \infty \).) Note that because \( z \) is a stochastic variable, the estimate \( \hat{\alpha} = \hat{\alpha}(z) \) is also a stochastic variable. The Cramér-Rao Lower Bound states that the covariance of any unbiased estimator of the Fisher variable \( \alpha \) is bounded below by:

\[
\text{Cov}_{\alpha} \left[ \hat{\alpha}(z) - \alpha^* \left| \alpha^* \right. \right] \geq J_{ML}^{-1}(\alpha^*)
\]

where:

\[
J_{ML}(\alpha^*) = E_{z|\alpha} \left[ \frac{\partial^2 \log p(z|\alpha)}{\partial \alpha^2} \left| \alpha^* \right. \right]
\]

(2.3.6)

The fact that ML is asymptotically consistent and efficient implies that the covariance of the ML estimator \( \hat{\alpha}_{ML} \) asymptotically approaches the Cramér-Rao lower bound. Thus ML is "optimal" in the sense that no other asymptotically consistent estimator, not even MMSE, can have asymptotically lower variance. Finally, asymptotic normality implies that the probability distribution of the estimate \( \hat{\alpha} \) asymptotically approaches a Gaussian (normal) distribution with mean \( \alpha^* \) and variance \( J_{ML}^{-1}(\alpha^*) \).

Because both ML and MAP are asymptotically efficient, the Cramér-Rao Lower Bound \( J^{-1} \) gives a rough estimate of the variance of the estimator \( \hat{\alpha} \). This lower bound is also sometimes useful in devising stopping procedures for deciding when an iterative routine for locating \( \hat{\alpha} \) is "close enough" to the optimal answer.
Several other features of ML and MAP estimation are quite interesting. It can be shown that if an efficient estimator exists, then ML (and MAP) is efficient. It can also be shown that ML is invariant to one-to-one transformations of the space of unknowns. That is, if \( \phi = \phi(\alpha) \) is a one-to-one function of \( \alpha \), and if \( \hat{\alpha}_{ML} \) is the ML estimate of \( \alpha \), then \( \phi(\hat{\alpha}_{ML}) \) is the ML estimate of \( \phi \):

\[
\phi(\hat{\alpha}_{ML}) = \max_{\alpha} p(z | \phi) \tag{2.3.7}
\]

MAP, however, is only invariant to linear transformations of the unknown. Another useful feature of both ML and MAP is that by focusing on the maximum of the probability density, they are insensitive to the shape of the tails of the distribution. Finally, both the ML and MAP estimation procedures take an elegant and computationally convenient form for many common types of probability densities, particularly Gaussians.

ML and MAP unfortunately have certain disadvantages. The optimal asymptotic properties of ML and MAP estimation only apply when the unknowns \( \alpha \) are a finite set of "structural" parameters, and the number of observation samples \( N \) is "nearly infinite". Intuitively, we will need to accumulate an infinite amount of information about each of the unknowns in order to estimate its value with infinite precision. Asymptotic consistency will not occur if, for example, the unknown \( \alpha \) is a stochastic signal of length \( N \) and the observation \( z \) is a noisy measurement of the signal process. In this case, increasing the observation interval also increases the number of unknown signal points to be estimated. Furthermore, in most stable, stationary and ergodic signal estimation problems, the contribution of each new signal sample to the observations decreases exponentially with time, so that only neighboring observation samples are significantly affected by this value. Accumulating more and more observation samples located farther and farther away from the unknown signal point will not significantly improve
our estimate of that signal point.

Finally, even if the problem involves estimating a finite set of structural parameters from noisy observation data, given only a finite (small) set of data there is no guarantee that the ML or MAP estimates are the "best" we could find. This problem is particularly severe for very short data lengths, when the bias in the ML or MAP estimates can become quite noticeable.

4. Minimum Cross-Entropy Method

A completely different approach to the estimation problem is given by the Minimum Cross-Entropy Method (MCEM). [4] The methods we have discussed so far all start with observation data $z$, whose stochastic behavior depends on the value of the unknown $\alpha$. Using the conditional probability $p_{z|\Lambda}(z|\alpha)$ of the data given the unknown, these methods then construct a point estimator for the unknown. Confidence intervals for this estimate can then be derived via the Cramér-Rao lower bound, or through direct calculation of the estimator's variance. In some circumstances, however, we may be presented with observation information which is difficult to relate stochastically to the unknown. Suppose, for example, that the unknown $\alpha$ is a Bayesian random variable with estimated $a$ priori density $p_{\Lambda}(\alpha)$. Now suppose that information becomes available concerning the form of the true probability density $q(\alpha)$ of $\alpha$. This information may specify some moments of the density, or otherwise restrict the functional form of $q(\alpha)$. Usually there is an infinite set of densities $\Omega$ that are not ruled out by the given information. The problem is to pick the "best" estimate of the probability density $q(\alpha)$ of the unknown which incorporates both the $a$ priori information and the observation information, but which makes the fewest additional assumptions about the density. Standard Bayesian estimation is incapable of incorporating information such as this.
Shore and Johnson,[4] however, have proposed a new method of probabilistic inference, called the Minimum Cross-Entropy Principle, which generalizes the Maximum Entropy Principle [11,12]. They propose four "consistency postulates" which any reasonable method of inductive inference ought to satisfy. These postulates guarantee that the method will give consistent results when there are different ways of taking the same information into account (for example in different coordinate systems.) Given the a priori density \( p_A(\alpha) \), and given that the actual density \( q(\alpha) \) is an element of the set \( \Omega \), Shore and Johnson proved that the only estimation method which obeys all the postulates is to choose the density \( q(\alpha) \) which minimizes the "cross-entropy" function:

\[
\text{MCEM: } \hat{q}(\cdot) = \min_{q \in \Omega} \int_A q(\alpha) \log \frac{q(\alpha)}{p_A(\alpha)} \, d\alpha
\]  

(2.4.1)

This Minimum Cross-Entropy estimate of \( q() \) can be viewed as the distribution which satisfies the constraints \( \Omega \), but is maximally non-committal with regard to missing information. Other authors have also proposed similar ideas; the name "cross-entropy" is due to Good,[13] though the method was first proposed by Kullback[14] and has been advocated in various forms by others under a variety of names, including "expected weight of evidence" and "directed divergence".

MCEM differs fundamentally from MAP and MMSE in that it uses observation data to estimate an entire probability density for the unknown, rather than simply generating a point estimate \( \hat{\alpha} \). Should a point or interval estimate of the unknown be required, we could first use the given information to calculate the MCEM density estimate \( \hat{q}(\alpha) \), and then apply more standard point estimation methods to \( \hat{q}(\alpha) \).

The cross-entropy expression (2.4.1) has a variety of elegant properties which we
will use extensively throughout this thesis. The theorems below summarize some of the more important properties; proofs are contained in Appendix A, and a complete discussion may be found in Kullback [14]. The proofs of most of these properties rely on the fact that \( \log x \leq x - 1 \) with equality if and only if \( x = 1 \).

Let us define \( H(q) \) to be the cross-entropy function:

\[
H(q) = \int_{\Lambda} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} \, d\alpha
\]  

(2.4.2)

In effect, \( H(q) \) measures the mean information for discrimination in favor of \( q() \) against \( p() \) given that \( \alpha \in \Lambda \). [14] Define the measure:

\[
Q(\hat{\Lambda}) = \int_{\hat{\Lambda}} q(\alpha) \, d\alpha
\]  

(2.4.3)

for any measurable set \( \hat{\Lambda} \), and define \( P(\hat{\Lambda}) \) similarly. Also define a finite partition \( P \) of \( \Lambda \) as a finite collection of pairwise disjoint measurable sets \( P = \{\Lambda_i\}_{i=1}^N \) with \( \Lambda_i \cap \Lambda_j = \emptyset \) for \( i \neq j \), which together span the entire set \( \Lambda = \bigcup_{i=1}^N \Lambda_i \).

**Theorem 2.4.1** \( H(q) \) is strictly convex in \( q \); that is, for any two probability densities \( q_1, q_2 \):

\[
H(\lambda q_1 + (1-\lambda)q_2) \leq \lambda H(q_1) + (1-\lambda)H(q_2) \quad \text{for} \quad \lambda \in (0,1)
\]  

(2.4.4)

with equality if and only if \( q_1(\alpha) = q_2(\alpha) \) almost everywhere in \( \Lambda \).

**Theorem 2.4.2** For any measurable set \( \hat{\Lambda} \):

\[
\int_{\hat{\Lambda}} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} \, d\alpha \geq Q(\hat{\Lambda}) \log \frac{Q(\hat{\Lambda})}{P(\hat{\Lambda})}
\]  

(2.4.5)

with equality if and only if \( \frac{q(\alpha)}{Q(\hat{\Lambda})} = \frac{p(\alpha)}{P(\hat{\Lambda})} \) almost everywhere.
Theorem 2.4.3 Let $P = \{\Lambda_i\}$ be any arbitrary partition of the set $\Lambda$. Then:

$$
\int_{\Lambda} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} \, d\alpha \geq \sum_i Q(\Lambda_i) \log \frac{Q(\Lambda_i)}{P(\Lambda_i)}
$$

with equality if and only if $\frac{q(\alpha)}{Q(\Lambda_i)} = \frac{p(\alpha)}{P(\Lambda_i)}$ almost everywhere in $\alpha \in \Lambda_i$ for all $i$.

Theorem 2.4.4 Let $P' = \{\Lambda_{ij}\}$ be any subpartition of the partition $P = \{\Lambda_i\}$; that is $\bigcup_j \Lambda_{ij} = \Lambda_i$. Then:

$$
\sum_{i,j} Q(\Lambda_{ij}) \log \frac{Q(\Lambda_{ij})}{P(\Lambda_{ij})} \leq \sum_i Q(\Lambda_i) \log \frac{Q(\Lambda_i)}{P(\Lambda_i)}
$$

with equality if and only if $\frac{Q(\Lambda_{ij})}{Q(\Lambda_i)} = \frac{P(\Lambda_{ij})}{P(\Lambda_i)}$ for all $i,j$.

Theorem 2.4.5

$$
\int_{\Lambda} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} \, d\alpha = \sup_P \sum_i Q(\Lambda_i) \log \frac{Q(\Lambda_i)}{P(\Lambda_i)}
$$

where the supremum is calculated over all possible finite partitions $P$.

The first theorem is quite important, as the convexity of $H(q)$ allows us to draw powerful conclusions about the convergence behavior of our MCEM algorithms. The second theorem implies that if the original $p_\Lambda(\alpha)$ meets the observed constraints, then the unique solution to the cross-entropy problem is just the \textit{a priori} density $q(\alpha) = p_\Lambda(\alpha)$, and the value of the cross-entropy at this minimum is zero. Taking $\hat{\Lambda} = \Lambda$, this theorem also suggests that $H(q) \geq -\log p(\Lambda) \geq 0$ and so the cross-entropy is always bounded below. Theorems 2.4.3 and 2.4.4 represent another type of convexity property for $H(q)$, and indicate that grouping values of the unknown always decreases the cross-entropy. Theorem 2.4.5 can actually be used to define the cross-entropy for
generalized probability densities (Radon-Nikodym derivatives) where Lebesgue integration is used to evaluate $H(q)$. (See Pinsker [15] for further discussion of this point.) This feature is interesting because Maximum Likelihood methods can not be generalized to deal with continuous probability densities containing impulses. Finally, note that if our $a$ priori estimate $p_0(\alpha)$ were flat, then the MCEM problem (2.4.1) would be equivalent to Maximum Entropy.
SECTION B - ESTIMATION OF MULTIPLE SIGNAL AND PARAMETER UNKNOWN

5. System Model

The most general system model we will need to consider in this thesis is illustrated in figure 2.5.1:

![Figure 2.5.1 - General System Model](image)

We are given a stochastic system with signal outputs \( x, y, \ldots \) and unknown parameters \( \phi, \xi, \ldots \) whose behavior, we will assume, can be described by a probability density \( p(x, y, \ldots | \phi, \xi, \ldots) \). Some of these parameters may be considered Fisher non-random but unknown constants, others may be considered Bayesian random variables with given a priori density. The observation data we are given is incomplete; rather than specifying the signals exactly, the data simply constrains the signals to lie within certain constraint sets \( x \in X, y \in Y, \ldots \). The parameters \( \phi, \xi, \ldots \) are also known to be
restricted to certain sets $\Phi, \xi \in \Psi$, etc. Given this noisy and incomplete data, together with the probability density $p(x, y, \ldots | \Phi, \xi, \ldots)$ and the *a priori* densities of the Bayesian parameters, our goal will be to estimate all the unknown parameter and signal values.

Unfortunately, the number of different estimation approaches which could be applied to this problem grows geometrically with the number of unknowns that must be estimated. We can develop the essential features of the problem, however, by considering the simpler problem in which the system has only two unknowns, a signal $x$ and a single set of Fisher or Bayesian parameters $\Phi$. The extension of the approaches we will develop to the more general case of multiple signals and/or parameters is straightforward.

We will generally assume that the probability density of the signal $x$ given the parameters $\Phi$ is finite and non-zero over its domain:

$$0 < p(x | \Phi) < \infty \quad \text{for all } x \in X, \Phi \in \Phi$$

(2.5.1)

If the parameters $\Phi$ are considered to be Bayesian random variables, then we will also assume that the *a priori* probability density $p(\Phi)$ is given and that it is finite and non-zero over its domain:

$$0 < p(\Phi) < \infty \quad \text{for all } \Phi \in \Phi$$

(2.5.2)

In fact, unless otherwise indicated, we will assume that all probability densities we will encounter are finite and non-zero over their entire domain. We will also generally assume that $x$ and $\Phi$ are finite dimensional vectors.

From this point on, we will usually drop the subscripts of the probability densities, since the space over which the probability measure is defined is usually obvious from the context. Thus, for example, if $x$ is an $N$ component vector, $p(x)$ will refer to the
probability density of the unknown $x$ over all possible values of $x \in \mathbb{R}^N$, thus $p(x) = p_{\mathbb{R}^N}(x)$. If $X$ is a subset of $\mathbb{R}^N$, then we define the probability of the set $X$ to be:

$$p(X) = \int_X p(x) \, dx$$

(2.5.3)

The conditional signal density $p_X(x)$ given that $x$ is restricted to the set $X \subset \mathbb{R}^N$ is proportional to the original density $p(x)$ but renormalized to integrate to one over $X$:

$$p_X(x) = \frac{p(x)}{p(X)}$$

(2.5.4)

In a similar manner, we will define the probability $p(X \mid \phi)$ that the signal belongs to the constraint set $X$ given that the parameter value is $\phi$, by:

$$p(X \mid \phi) = \int_X p(x \mid \phi) \, dx$$

(2.5.5)

(This is well defined only because of assumption (2.5.1)). Define the probability density $p(X, \phi)$ by Bayes' Rule:

$$p(X, \phi) = p(X \mid \phi) \, p(\phi) = \int_X p(x, \phi) \, dx$$

(2.5.6)

In general, probability densities restricted to particular subsets $X$ or $\Phi$ of the sample spaces will be defined by renormalizing the unrestricted density so that it integrates to one over the subset. Thus, for example:

$$p_{X,\phi}(x, \phi) = \frac{p(x, \phi)}{p(X, \Phi)}$$

(2.5.7)

Restricted conditional densities will be defined similarly. Thus, the conditional density $p_{\Phi \mid X}(\phi \mid X)$ of the parameter value $\phi \in \Phi$ given that the signal is an element of the set $X$, is given by:
\[ p_{\phi|x}(\phi | X) = \frac{p(\phi | X)}{\int_{\phi} p(\phi | X) d\phi} = \frac{\int x p(\phi, x) dx}{\int_{\phi} \int_{X} p(\phi, x) d\phi dx} \]  \hspace{1cm} (2.5.8)

6. Classical Filtering and Parameter Estimation Problems

Considerable insight into our estimation problem can be gained by first analyzing the simpler "classical" estimation problems which result when either the signal or the parameters are known exactly. Suppose the parameters \( \phi \) were known exactly, so that the parameter constraint space contains only a single point, \( \Phi = \{\phi^*\} \). Then the MMSE signal estimate would be calculated as:

\[ \hat{x}_{MMSE} = \min_{\hat{x} \in X} \mathbb{E}_{X | \Phi} \left[ \|x - \hat{x}\|^2 | \Phi^* \right] \]  \hspace{1cm} (2.6.1)

or if \( X \) is a convex set:

\[ \hat{x}_{MMSE} = \mathbb{E}_{X | \Phi} \left[ x | \Phi^* \right] = \int_{X} x p_{X | \Phi}(x | \Phi^*) dx \]  \hspace{1cm} (2.6.2)

If this is too difficult to calculate, the MAP signal estimate \( \hat{x}_{MAP} \) could be used instead, where we choose the most likely signal value given \( \Phi^* \) and given \( x \in X \):

\[ \hat{x}_{MAP} = \max_{x \in X} p_{X | \Phi}(x | \Phi^*) \]  \hspace{1cm} (2.6.3)

It is sometimes convenient to express this in a different form. Using Bayes' Rule, and noting that \( p(X | \Phi^*) \) does not depend on \( x \), equation (2.6.3) can be written in the form:

\[ \hat{x}_{MAP} = \max_{x \in X} p(x | \Phi^*) \]  \hspace{1cm} (2.6.4)

Finally, if \( \phi \) were Bayesian, then this maximization could be written in yet another form:

\[ \hat{x}_{MAP} = \max_{x \in X} p(x | \Phi^*) p(\Phi^*) \]  \hspace{1cm} (2.6.5)
In the "classical" parameter identification problem, we assume that the signal value is known exactly, so that the signal constraint space contains only a single point, \( X = \{ x^* \} \). If \( \phi \) is a Bayesian random variable with a priori density \( p(\phi) \), then we could estimate the parameters by using MMSE:

\[
\hat{\phi}_{\text{MMSE}} = \min_{\phi \in \Phi} E_{\Phi|x} \left[ \| \phi - \hat{\phi} \|^2 \mid x^* \right]
\]

or if \( \Phi \) is convex:

\[
\hat{\phi}_{\text{MMSE}} = E_{\Phi|x} \left[ \phi \mid x^* \right] = \int_{\Phi} \phi p(\phi \mid x^*) \, d\phi
\]

(2.6.6)

(2.6.7)

If this is too difficult to calculate, or if the parameters are Fisher unknown constants, then we could use ML or MAP estimation to choose the most likely parameter value given the signal \( x^* \) and given that \( \phi \in \Phi \). Applying Bayes' Rule, this maximization problem can be put into the form:

Fisher:

\[
\hat{\phi}_{\text{ML}} = \max_{\phi \in \Phi} p(x^* \mid \phi)
\]

Bayesian:

\[
\hat{\phi}_{\text{MAP}} = \max_{\phi \in \Phi} p(x^* \mid \phi) p(\phi)
\]

(2.6.8)

The only difference between the Bayesian and Fisher models is the term \( p(\phi) \).

Equations (2.6.7) and (2.6.8) give the "classical" filtering problems for estimating the output of a known system given incomplete observations. Equations (2.6.2) and (2.6.8) are the "classical" system identification problems when the system parameters must be identified from the system output. These "classical" algorithms provide a lower limit to the complexity of any estimation algorithm we develop for noisy or incomplete data, since the additional uncertainty when both the signal and the parameters are imperfectly known can only increase the difficulty of the solution.
Both these "classical" estimation problems are easy to solve for many signal models. For example, if the probability densities characterizing the system are Gaussian, the MMSE and MAP "classical" filtering problems (2.6.2) and (2.6.3) use the same linear smoothing filter to estimate $\chi$. For signals generated by rational signal processes, this filtering operation can be calculated by a smoothing Kalman filter, or by a finite interval smoothing Wiener-Hopf filter. [16]

The "classical" system identification problem can also be easy to solve for certain system models. For example, suppose the signal process generating $\chi$ is a Gaussian autoregressive (all-pole) system, where $\phi$ are the unknown autoregressive coefficients. The ML estimate of $\phi$ given $\chi$ is then calculated by the covariance method of linear prediction, which solves linear equations for the parameters. [17, 18]

7. Estimation of Unknown Signal and Unknown Bayesian Parameters

When neither the signal nor the parameters are known, the estimation problem is considerably more difficult. We will discuss an MMSE estimation approach, as well as three completely different ML and MAP approaches. One gives the "optimal" parameter estimates, one gives "optimal" signal estimates, and the third tries to estimate both simultaneously and so falls somewhere in between. We will also present a separable density Minimum Cross-Entropy Method, which appears to combine the best properties of all the MAP methods. Furthermore, all the MAP methods can be treated as degenerate forms of this single MCEM method. To simplify the presentation, we will only discuss the Bayesian case in detail. The extension to Fisher parameters is straightforward and is given in section 8.
7.1. Minimum Mean Square Error Estimation (MMSE)

In most applications, the "best" estimates of the signal and parameters given \( p(x, \phi) \) and \( x \in X \), \( \phi \in \Phi \) would be calculated by the MMSE approach:

\[
\left( \hat{x}, \hat{\phi} \right) = E_{X, \Phi} \left[ \left( \tilde{x}, \tilde{\phi} \right) \right] = \int \int_{X \times \Phi} \left( \tilde{x}, \tilde{\phi} \right) p_{X, \Phi}(x, \phi) \, dx \, d\phi
\] (2.7.1)

If \( \tilde{x} \in X \) and \( \tilde{\phi} \in \Phi \), then this estimator has the least possible mean square error. Unfortunately, even in relatively simple applications this multidimensional integral can be quite difficult to evaluate.

7.2. MAP Optimal Parameter Estimation (PARMAP)

An approach which is often easier is to first use MAP to estimate the parameters from the known information. The signal value can then be estimated by assuming that this parameter estimate is correct.

The "best" MAP estimate of the parameters (PARMAP) is given by that parameter value in \( \Phi \) which is most likely to have resulted in our observation that \( x \in X \). Using Bayes' Rule in an obvious way, we get:

\[
\text{PARMAP: } \hat{\phi}_{MAP} = \max_{\phi \in \Phi} p(X, \phi) = \max_{\phi \in \Phi} \int_X p(x, \phi) \, dx
\] (2.7.2)

This method makes no assumptions about the exact signal value in choosing the parameter estimates, but instead integrates over all feasible signal values. Unlike the MMSE estimate in (2.7.1), the PARMAP parameter estimate is usually biased for short data lengths. However, for many signal models which are stationary, stable and ergodic and
for which the parameters $\phi$ are "identifiable" and "structural", the theorems discussed in section 3 can be applied to show that PARMAP's parameter estimates are asymptotically consistent, efficient and normal as the number of observations $N \to \infty$. For these models, no other estimation technique yields estimates with asymptotically lower variance.

Once the parameter estimate has been calculated, the signal can be estimated either by MMSE or by MAP techniques:

$$\hat{x} = E_{X|\Phi} \left[ x \ | \ \hat{\phi}_{MAP} \right]$$

(2.7.3)

or:

$$\hat{x} = \max_{\phi \in \mathcal{X}} p(x \ | \ \hat{\phi}_{MAP} )$$

(2.7.4)

It is interesting to note that if the parameter estimate $\hat{\phi}_{MAP}$ is asymptotically consistent, so that $\hat{\phi}_{MAP} \to \phi^{*}$ as $N \to \infty$, then the PARMAP signal estimates will asymptotically approach the classical filtering estimator in (2.6.2) and (2.6.3), in which the exact parameter value $\phi^{*}$ is used:

$$E_{X|\phi} \left[ x \ | \ \hat{\phi}_{MAP} \right] = \int_{\phi^{*}} p(x, \phi) d\phi$$

(2.7.5)

7.3. MAP Optimal Signal Estimation (SIGMAP)

Since PARMAP gives the "best" parameter estimates by averaging over all signal values, it is tempting to think that the best MAP estimate of the signal (SIGMAP) would be given by averaging over all parameter values:

$$\text{SIGMAP: } \hat{x}_{MAP} = \max_{\phi \in \mathcal{X}} p(x, \phi) = \max_{\phi \in \mathcal{X}} \int_{\phi} p(x, \phi) d\phi$$

(2.7.6)
SIGMAP thus chooses the likeliest signal estimate given that $x \in X$ and $\phi \in \Phi$, and makes no assumptions about the exact parameter values. As a result, this signal estimate is usually quite different from that given by PARMAP in (2.7.3) or (2.7.4).

Unfortunately, the asymptotic consistency theorems of section 3 do not apply to this problem, and so the signal estimate generated by this technique is not necessarily asymptotically consistent or efficient, even when the system model is stationary, stable and ergodic. This can be easily explained by the same argument used in section 3. In the PARMAP parameter estimation case, each new observation adds new information about the parameter values; as $N \rightarrow \infty$ an infinite amount of information accumulates, allowing perfect (consistent) estimation. In the SIGMAP signal estimation problem, however, each signal value only affects neighboring observations, and gathering data from the remote past or future will not significantly improve the signal estimate at time $n$.

Given the signal estimate $\hat{\phi}_{MAP}$, a convenient and easily calculated parameter estimate would be:

$$\hat{\phi} = E_{\Phi \mid X} \left[ \phi \left| \hat{\phi}_{MAP} \right. \right] \quad (2.7.7)$$

or

$$\hat{\phi} = \max_{\phi \in \Phi} \ p(\phi \mid \hat{\phi}_{MAP}) \quad (2.7.8)$$

These parameter estimates are quite different from those generated by PARMAP in (2.7.2), and as we will see in a later chapter, for most signal models they are not asymptotically consistent or efficient.
7.4. MAP Simultaneous Parameter and Signal Estimation (PSMAP)

Although the preceding PARMAP and SIGMAP approaches are simpler than the MMSE approach in (2.7.1), the probability densities $p(\Phi, X)$ and $p(X, \Phi)$ can still be quite complicated functions, and the optimization required may be computationally difficult. An alternative, and usually much simpler approach, would be to try to select the combination of signal and parameter values which are simultaneously the most likely given the known information:

$$\hat{x}, \hat{\Phi} = \max_{x \in X, \Phi \in \Phi} p(x, \Phi) \quad (2.7.9)$$

The solution to PSMAP must also satisfy:

$$\begin{cases} 
\hat{\Phi} = \max_{\hat{\Phi}} p(\hat{x}, \Phi) \\
\hat{x} = \max_{x \in X} p(x, \hat{\Phi}) 
\end{cases} \quad (2.7.10)$$

although other points besides the global maximum might also satisfy (2.7.10). This method is identical to the LMAP procedure of Lim [19, 20] and Bar-Shalom. [21] Unlike the previous methods, PSMAP does no averaging in selecting the estimates. Thus, since it is not necessary to integrate $p(x, \Phi)$ in solving PSMAP, the computation required is comparatively simple. Contrary to what Bar-Shalom implied, however, the asymptotic consistency theorems of section 3 do not apply to PSMAP, and thus the technique usually yields biased parameter and signal estimates even as the number of observations $N \to \infty$. For example, in an ARMA model estimation problem we will consider later, we will show that this optimality criterion dramatically overestimates the sharpness of peaks in the signal spectrum. The source of this bias can be made much clearer by rewriting the probability density which PSMAP maximizes in the following
two ways:

\[
p(x, \phi) = p(\phi, X) \ p_X|\phi(x | \phi)
\]

PARMAP estimator

\[
p(x, \phi) = p(x, \Phi) \ p_{\Phi|x}(\phi | x).
\]

SIGMAP estimator

The function which this procedure maximizes is thus similar to that maximized by the PARMAP or SIGMAP estimation techniques, except that it includes additional terms, \( p_X|\phi(x | \phi) \) or \( p_{\Phi|x}(\phi | x) \), which bias the estimates. Because the parameter estimate will be asymptotically biased, \( \hat{\phi} \neq \phi \), the PSMAP signal estimate \( \hat{x} \) usually will asymptotically differ from the classical filtering estimate, in which the correct parameter value \( \phi \) is used.

7.5. Minimum Cross-Entropy Method (MCEM)

PARMAP estimates the parameters by averaging over the signal constraint space, SIGMAP estimates the signal by averaging over the parameter constraint space, and PSMAP estimates both the signal and parameters simultaneously without any averaging. Considerations of symmetry would suggest that there ought to be a fourth estimation method, with the same structure as the other MAP methods, in which we average over both the signal and the parameters simultaneously in estimating the unknowns. A fourth method which will meet our needs is given by a somewhat unusual Minimum Cross-Entropy Method. Let \( p(x, \phi) \) be the known joint probability distribution of \( x \) and \( \phi \), and let the observation information impose constraints \( x \in X \) and \( \phi \in \Phi \). The problem with using MMSE to estimate \( x \) and \( \phi \) is that the probability density \( p(x, \phi) \) is usually awkward to integrate. Let us therefore try approximating \( p(x, \phi) \) with a separable probability density \( q(x, \phi) = q_X(x) q_{\phi}(\phi) \), and use Minimum Cross-Entropy to find
the best separable approximation to \( p(x,\phi) \) over the domain \( X \times \Phi \).

\[
\text{MCEM: } \hat{q}_X(\cdot), \hat{q}_\Phi(\cdot) = \min_{q_X, q_\Phi} H(q_X, q_\Phi) \quad (2.7.13)
\]

where \( H() \) is the cross-entropy function:

\[
H(q_X, q_\Phi) = \int_X \int_\Phi q_X(x) q_\Phi(\phi) \log \frac{q_X(x) q_\Phi(\phi)}{p(x, \phi)} \, d\phi \, dx \quad (2.7.14)
\]

and where \( q_X \) and \( q_\Phi \) are arbitrary probability densities constrained to integrate to one on \( X \) and \( \Phi \) respectively:

\[
\int_X q_X(x) \, dx = 1 \quad \text{and} \quad q_X(x) \geq 0 \quad \text{for all } x \in X \quad (2.7.15)
\]

\[
\int_\Phi q_\Phi(\phi) \, d\phi = 1 \quad \text{and} \quad q_\Phi(\phi) \geq 0 \quad \text{for all } \phi \in \Phi
\]

This, we must admit, is an unusual approach, since the unknowns are almost always very closely interrelated. Intuitively, this separable density approximation \( q_X(x) q_\Phi(\phi) \) will never be able to capture the exact contours of the original density \( p(x, \phi) \). Nevertheless, it ought to put peaks with about the right width in about the right locations.
Most importantly, once we have computed \( \hat{q}_X \) and \( \hat{q}_\Phi \), the signal and parameters can be estimated independently by applying point estimation methods such as MMSE or MAP to this separable density \( \hat{q}_X (x) \hat{q}_\Phi (\phi) \). For example:

\[
\hat{x} = E_X \left[ x \mid \hat{q}_X (\cdot) \right] = \int x \hat{q}_X (x) \, dx
\]

\[
\hat{\phi} = E_\Phi \left[ \phi \mid \hat{q}_\Phi (\cdot) \right] = \int \phi \hat{q}_\Phi (\phi) \, d\phi
\]  

(2.7.16)

We have thus decoupled the signal and parameter estimation problems, thereby (hopefully) reducing the complexity of the computation to the level of the classical estimation problems involving only a single unknown. As we will see, the forms of \( q_X (x) \) and \( q_\Phi (\phi) \) generated by minimizing (2.7.13) are often quite simple, and the values of \( \hat{x} \) and \( \hat{\phi} \) found from (2.7.16) are not only easy to compute, but are also often closer to the MMSE estimates than any of our MAP methods. We will also see in later sections that these MCEM estimates are often asymptotically consistent, just like PARMAP and MMSE.
Superficially, MCEM would appear to be unconnected with our first three MAP algorithms; after all, MCEM estimates an entire separable probability density using an information theoretic criterion, while the MAF algorithms only generate point estimates using a purely Bayesian approach. It is possible, however, to treat PARMAP, SIGMAP and PSMAP simply as degenerate forms of MCEM in which we not only restrict the fitted density \( q(x, \phi) \) to be separable, but also restrict one or both of the densities \( q_X \) or \( q_\Phi \) to be an impulse function. Thus we can restate these estimation methods in a cross-entropy framework as follows:

<table>
<thead>
<tr>
<th>Method</th>
<th>Objective Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM</td>
<td>Minimize ( H(q_X, q_\Phi) )</td>
</tr>
<tr>
<td>PARMAP</td>
<td>Minimize ( H(q_X, q_\Phi) ) but constrain ( q_\Phi(\phi) \delta(\phi - \hat{\phi}) )</td>
</tr>
<tr>
<td>SIGMAP</td>
<td>Minimize ( H(q_X, q_\Phi) ) but constrain ( q_X(x) \delta(x - \hat{x}) )</td>
</tr>
<tr>
<td>PSMAP</td>
<td>Minimize ( H(q_X, q_\Phi) ) but constrain ( q_\Phi(\phi) \delta(\phi - \hat{\phi}) ) and ( q_X(x) \delta(x - \hat{x}) )</td>
</tr>
</tbody>
</table>

**Proof:** We first consider PARMAP. The MCEM optimization criterion can be rewritten in the form:

\[
H(q_X, q_\Phi) = - \int \int q_X(x) q_\Phi(\phi) \log p(x, \phi) \, dx \, d\phi + \int q_X(x) \log q_X(x) \, dx + \int q_\Phi(\phi) \log q_\Phi(\phi) \, d\phi \tag{2.7.17}
\]

Let \( q_\Phi(\phi) \) approach the form of a delta function, \( q_\Phi(\phi) = \delta(\phi - \hat{\phi}) \), centered at some value \( \hat{\phi} \in \Phi \). Note that although the term \( \int q_\Phi(\phi) \log q_\Phi(\phi) \, d\phi \) will become infinitely large, its value will be independent of \( q_X(x) \) and will also be independent of the location of the delta function \( \hat{\phi} \). We can thus ignore this term. Let \( \bar{H}(q_X, \hat{\phi}) \) represent the
remaining two terms:

\[
\hat{H}(q_X, \hat{\phi}) = \int \int_{\mathcal{X} \times \mathcal{\Phi}} q_X(x) \delta(\phi - \hat{\phi}) \log \frac{q_X(x)}{p(x, \hat{\phi})} \, dx \, d\phi
\]  

(2.7.18)

\[= \int_{\mathcal{X}} q_X(x) \log \frac{q_X(x)}{p(x, \hat{\phi})} \, dx \]

By theorem 2.4.2, this expression is bounded below by:

\[
\hat{H}(q_X, \hat{\phi}) \geq q_X(X) \log \frac{q_X(X)}{p(X, \hat{\phi})} = -\log p(X, \hat{\phi})
\]  

(2.7.19)

and for fixed \( \hat{\phi} \) achieves this minimum cross-entropy at:

\[
q_X(x) = \frac{p(x, \hat{\phi})}{p(X, \hat{\phi})} = p_X |_{\Phi}(x | \hat{\phi})
\]  

(2.7.20)

which is simply the conditional density of the signal given the parameter value \( \hat{\phi} \). Substituting this solution into (2.7.18) therefore reduces the optimization over \( q_X \) and \( q_{\Phi} \) to:

\[
\text{PARMAP: } \hat{q}_{\Phi}(\phi) = \delta(\phi - \hat{\phi})
\]

\[
q_X(x) = p_X |_{\Phi}(x | \hat{\phi})
\]  

(2.7.21)

where: \( \hat{\phi} = \min_{\phi \in \Phi} \left[ -\log p(X, \phi) \right] \)

\[-\max_{\phi \in \Phi} p(X, \phi) \]

The estimate of the location of the delta function \( q_{\Phi}(\phi) = \delta(\phi - \hat{\phi}) \) is thus found by maximizing \( p(X, \phi) \), and then the signal density \( q_X(x) \) is simply estimated to be the conditional density of \( x \) given the parameter value \( \hat{\phi} \). This, of course, is identical to the PARMAP procedure presented earlier.

The proof that SIGMAP results when we restrict \( q_X \) to be an impulse is identical, except with the roles of \( x \) and \( \phi \) reversed.
To prove the result for PSMAP, let both densities approach delta functions, $q_X(x) = \delta(x - \hat{x})$ and $q_\Phi(\phi) = \delta(\phi - \hat{\phi})$. Although the last two terms of the expression for $H(q_X, q_\Phi)$ in (2.7.17) will become infinitely large, they will be independent of the location of the delta functions, $\hat{x}$ and $\hat{\phi}$, and can thus be ignored. The remaining first term reduces to:

$$\int \int X, \Phi \delta(x - \hat{x}) \delta(\phi - \hat{\phi}) \log p(x, \phi) \, dx \, d\phi = -\log p(\hat{x}, \hat{\phi})$$

(2.7.22)

Thus the cross entropy minimization problem reduces to:

**PSMAP:**

$$q_X(x) = \delta(x - \hat{x})$$
$$q_\Phi(\phi) = \delta(\phi - \hat{\phi})$$

where:

$$\hat{x}, \hat{\phi} = \min_{x \in X, \phi \in \Phi} \left[ -\log p(x, \phi) \right]$$

$$= \max_{x \in X, \phi \in \Phi} p(x, \phi)$$

which is precisely the PSMAP problem. □

This interpretation of PARMAP, SIGMAP and PSMAP as degenerate forms of MCEM is extremely important, and will be heavily exploited throughout this thesis in order to achieve a unified treatment of all these estimation methods. For convenience, table 2.1 lists the cross-entropy expressions appropriate for each of our four MCEM and MAP methods.

8. Fisher Model

Variations of the above PARMAP and PSMAP estimation approaches can be easily devised which are suitable for use when the parameters are non-random (Fisher) variables. The chief difference in the Fisher case is that because the parameters are non-random, it will not be possible to calculate their conditional expectation, nor will it
### Table 2.1 - Bayesian Estimation Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Likelihood Function</th>
<th>( H(q_X, q_\Phi) )</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM:</td>
<td>none</td>
<td>( \iint_{x,\Phi} q_X(x) q_\Phi(\phi) \log \frac{q_X(x) q_\Phi(\phi)}{p(x,\Phi)} , dx , d\phi )</td>
<td>none</td>
</tr>
<tr>
<td>PARMAP:</td>
<td>[ \max_{\phi \in \Phi} p(X,\phi) ]</td>
<td>( \iint_{x,\Phi} q_X(x) q_\Phi(\phi) \log \frac{q_X(x)}{p(x,\Phi)} , dx , d\phi )</td>
<td>( q_\Phi(\phi) = 3(\phi - \hat{\phi}) )</td>
</tr>
<tr>
<td>SIGMAP:</td>
<td>[ \max_{x \in X} p(x,\Phi) ]</td>
<td>( \iint_{x,\Phi} q_X(x) q_\Phi(\phi) \log \frac{q_\Phi(\phi)}{p(x,\Phi)} , dx , d\phi )</td>
<td>( q_X(x) = 3(x - \hat{x}) )</td>
</tr>
<tr>
<td>PSMAP:</td>
<td>[ \max_{x \in X, \phi \in \Phi} p(x,\phi) ]</td>
<td>( \iint_{x,\Phi} q_X(x) q_\Phi(\phi) \log \frac{1}{p(x,\Phi)} , dx , d\phi )</td>
<td>[ \begin{align*} q_X(x) &amp;= 3(x - \hat{x}) \ q_\Phi(\phi) &amp;= 3(\phi - \hat{\phi}) \end{align*} ]</td>
</tr>
</tbody>
</table>

Note: Fisher Estimation methods replace \( p(x,\omega) \) by \( p(x|\phi) \).
be possible to estimate the signal without making some specific assumption about the values of the parameters. It will thus not be possible to devise a Maximum Likelihood version of the SIGMAP algorithm, unless we are willing to invent a "non-informative" prior density for the parameters.

An ML version of PARMAP results when we choose the parameter value \( \hat{\Phi} \in \Phi \) which is most likely to have resulted in a signal value \( x \) which belongs to the constraint set \( X \):

\[
\text{PARML:} \quad \hat{\Phi}_{\text{ML}} = \max_{\Phi \in \Phi} p(X | \Phi) \tag{2.8.1}
\]

Similarly, an ML version of PSMAP results when we choose the combination of parameter value \( \Phi \in \Phi \) and signal value \( x \in X \) which are most likely:

\[
\text{PSML:} \quad \hat{x}, \hat{\Phi} = \max_{x \in X, \Phi \in \Phi} p(x | \Phi) \tag{2.8.2}
\]

The only difference between the ML and MAP versions of these algorithms is that the ML version effectively assumes that the a priori density \( p(\Phi) \) is flat over the range of interest (compare (2.8.1) with (2.7.2) and (2.8.2) with (7.7.9).)

A rather different approach to the Fisher problem would be to examine the asymptotic behavior of our Bayesian algorithms as the a priori density \( p(\Phi) \) becomes "flat". It is easiest to examine this issue within the cross-entropy framework discussed in the previous section. Substituting \( p(x, \Phi) = p(x | \Phi) p(\Phi) \), into our cross-entropy expression \( H(q_X, q_{\Phi}) \) gives:

\[
\tilde{H}(q_X, q_{\Phi}) = H_{\text{ML}}(q_X, q_{\Phi}) - \int_{\Phi} q_{\Phi}(\Phi) \log p(\Phi) \, d\Phi \tag{2.8.3}
\]
where $H_{ML}$ is a "Fisher" cross-entropy function in which the density $p(x, \phi)$ has been replaced by $p(x \mid \phi)$:

$$H_{ML}(q_X, q_\phi) = \int_X \int_\Phi q_X(x)q_\phi(\phi) \log \frac{q_X(x)q_\phi(\phi)}{p(x \mid \phi)} \, d\phi \, dx$$  \hspace{1cm} (2.8.4)

As $p(\phi)$ becomes asymptotically flat, the second term in (2.8.3) should become relatively independent of $q_{\phi}(\phi)$. We would therefore expect that the separable density $q_X$, $q_\phi$ which minimizes the Bayesian cross-entropy $H(q_X, q_\phi)$ to also asymptotically minimize the "Fisher" cross-entropy $H_{ML}(q_X, q_\phi)$ in the limit as $p(\phi)$ becomes "flat". We will therefore define the "Fisher Minimum Cross-Entropy Method" as fitting a separable "likelihood" function $q_X(x)q_\phi(\phi)$ to the given model "likelihood" function $p(x \mid \phi)$ by minimizing the Fisher cross-entropy:

$$\text{Fisher MCEM:} \quad \hat{q}_X(\cdot), \hat{q}_\phi(\cdot) = \min_{q_X, q_\phi} H_{ML}(q_X, q_\phi)$$  \hspace{1cm} (2.8.5)

The justification for this algorithm is that it is a limiting form of the Bayesian algorithm as our a priori knowledge becomes infinitesimally small. Beware, however, that since $p(x \mid \phi)$ may not integrate to a finite number over $X \times \Phi$, many of the properties of cross-entropy presented in section 4 may not strictly apply to $H_{ML}$; in particular, its minimum value may be $-\infty$.

Constraining the parameter density $q_\phi$ to be an impulse function results in an algorithm which is identical to PARML, while constraining both the parameter and signal densities $q_X$ and $q_\phi$ to be impulse functions leads to the PSML algorithm. Constraining only the signal density $q_X$ to be an impulse gives a "Fisher" form of SIGMAP.
9. Extension to More General System Models

When the system model has several signal outputs and several sets of parameters, some Fisher and some Bayesian, the number of possible estimation approaches rises dramatically. The different signals and parameters could be estimated separately or jointly in many different combinations and orderings. For example, suppose we have a system with two signal outputs \(x, \psi\), a Fisher set of parameters \(\phi\), and a Bayesian set of parameters \(\psi\). One "obvious" MCEM approach would be to hypothesize a flat \textit{a priori} density \(p(\phi)\) for the Fisher parameters, and then fit a separable probability density:

\[
q(x, x, \psi, \phi) = q_x(x)q_x(x)q_{\psi}(\psi)q_{\phi}(\phi)
\]

(2.9.1)

to the given density \(p(x, x, \psi, \phi)\) by minimizing the cross-entropy expression:

\[
H(q_x, q_x, q_{\psi}, q_{\phi}) = \int dx \int dx \int d\psi \int d\phi q_x(x)q_x(x)q_{\psi}(\psi)q_{\phi}(\phi) \log \frac{q_x(x)q_x(x)q_{\psi}(\psi)q_{\phi}(\phi)}{p(x, x, \psi, \phi)}
\]

Alternative hybrid MAP/MCEM methods could then be devised by constraining one or more of these densities to be impulse functions. Purely MAP procedures result when all but at most one of the densities are constrained to be impulse functions. Still other estimation methods could be devised by jointly estimating two or more variables within the estimation procedures. Thus we could combine \(x\) and \(\psi\) in the problem above by choosing to fit a separable density of the form:

\[
q(x, x, \psi, \phi) = q_{x, \psi}(x, x)q_{\psi}(\psi)q_{\phi}(\phi)
\]

(2.9.2)

to the given density. Since densities of the form (2.9.1) are a proper subset of the class of densities (2.9.2), smaller cross entropies can be achieved by partially separated densities (2.9.2) than by fully separated densities like (2.9.1).

\[
\min_{q = q(x, x, \psi, \phi)q(\alpha)} H(q) \leq \min_{q = q(x, x, \psi, \phi)q(\alpha)} H(q)
\]

(2.9.3)

In this sense, better estimates are achieved by combining variables as far as possible.
The drawback, of course, is that generating point estimates of \( x \) and \( y \) from the joint density \( q(x, y) \) can be more complicated than generating estimates from separate densities \( q(x) \) and \( q(y) \).
SECTION C - OPTIMIZATION THEORY

10. Existence and Uniqueness of Global Maxima

All the MCEM, MAP and ML estimation approaches we have discussed require maximizing or minimizing a function over a given domain. It is useful, therefore, to consider under what conditions such a maximization has a finite solution and when this solution is unique. The case when the unknowns \( x \) and \( \phi \) are finite dimensional is well understood, and a variety of powerful theorems can be applied. Similar theorems also apply if \( x \) and/or \( \phi \) are infinitely long, or if we are minimizing a cross-entropy function over an infinite dimensional space of probability densities. However, in this case it is necessary to use weak topologies, and the wording of the theorems is more complicated. In this section, we will present some well known results for finite and infinite dimensional Hilbert spaces. Proofs of the finite dimensional theorems can be found in Luenberger [22] or Ortega and Rheinboldt [23]; proofs of the generalization to infinite dimensional spaces may be found in Goldstein [24] Vainberg [25], or Demyanov and Rubinov [26].

Because maximizing a function \( F(x) \) is equivalent to minimizing \(-F(x)\), to simplify the presentation we will restrict our attention to minimization problems.

10.1. Existence of Global Minima

Let \( F \) be a function mapping the domain \( \Lambda \) to the real line, \( F: \Lambda \to \mathbb{R} \). We assume that \( \Lambda \) has norm \( ||\cdot|| \). A point \( x \in \Lambda \) is a local minimizer of \( F \) if there is an open neighborhood \( S_\delta = \{ \alpha \ | \ |\alpha - x| < \delta, \delta > 0 \} \) of \( x \) with radius \( \delta \), such that:
\[ F(\alpha) \geq F(\alpha^*) \quad \text{for all } \alpha \in S \cap \Lambda \] (2.10.1)

If strict inequality holds for \( \alpha \neq \alpha^* \) in \( S \cap \Lambda \), then \( \alpha^* \) is a proper local minimizer. If \( F(\alpha) = F(\alpha^*) \) for all \( \alpha \in \Lambda \), then \( \alpha^* \) is a global minimizer of \( F \) on \( \Lambda \). It is well known that if \( F(\alpha) \) is continuously differentiable in \( \alpha \), and if \( \alpha^* \) is a local minimizer of \( F \) in the interior of \( \Lambda \), then \( F'(\alpha^*) = \frac{dF(\alpha)}{d\alpha} \bigg|_{\alpha^*} = 0 \). If \( \alpha^* \) is a local minimizer of \( F \) on the boundary of \( \Lambda \), then \( F'(\alpha^*) \) must be inwardly normal to the boundary at \( \alpha^* \). Technically, this means that:

\[ F'(\alpha^*)^T h \geq 0 \] (2.10.2)

for all "sequentially tangent vectors" \( h \) at \( \alpha^* \). (A vector \( h \) is called a sequential tangent of \( \Lambda \) at \( \alpha^* \) if there are a sequence \( \{\alpha_k\} \) of points in \( \Lambda \) and a sequence of positive numbers \( \{t_k\} \) such that:

\[ \lim_{k \to \infty} \frac{\alpha_k - \alpha^*}{t_k} = h \quad \text{and} \quad \lim_{k \to \infty} t_k = 0 \] (2.10.3)

For further details, see Hestenes, chapter 4 [27].) See figure 2.10.1 for an illustration of interior and boundary local minimizers.

![Figure 2.10.1 - Local Minimizers](image)
In general $F(\alpha)$ may not have any minimizing point. In order to guarantee that $F(\alpha)$ will attain a minimum on $\Lambda$, we will have to restrict the domain $\Lambda$ and the function $F(\alpha)$ appropriately:

**Theorem 2.10.1:** Suppose $F(\alpha)$ is a continuous function for all $\alpha \in \Lambda$, and suppose that $\Lambda$ is a compact set (if $\alpha$ is finite dimensional, this is equivalent to requiring that $\Lambda$ be closed and bounded.) Then $F(\alpha)$ has at least one global minimizer $\alpha^* \in \Lambda$.

Unfortunately, in most of our applications the domain $\Lambda$ will not be bounded and thus will not be compact. Suppose, however, that we choose an initial estimate $\hat{\alpha}_0$ of $\alpha$, and form the "level set" $\Lambda_0 = \{ \alpha \mid F(\alpha) \leq F(\hat{\alpha}_0) \}$. Then if $\Lambda_0$ is compact, $F(\alpha)$ must have a global minimizer on $\Lambda_0$, and this global minimizer must also clearly be a global minimizer on the entire domain $\Lambda$.

### 10.2. Uniqueness of Global Minimizers, Convex Functions

In general, even if the problem $\min_{\alpha \in \Lambda} F(\alpha)$ has a solution, this solution may not be unique. Furthermore, if $F(\alpha)$ has multiple peaks so that it has local as well as global minima, an optimization routine may have difficulty locating the correct global minimum solution. A useful set of conditions for guaranteeing the uniqueness of global minima revolves around the notion of convex sets and functions. (See chapte: 1, section 5.) To quickly review, the set $\Lambda$ is convex if for any two points $\alpha, \beta \in \Lambda$ the line connecting $\alpha$ and $\beta$ is also contained within $\Lambda$:

$$\lambda \alpha + (1-\lambda)\beta \in \Lambda \quad \text{for all } 0 < \lambda < 1 \quad (2.10.4)$$

A function $F: \Lambda \to \mathbb{R}$ is convex on a convex set $\Lambda$ if, for all $\alpha, \beta \in \Lambda$:
\[ F(\lambda \alpha + (1-\lambda)\beta) \leq \lambda F(\alpha) + (1-\lambda)F(\beta) \quad \text{for } 0 < \lambda < 1 \quad (2.10.5) \]

The function \( F \) will be called strictly convex on \( \Lambda \) if strict inequality holds in (2.10.5) when \( \alpha \neq \beta \). \( F \) will be called uniformly convex on \( \Lambda \) if there exists a constant \( c > 0 \) such that for all \( \alpha, \beta \in \Lambda \) and \( 0 < \lambda < 1 \):

\[ \lambda F(\alpha) + (1-\lambda)F(\beta) - F(\lambda \alpha + (1-\lambda)\beta) \geq c \lambda (1-\lambda) \|
\alpha - \beta \|^2 \quad (2.10.6) \]

For example, a quadratic function \( F(\alpha) = \alpha^T Q \alpha \), where \( Q \) is positive definite, \( Q \geq c I > 0 \), is uniformly convex. Clearly, uniform convexity implies strict convexity, which in turn implies convexity.

If \( F \) has a second order (Frechet) derivative on a convex set \( \Lambda \), then \( F \) will be convex on \( \Lambda \) if \( F''(\alpha) = \frac{d^2 F(\alpha)}{d \alpha^2} |_{\alpha} \) is positive semidefinite on \( \Lambda \). \( F \) will be strictly convex on \( \Lambda \) if \( F''(\alpha) \) is positive definite on \( \Lambda \), and it will be uniformly convex on \( \Lambda \) if and only if \( F''(\alpha) \) is uniformly positive definite on \( \Lambda \), so that there exists a constant \( c > 0 \) such that:

\[ \alpha^T F''(\alpha) \alpha \geq c \|\alpha\|^2 \quad \text{for all } \alpha \in \Lambda \quad (2.10.7) \]

The importance of convex sets and convex functions, for our purposes, is that characterizing the global and local minimizers of a convex function is easy.

**Theorem 2.10.2:** Suppose \( F: \Lambda \to \mathbb{R} \) is a continuous and proper (i.e. nowhere equal to \(-\infty\)) convex function over a convex, closed and non-empty (but not necessarily bounded) set \( \Lambda \). Then the set of all global minimizers of \( F \) on \( \Lambda \) is closed and convex (though possibly empty) and any local minimizer will also be a global minimizer. If in addition the set \( \Lambda \) is bounded, then \( F \) will have at least one global minimizer on \( \Lambda \).

Thus, as shown in figure 2.10.2, if \( F \) is convex on \( \Lambda \) and \( \alpha, \beta \) are both global minimiz-
ers on $\Lambda$, then every point on the line connecting $\alpha$ and $\beta$ must also be a global minimizer:

$$F(\lambda \alpha + (1-\lambda)\beta) = F(\alpha) = F(\beta)$$  \hspace{1cm} (2.10.8)

![Convex Function with Global Minimum](image)

Figure 2.10.2 - Convex Function with Global Minimum

Note that this theorem is true both for finite dimensional and infinite dimensional Hilbert spaces (see Demyanov and Rubinov [26]). If we strengthen the conditions on $F$ to strict convexity, then any global minimum must be unique:

**Theorem 2.10.3:** If the conditions of theorem 2.10.4 hold, but $F$ is strictly convex, then $F$ can have at most one global minimizer on $\Lambda$. If $\Lambda$ is also bounded, then $F$ has a unique global minimizer on $\Lambda$. Furthermore, if the domain of $F$ is finite dimensional, and $F$ has a global minimizer on $\Lambda$, then $F(\alpha) \to \infty$ as $||\alpha|| \to \infty$, and all level sets will be bounded and compact.

Again, this theorem applies to both finite and infinite dimensional Hilbert spaces. If the function $F$ is uniformly convex, then it is guaranteed to achieve its minimum even if $\Lambda$ is not bounded:
Theorem 2.10.4: [Vainberg Thm 9.4 [25]] Let $F: \Lambda \rightarrow R$ be a proper uniformly convex functional on a convex, closed and non-empty (but not necessarily bounded) set $\Lambda$ in a Hilbert space. Assume that $F$ has continuous first and second order (Frechet) derivatives on $\Lambda$. Then $F$ is bounded below and has a unique global and local minimizer $\alpha^*$ in $\Lambda$. In fact, all level sets of $F$ will be bounded, and $F(\alpha) \to \infty$ as $\|\alpha\| \to \infty$.

Clearly these theorems will apply even if $F$ itself is not convex, but there exists a continuous monotonically increasing function $g: R \to R$ such that $g(F(\alpha))$ is convex. We will also sometimes need to maximize a concave function $F(\alpha)$ over a domain $\Lambda$ (we define $F(\alpha)$ to be concave if $-F(\alpha)$ is convex.) Maximizing $F(\alpha)$ is equivalent to minimizing $-F(\alpha)$, however, and thus statements similar to the above theorems can be made about maximizing concave functions, or about finding local or global maxima in general.

A very useful special case for our estimation problem is when the logarithm of the probability density, $\log p(x, \phi)$, is concave. More precisely, we will call a function $F(\alpha)$ "log concave" if

$$F(\lambda \alpha + (1-\lambda) \beta) \geq F(\alpha)^{\lambda} F(\beta)^{1-\lambda} \quad \text{for all } 0 < \lambda < 1$$

(2.10.9)

Strict and uniform log concavity are defined in obvious ways. One reason this case is so interesting is that Prékopa [28, 29] has shown that if the constraint sets $X$ and $\Phi$ are convex and $p(x, \phi)$ is log concave, then the PARMAP and SIGMAP densities $p(X, \phi)$ and $p(x, \Phi)$ are also log concave in $\phi$ and $x$ respectively. When $p(x, \phi)$ is log concave, therefore, these convexity theorems can be used to characterize the existence and uniqueness of the solutions to all three MAP algorithms. (See Appendix E.)
11. Conclusion

In this chapter, we have discussed a variety of MMSE, ML, MAP and MCEM procedures for estimating the signal and parameters of an unknown system. In order to apply these techniques, a model of the system must be assumed in which the joint probability density of the signal and parameters is specified. In the classical estimation problem, either the parameters or signal values are known, and the estimation procedure is straightforward. Unfortunately, when several signals and/or parameters are unknown, the estimation problem is much more complex and difficult to solve. The best estimation method in general is Minimum Mean Square Error, in which we use the available information to compute the expected value of the unknowns. This method yields unbiased estimates with the least possible variance; however, evaluating the multi-dimensional integrals can be quite difficult. The method is also not applicable to Fisher non-random parameters, and if the constraint sets are not convex, then the conditional expectation may not satisfy the constraints. Three different MAP and ML approaches were also suggested; one gives the "optimal" parameter estimates (PARMAP, PARML), one gives the "optimal" signal estimates (SIGMAP), and one tries to estimate the parameters and signals together (PSMAP, PSML). A fourth Minimum Cross-Entropy Method was also proposed, which optimally fits a separable probability density to the given density. This MCEM approach serves to unify and generalize our treatment of these estimation problems, since the other MAP methods can be considered degenerate forms of MCEM in which one or more estimated densities are constrained to be impulse functions. All of the MAP optimization approaches are guaranteed to have solutions if the constraint sets are compact (or weakly compact) and the probability densities are continuous (or weakly upper semi-continuous). If in addition, the constraint sets are convex and the objective function can be transformed into a
uniformly convex function, then the global and local minima coincide, and can be shown to be unique.

Because of the double uncertainty in the signal and parameter values, all of the estimation techniques are considerably more complicated than the "classical" estimation problem. In the next chapter, however, we will derive iterative algorithms for solving these problems which reduce the computation on each pass to something quite similar to the "classical" estimation problems. These algorithms therefore will provide a fast, simple and elegant procedure for signal reconstruction and model estimation given incomplete observation data.
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Chapter 3
Iterative Estimation Methods

1. Introduction

The drawback of all the MCEM, MAP, and ML algorithms presented in the last chapter is that, even for relatively simple system models, they all require solving a complicated nonlinear optimization problem. Of course, brute force can always be used to solve these problems, evaluating the objective function on a coarse grid to roughly locate the global optimum, and then applying a "scoring method" (chapter 4 of [1] or [2,3]) or Newton-Raphson or some other gradient hill-climbing algorithm [4,5,6]. In general, however, such methods are complex and computationally time consuming. In this chapter we will focus on a group of iterative methods for solving these problems which carefully exploit the structure of the stochastic system in order to simplify the calculation. We start with a straightforward iterative procedure for solving MCEM; iterative algorithms for solving PARMAP, SIGMAP and PSMAP are then derived by interpreting them as degenerate forms of MCEM. All these iterative algorithms effectively decouple the uncertainty in the various unknowns, thus reducing the estimation problem to a sequence of nearly "classical" estimation problems involving only a single unknown. Each iteration improves the appropriate objective function, thus improving the estimates, and convergence of the algorithms to a stationary point can be proven under mild conditions.

Once again, rather than treat the most general system model, we will restrict our attention to a model with a single signal \( x \) and a single (Fisher or Bayesian) set of parameters \( \phi \). The key idea exploited throughout is that the log likelihood function
\( \log p(x, \phi) \) is often a relatively "benevolent" function in \( x \) and \( \phi \), and is much more easily evaluated and manipulated than either \( \log p(X, \phi) \) or \( \log p(x, \Phi) \), since no multidimensional integration is required. It is this reduction of the MAP and MCEM problems to a new form, which only involves the function \( \log p(x, \phi) \), which permits a radical restructuring of the estimation problem.

2. Minimum Cross-Entropy Method (MCEM)

The Minimum Cross-Entropy Method fits a separable probability density \( q_x(x)q_\phi(\phi) \) to the actual probability density \( p(x, \phi) \) by minimizing the cross-entropy function:

\[
q_x() , q_\phi() - \min_{q_x, q_\phi} H(q_x , q_\phi) 
\]

where:
\[
H(q_x , q_\phi) = \int \int q_x(x)q_\phi(\phi) \log \frac{q_x(x)q_\phi(\phi)}{p(x, \phi)} \, dx \, d\phi
\]

subject to the constraint that \( q_x(x) \) and \( q_\phi(\phi) \) are nonnegative and integrate to 1 over \( X \) and \( \Phi \) respectively:

\[
\int_X q_x(x) \, dx = 1 \quad \text{and} \quad q_x(x) \geq 0 \quad \text{for all } x \in X
\]

\[
\int_\Phi q_\phi(\phi) \, d\phi = 1 \quad \text{and} \quad q_\phi(\phi) \geq 0 \quad \text{for all } \phi \in \Phi
\]

Solving this problem directly is quite difficult, since the unknowns are functions and the minimization is thus performed in an infinite dimensional space. Fortunately, an iterative algorithm for minimizing this cross-entropy is quite simple to derive. We shall minimize \( H(q_x , q_\phi) \) first with respect to the function \( q_x() \), then with respect to \( q_\phi() \), iterating back and forth until the estimates converge:
For $k=0,1,\ldots$

$$
\hat{q}_{X_{i+1}}(\cdot) = \min_{q_X} \frac{H(q_X, \hat{q}_{\Phi_i})}{q_X}
$$

$$
\hat{q}_{\Phi_{i+1}}(\cdot) = \min_{q_\Phi} \frac{H(\hat{q}_{X_{i+1}}, q_\Phi)}{q_\Phi}
$$

This "coordinate descent" method will not be as fast as more sophisticated gradient or Quasi-Newton methods, but it has the advantage of simplicity. To minimize with respect to $q_X$, first rewrite the cross-entropy (3.2.1) in the following form:

$$
\hat{q}_{X_{i+1}}(x) - \min_{q_X} \int_X q_X(x) \log \frac{q_X(x)}{v_{k+1}(x)} dx
$$

(3.2.4)

where: $\log v_{k+1}(x) = \int_\Phi \hat{q}_{\Phi_i}(\phi) \log \frac{p(x, \phi)}{q_{\Phi_i}(\phi)} d\phi$

By theorem 2.4.1, this function is strictly convex in $q_X$ and achieves its unique minimum at:

$$
\hat{q}_{X_{i+1}}(x) = \frac{1}{c_{X_{i+1}}} v_{k+1}(x)
$$

(3.2.5)

where: $c_{X_{i+1}} = \int_X v_{k+1}(x) dx$

The value of the cross-entropy at this estimate is:

$$
H(\hat{q}_{X_i}, \hat{q}_{\Phi_i}) = -\log c_{X_{i+1}}
$$

(3.2.6)

Similarly, $H(\hat{q}_{X_{i+1}}, q_\Phi)$ can be shown to be strictly convex in $q_\Phi$, and has the unique minimizer:

$$
\hat{q}_{\Phi_{i+1}}(\phi) = \frac{1}{c_{\Phi_{i+1}}} \xi_{i+1}(\phi)
$$

(3.2.7)

where: $\log \xi_{i+1}(\phi) = \int_X \hat{q}_{X_{i+1}}(x) \log \frac{p(x, \phi)}{\hat{q}_{X_{i+1}}(x)} dx$

$$
c_{\Phi_{i+1}} = \int_\Phi \xi_{i+1}(\phi) d\phi$$
The value of the cross-entropy at this estimate is:

$$H(\hat{q}_{X}, \hat{q}_{\Phi}) = -\log c_{\cdot\cdot},$$  \hspace{1cm} (3.2.8)

If the iteration has not yet converged, each step strictly reduces the value of $H(\hat{q}_{X}, \hat{q}_{\Phi})$ and thus improves the estimates of the separable probability density. Furthermore, theorem 2.4.2 guarantees that the cross-entropy is bounded below:

$$H(\hat{q}_{X}, q_{\Phi}) \geq Q_{X}(X)Q_{\Phi}(\Phi) \log \frac{Q_{X}(X)Q_{\Phi}(\Phi)}{P(X,\Phi)} = -\log P(X,\Phi)$$  \hspace{1cm} (3.2.9)

Thus the cross-entropy of the estimates must converge monotonically downward to a lower limit:

$$H(\hat{q}_{X}, \hat{q}_{\Phi}) \rightarrow H^* \ \ as \ k \rightarrow \infty$$  \hspace{1cm} (3.2.10)

Equations (3.2.6) and (3.2.8) also imply that the normalization constants $c_{\cdot\cdot}$ and $c_{\Phi_{\cdot}}$ must converge monotonically upward to limits:

$$c_{\cdot\cdot} \rightarrow e^{-H^*}, \quad c_{\Phi_{\cdot}} \rightarrow e^{-H^*} \ \ as \ k \rightarrow \infty$$  \hspace{1cm} (3.2.11)

Unfortunately, proving convergence of the estimated densities themselves is more difficult, and we will postpone this analysis until section 9.5.

Recognizing the integrals in (3.2.4) and (3.2.7) as conditional expectations of

$$\log P(\hat{q}_{\Phi}(\Phi)) \quad \text{and} \quad \log P(\hat{q}_{X_{\Phi}}(x))$$

with respect to the densities $\hat{q}_{\Phi}(\Phi)$ and $\hat{q}_{X_{\Phi}}(x)$ respectively, allows us to write the algorithm in the following simplified form:
MCEM Iterative Algorithm:

For $k = 0, 1, \ldots$

\[
\log q_{X_{k+1}}(x) = E_{\phi} \left[ \log \frac{p(x, \phi)}{q_{\phi_k}(\phi)} \right] + \text{constant}
\]

(3.2.12)

\[
\log q_{\phi_{k+1}}(\phi) = E_X \left[ \log \frac{p(x, \phi)}{q_{X_{k+1}}(x)} \right] + \text{constant}
\]

where appropriate normalization constants have to be added. Intuitively, the algorithm can be explained as an attempt to compensate for the uncertainty in both the signal and parameters in calculating the estimates. If $q_{X_k}(x)q_{\phi_k}(\phi)$ is a good approximation to $p(x, \phi)$, then $\log \frac{p(x, \phi)}{q_{\phi_k}(\phi)}$ ought to be approximately independent of $\phi$. Averaging this function over all parameter values $\phi$ leaves only the $x$ dependency of $\log p(x, \phi)$, which is used as the new estimate of the log signal density, $\log q_{X_{k+1}}(x)$. The parameter density is then reestimated by averaging the function $\log \frac{p(x, \phi)}{q_{X_{k+1}}(x)}$ over all signal values, thus recovering the $\phi$ dependency of $\log p(x, \phi)$. Because the "correct" signal and parameter densities are unknown, this averaging process is imperfect. Thus the algorithm iterates, using the improved density estimates to improve the averaging on the next pass, and thus further improve the next density estimates.

Note that the behavior of the expectation of $\log \frac{p(x, \phi)}{q_{\phi}(\phi)}$ as a function of $x$, or the behavior of $\log \frac{p(x, \phi)}{q_X(x)}$ as a function of $\phi$, is just the same as the behavior of the expectation of $\log p(x, \phi)$. The only reason, therefore, that we divide $p(x, \phi)$ by $q_{\phi}(\phi)$ or by $q_X(x)$ in (3.2.12) is to ensure that the expectation will be finite.
If point estimates of $x$ and $\phi$ are needed, they can be calculated by running the MCEM algorithm to convergence, giving estimates $\hat{q}_X(x)$ and $\hat{q}_\phi(\phi)$, and then calculating the conditional expectation or MAP estimates of $x$ and $\phi$:

$$\hat{x} = E_X \left[ x \mid \hat{q}_X \right] \quad \hat{\phi} = E_\Phi \left[ \phi \mid \hat{q}_\phi \right]$$

or:

$$\hat{x} = \max_{x \in X} \hat{q}_X(x) \quad \hat{\phi} = \max_{\phi \in \Phi} \hat{q}_\phi(\phi) \tag{3.2.13}$$

The most important application of this algorithm, discussed in section 7, is when the model density $p(x, \phi)$ forms an exponential family of densities. In this case, we will see that $\hat{q}_X(x)$ and $\hat{q}_\phi(\phi)$ will also be exponential densities, and the MCEM algorithm reduces to iteratively evaluating the conditional expectation of a few functions, each involving only a single unknown.

3. MAP Optimal Parameter Estimation (PARMAP)

The PARMAP approach estimates the parameters by choosing their most likely value given that $x \in X$:

$$\phi_{MAP} = \max_{\phi \in \Phi} \log p(X, \phi) = \max_{\phi \in \Phi} \log \int_X p(x, \phi) \, dx \tag{3.3.1}$$

The difficulty with directly maximizing this function is that to compute $p(X, \phi)$ we must evaluate a multidimensional integral, and the resulting nonlinear function can be quite complicated. We therefore propose an indirect iterative method for solving (3.3.1) which reduces the computation to a form similar to that of MCEM. A previous derivation of a similar algorithm was given by Musicus [7] before the connection between PARMAP and MCEM was understood. The derivation we present here exploits the interpretation of PARMAP as a degenerate form of MCEM, as described in chapter 2, section 7.5. We start by minimizing the cross entropy function $H$ with the additional
constraint that \( q_{\Phi}(\phi) = \delta(\phi - \hat{\phi}) \) for some \( \hat{\phi} \in \Phi \). As before, we retain only the first two terms of the cross entropy expression (2.7.17). Abbreviating \( H(q_X, \hat{\phi}) = H(q_X, q_{\Phi}) \) where \( q_{\Phi}(\phi) = \delta(\phi - \hat{\phi}) \), we find that:

\[
H(q_X, \hat{\phi}) = -\int \int q_X(x) \delta(\phi - \hat{\phi}) \log p(x, \phi) \, dx \, d\phi + \int q_X(x) \log q_X(x) \, dx
\]

\[
= \int q_X(x) \log \frac{q_X(x)}{p(x, \hat{\phi})} \, dx \quad (3.3.2)
\]

Let us iteratively minimize this modified cross entropy expression by minimizing first with respect to \( q_X \), then with respect to the location \( \hat{\phi} \) of the impulse function \( q_{\Phi} \), iterating back and forth until the estimates converge.

For \( k = 0, 1, \ldots \)

\[
q_{X_{k+1}}(x) = \min_{q_X} H(q_X, \hat{\phi}_k) \quad (3.3.3)
\]

\[
\hat{\phi}_{k+1} = \min_{\phi \in \Phi} H(q_{X_{k+1}}, \phi)
\]

Minimizing with respect to \( q_X \) is easy; by theorem 2.4.1, expression (3.3.2) is strictly convex in \( q_X \) and achieves its unique minimum at the estimate:

\[
q_{X_{k+1}}(x) = \frac{p(x, \hat{\phi}_k)}{\int p(x, \hat{\phi}_k) \, dx} = \frac{p_{X|\Phi}(x | \hat{\phi}_k)}{p_{X|\Phi}(x | \hat{\phi}_k)} \quad (3.3.4)
\]

The signal density estimate is thus simply the conditional probability density of \( x \) given the parameter value \( \hat{\phi}_k \). Now minimizing \( H(q_{X_{k+1}}, \phi) \) over \( \phi \) yields:

\[
\hat{\phi}_{k+1} = \max_{\phi \in \Phi} \int p_{X|\Phi}(x | \hat{\phi}_k) \log \frac{p(x, \phi)}{p_{X|\Phi}(x | \hat{\phi}_k)} \, dx \quad (3.3.5)
\]

Viewing \( \log \frac{p(x, \phi)}{p_{X|\Phi}(x | \hat{\phi}_k)} \) as a function of \( x \), using the relation (3.3.4), and discarding a constant term \( \log p(X, \hat{\phi}_k) \) for convenience, the algorithm can written in the simplified
PARMAP iterative algorithm:
Guess \( \hat{\phi}_0 \)

For \( k = 0, 1, \ldots \)

\[
\hat{\phi}_{k+1} = \max_{\phi \in \Phi} E_X \left[ \log \frac{p(x, \phi)}{p(x, \hat{\phi}_k)} \right]
\]

(3.3.6)

Clearly each iteration decreases the cross-entropy \( \hat{H}(\hat{\phi}_{k+1}, \hat{\phi}_k) \). Furthermore, by substitution:

\[
\hat{H}(\hat{\phi}_{k+1}, \hat{\phi}_k) = -\log p(X, \hat{\phi}_k)
\]

(3.3.7)

and thus by construction of the algorithm:

\[
\log p(X, \hat{\phi}_{k+1}) = -\hat{H}(\hat{\phi}_{k+1}, \hat{\phi}_k + 1) \geq -\hat{H}(\hat{\phi}_{k+1}, \hat{\phi}_k) = \log p(X, \hat{\phi}_k)
\]

(3.3.8)

Each iteration therefore also increases the likelihood function \( p(X, \hat{\phi}_k) \) and thus yields a better PARMAP parameter estimate.

In the special case of noisy all-pole models, this algorithm is very similar to the RLMAP algorithm of Lim and Oppenheim [8]. For discrete multinomial densities and grouped data, it is also the same algorithm suggested by Hartley [9].

Intuitively, the algorithm can be explained as follows. The quantity inside the expectation, \( \log \frac{p(x, \phi)}{p(x, \hat{\phi}_k)} \), represents the log likelihood of the pair of values \( x, \phi \) versus the pair of values \( x, \hat{\phi}_k \). If the actual signal value \( x \) were known, then the MAP parameter estimate could be calculated by maximizing this log likelihood function with respect to \( \phi \). However, since the signal value is not known exactly, but can only be inferred via the incomplete observation that \( x \in X \), this algorithm instead chooses to maximize the value of the function \( \log \frac{p(x, \phi)}{p(x, \hat{\phi}_k)} \) averaged over all possible signal values.
\[ \hat{\phi}_{MAP} = \max_{\hat{\phi} \in \Phi} \log p(\hat{X} | \hat{\phi}) \] (3.3.9)

The development of an iterative algorithm for solving this is then identical to the one above, except that probability densities of the form \( \log p(\hat{x}, \hat{\phi}) \) and \( \log p(X, \hat{\phi}) \) must be replaced by \( \log p(\hat{x} | \hat{\phi}) \) and \( \log p(X | \hat{\phi}) \) respectively. The resulting iterative Fisher estimation algorithm will then calculate:

PARML iterative algorithm:
Guess \( \hat{\phi}_0 \)
For \( k=0,1, \ldots \)
\[ \hat{\phi}_{k+1} = \max_{\hat{\phi} \in \Phi} \mathbb{E}_{X | \Phi} \left[ \log \frac{p(x | \hat{\phi})}{p(x | \hat{\phi}_k)} \bigg| \hat{\phi}_k \right] \] (3.3.10)

If an estimate of the signal \( \hat{x} \) is desired in addition to the parameters, PARMAP can be iterated to convergence, \( \hat{\phi}_k \rightarrow \hat{\phi}_{MAP} \), and then we could calculate the expected value or MAP estimate of \( q_X(\hat{x}) = p_X | \Phi (\hat{x} | \hat{\phi}_{MAP}) \):

\[ \hat{x} = \int_{X} \hat{x} \, p_X | \Phi (\hat{x} | \hat{\phi}_{MAP}) \, d\hat{x} \]

or

\[ \hat{x} = \max_{\hat{x} \in X} \log p(\hat{x} | \hat{\phi}_{MAP}) \] (3.3.11)
The advantage of this algorithm is that it reduces the complicated nonlinear maximization of \( p(X, \phi) \) to an iterative maximization of the expectation of \( \log \frac{p(x, \phi)}{p(x, \hat{x}_k)} \).

As discussed in section 7, in the very important special case when \( p(x, \phi) \) is an exponential density, this expectation operator changes the details but not the overall difficulty of maximizing \( \log p(x, \phi) \). For these models, therefore, the maximization in (3.3.6) requires about the same amount of computation as the maximization in the classical parameter identification problem (2.6.8). If the latter is "easy" to solve, then the PARMAP algorithm will also be "easy" to solve.

4. MAP Optimal Signal Estimation (SIGMAP)

The SIGMAP estimation algorithm tries to estimate the signal \( x \) by calculating its most likely value given the known information:

\[
\hat{x}_{\text{MAP}} = \max_{x \in \mathcal{X}} \log p(x, \hat{\phi}) = \log \int_{\phi} p(x, \phi) \, d\phi
\]

(3.4.1)

The difficulty with this approach, like PARMAP, is that computing \( p(x, \hat{\phi}) \) requires evaluating a complicated multidimensional integral, and the resulting nonlinear function can be quite complicated. From a formal standpoint, this estimation problem is identical to the PARMAP problem in (3.3.1), except with the roles of \( x \) and \( \phi \) reversed. Exactly the same iterative algorithm used for solving PARMAP can therefore be applied to this problem, provided that we reverse the roles of \( x \) and \( \phi \). The SIGMAP algorithm thus generates signal and parameter density estimates:

\[
q_{X_k}(x) = \delta(x - \hat{x}_k)
\]

(3.4.2)

\[
q_{\Phi_k}(\phi) = p_{\Phi|X}(\phi | \hat{x}_k)
\]

where the signal estimates \( \hat{x}_k \) are iteratively generated by:
SIGMAP iterative algorithm:

Guess \( \hat{x}_0 \)
For \( k = 0, 1, \ldots \)

\[
\hat{x}_{k+1} = \max_{x \in X} \mathbb{E}_{\Phi | \mathcal{X}} \left[ \log \frac{p(x, \phi)}{p(\hat{x}_k, \phi)} | \hat{x}_k \right]
\]

(3.4.3)

Each iteration of this algorithm not only increases the modified cross-entropy \( \bar{H}(\hat{x}_k, \hat{q}_k, \Phi) \), but also increases the likelihood function \( \log p(\hat{x}_k, \Phi) \) and thus "improves" the signal estimates.

This algorithm can be interpreted in exactly the same way we interpreted PARMAP. If the actual parameter value \( \phi^* \) were known, then the MAP signal estimate could be calculated by maximizing the log likelihood function \( \log p(x, \phi^*) \) with respect to \( x \). However, since the parameter value is not known exactly, but can only be inferred via the observation that \( \phi \in \Phi \), this algorithm instead chooses to maximize the value of the likelihood ratio \( \log \frac{p(x, \phi)}{p(\hat{x}_k, \phi)} \) averaged over all possible parameter values \( \phi \in \Phi \). Because the actual signal values are unknown, this parameter averaging is imperfect. Thus the algorithm iterates, using each new signal estimate to improve the parameter averaging calculation on the next pass, and thus improve the next signal estimate. Note that the \( x \) dependency of the average of \( \log \frac{p(x, \phi)}{p(\hat{x}_k, \phi)} \) is the same as the \( x \) dependency of \( \log p(x, \phi) \); the only reason for dividing by \( p(\hat{x}_k, \phi) \) is to ensure that the expectation is finite.

As discussed in chapter 2, the SIGMAP procedure can not be used if the parameters are non-random (Fisher), unless we are willing to create a fictitious a priori density for \( p(\phi) \).
If an estimate of the parameters is needed, the above algorithm can be iterated to convergence, \( \hat{x}_k \sim \hat{x}_{MAP} \), and then we can calculate the mean or mode of the parameter density estimate \( \hat{q}_\Phi(\hat{\phi}) = p_{\Phi|\hat{x}}(\phi | \hat{x}_{MAP}) \):

\[
\hat{\phi} = E_{\Phi|\hat{x}} \left[ \phi \mid \hat{x}_{MAP} \right]
\]

or

\[
\hat{\phi} = \max_{\phi \in \Phi} \log p(\hat{x}_{MAP}, \phi)
\]

The advantage of this iterative scheme is that we reduce the "difficult" problem in (3.4.1) to one involving the conditional expectation of the "simpler" log likelihood function \( \log p(x, \phi) \). As will be seen in section 7, for signal models in which \( p(x, \phi) \) is an exponential density this expectation operator does not significantly change the form of the expression being maximized. In this case, if the "classical" filtering problem is "easy" to solve, then each pass of this SIGMAP algorithm will also be "easy" to solve.

5. MAP Simultaneous Parameter and Signal Estimation (PSMAP)

The simplest of the MAP problems to solve is PSMAP, in which we choose the combination of signal and parameter values which are most likely given the known information:

\[
\hat{x}, \hat{\phi} = \max_{x \in X, \phi \in \Phi} \log p(x, \phi)
\]

As suggested by the interpretation of PSMAP as a degenerate form of MCEM, let us estimate impulse signal and parameter densities \( \hat{q}_X(x) = \delta(x - \hat{x}) \) and \( \hat{q}_\Phi(\phi) = \delta(\phi - \hat{\phi}) \) by minimizing the first term of the cross-entropy expression in (2.7.17):

\[
\tilde{H}(\hat{x}, \hat{\phi}) = - \int \int \delta(x - \hat{x})\delta(\phi - \hat{\phi}) \log p(x, \phi) \, dx \, d\phi
\]

\[
= - \log p(\hat{x}, \hat{\phi})
\]
Iteratively minimizing this modified cross-entropy expression with respect to $q_X$ and $q_\Phi$ is thus equivalent to simply maximizing the log likelihood function $\log p(x, \Phi)$ with respect to each argument in turn:

\[
\begin{align*}
&\text{PSMAP iterative algorithm:} \\
&\quad \text{Guess } \hat{\Phi}_0 \\
&\quad \text{For } k = 0, 1, \ldots \\
&\quad \quad \hat{x}_{k+1} = \max_{x \in X} \log p(x, \hat{\Phi}_k) \tag{3.5.3} \\
&\quad \quad \hat{\Phi}_{k+1} = \max_{\Phi \in \Phi} p(\hat{x}_{k+1}, \Phi)
\end{align*}
\]

Each iteration decreases the modified cross entropy $\hat{H}$, and increases the log likelihood $\log p(\hat{x}_k, \hat{\Phi}_k)$, thus "improving" the signal and parameter estimates. A Maximum Likelihood version of this algorithm for solving the PSML problem in (2.8.2) looks identical to this, except with the density $p(x, \Phi)$ replaced by $p(x | \Phi)$.

The similarity between this algorithm and the "classical" algorithms in (2.6.3) and (2.6.8) is striking. In the PSMAP algorithm, each unknown is estimated as if the other unknowns were equal to their latest estimated values. The algorithm then iterates to improve the estimates. The PSMAP algorithm therefore requires exactly the same computation on each pass as the "classical" estimation algorithms. If the latter is "easy" to solve, then PSMAP will be just as easy.

6. Comparison of the Algorithms

The chief merit of all four algorithms presented above is that they reduce the computation involved in estimating the unknown signal and parameters to a form similar to the classical estimation case, in which only one of the unknowns must be estimated at a time. Table 3.1 summarizes the Bayesian version of the four iterative algorithms we
<table>
<thead>
<tr>
<th>Parameter Density Estimates</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log \hat{q}_0(x, \omega) = \log p(x, \phi) + c_x )</td>
<td>( \log \hat{q}_0(x, \omega) = \log p(x, \phi) + c_x )</td>
</tr>
<tr>
<td>( \log \hat{q}_0(x, \omega) = \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
<td>( \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
</tr>
<tr>
<td>( \log \hat{q}<em>0(x, \omega) = \max</em>{\phi \in \Phi} \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
<td>( \max_{\phi \in \Phi} \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
</tr>
<tr>
<td>( \hat{\phi}<em>{k+1} = \max</em>{\phi \in \Phi} \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
<td>( \max_{\phi \in \Phi} \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
</tr>
<tr>
<td>( \hat{\phi}<em>{k+1} = \max</em>{x \in X} \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
<td>( \max_{x \in X} \mathbb{E}_x \left[ \log p(x, \phi) \right] + c_x )</td>
</tr>
</tbody>
</table>

**Comparison of the Four Bayesian Hierarchical Algorithms**

<table>
<thead>
<tr>
<th>CLASSICAL:</th>
<th>MCEM:</th>
<th>PARMAP:</th>
<th>SIGMAP:</th>
<th>PSMAP:</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q_0(x) = \delta(x - \hat{\phi}) )</td>
<td>( q_0(x) = \delta(x - \hat{\phi}) )</td>
<td>( q_0(x) = \delta(x - \hat{\phi}) )</td>
<td>( q_0(x) = \delta(x - \hat{\phi}) )</td>
<td>( q_0(x) = \delta(x - \hat{\phi}) )</td>
</tr>
<tr>
<td>( 0 ) or ( \phi ) known</td>
<td>( 0 ) or ( \phi ) known</td>
<td>( 0 ) or ( \phi ) known</td>
<td>( 0 ) or ( \phi ) known</td>
<td>( 0 ) or ( \phi ) known</td>
</tr>
</tbody>
</table>
have discussed, in a convenient form for comparison.

Note the similarity in structure of all four algorithms. The Minimum Cross-Entropy Method treats the signal and parameter unknowns symmetrically, and tries to adjust its density estimates to match the given model density over the entire domain $X \times \Phi$. This symmetry and the attention to the tails of the densities as well as the peaks is similar to the "optimal" MMSE method. PARMAP is asymmetric, integrating over all signals in $X$, but then maximizing over the parameters. SIGMAP is asymmetric in the opposite way, integrating over the entire parameter space but maximizing over the signal space. PSMAP treats the signal and parameters symmetrically, but it completely ignores the shape of the model density, looking only for the peak. The cross-entropy interpretations of the MAP methods and the resulting iterative algorithms reflect these inherent properties of the estimation methods. MCEM alternates between averaging over the signal and averaging over the parameters, treating both equally and using the tails of the densities to improve its estimates. P'RAMAP iteratively averages over the signal, but maximizes over the parameter space; this is a direct result of using an impulse function to model the parameter density. SIGMAP does the opposite, iteratively averaging over the parameters and maximizing over the signal. PSMAP treats both unknowns symmetrically, maximizing over the signal and then over the parameters, and completely ignoring any shape information.

Despite these differences, however, the forms of the four algorithms are quite similar, alternating between a signal estimation step and a parameter estimation step. Every iteration decreases the appropriate cross-entropy function and increases the appropriate likelihood function. In the remainder of this thesis we will apply these four algorithms to a variety of signal and parameter estimation problems, and in the process
will discover numerous properties of these estimation methods. To simplify our conclusions somewhat, we will usually find that MCEM is computationally the most difficult, but also generally comes closest to the MMSE estimates. PSMAP is the simplest, since it does no averaging, but it generally gives the worst estimates. For stable and stationary models in which we are estimating a set of structural parameters \( \phi \) and a signal \( x \) from noisy observations, we will generally find that MCEM and PARMAP give asymptotically identical results as the observation interval \( N \to \infty \). Both will give asymptotically consistent and efficient parameter estimates, and their signal estimates will be asymptotically identical to the classical signal estimates generated using the correct parameter values. SIGMAP and PSMAP, on the other hand, will give asymptotically identical, but heavily biased parameter estimates.

7. Exponential Family of Densities

A very important class of problems for which all our iterative algorithms take a particularly elegant form, is the case when the model density \( p(x, \phi) \) forms an exponential family of densities:

\[
p(x, \phi) = h(\phi)g(x) \exp \left[ \sum_{i=1}^{r} \tau_i(\phi)T_i(x) \right]
\] (3.7.1)

Examples of densities which can be put into this form include binomial, negative binomial, multinomial, Poisson, Normal, Gamma and Beta densities. Distributions which do not fit this form include Cauchy distributions, or any problem in which the space of feasible signal values depends on the parameters. The exponential class of densities has been very carefully studied because of its close connection to the existence of sufficient statistics (for an extensive discussion of these densities, c.f. Lehman [10], or Ferguson [11].) Suppose we are given a sample of independently generated signal values
\( x_1, \ldots, x_n \), each with probability \( p(x_i | \phi) \). If this density has the form (3.7.1), then:

\[
T = \left( T_1, \ldots, T_r \right) = \left( \sum_{j=1}^n t_1(x_j), \ldots, \sum_{j=1}^n t_r(x_j) \right)
\]  

(3.7.2)

is a sufficient statistic for estimating the parameters, as may be seen from the following factorization:

\[
p(x_1, \ldots, x_n | \phi) = \prod_{j=1}^n p(x_j | \phi) = \left( \frac{A(\phi)}{p(\phi)} \right)^n \left( \prod_{j=1}^n \theta(x_j) \right) \exp \left[ \sum_{i=1}^r \pi_i(\phi) \left( \sum_{j=1}^n t_i(x_j) \right) \right]
\]  

(3.7.3)

Thus the relative likelihood of one parameter value, \( \phi_1 \), versus another, \( \phi_2 \), given this observation sample, is solely a function of \( T \):

\[
\log \frac{p(x_1, \ldots, x_n | \phi_1)}{p(x_1, \ldots, x_n | \phi_2)} = \sum_{i=1}^r \left( \pi_i(\phi_1) - \pi_i(\phi_2) \right) T_i
\]  

(3.7.4)

In effect, the values \( T_1, \ldots, T_r \) summarize all the relevant information in the sample \( x_1, \ldots, x_n \) for estimating the parameters. Most importantly, a converse of this result also holds. If a density \( p(x | \phi) \) has the property that there exists a sufficient statistic \( T = (T_1, \ldots, T_r) \) of fixed dimension \( r \), whatever the size of the sample drawn from the distribution, and if the set on which \( p(x | \phi) \) is zero does not depend on \( \phi \), and if certain mild regularity conditions are satisfied, then the distribution forms an exponential family [12]. A variety of other interesting properties of exponential densities can be derived, but these are all we need for the moment.

7.1. Estimation With an Exponential Class of Densities

Note that even if \( p(x, \phi) \) forms an exponential family of densities, calculating the PARMAP or SIGMAP marginal densities \( p(X, \phi) \) or \( p(x, \Phi) \) can be quite difficult. Surprisingly, however, all four of our iterative algorithms take a remarkably elegant
form when \( p(x, \phi) \) is an exponential density. For example, it is easy to show by substitution that the iterative MCEM algorithm generates density estimates of the form:

\[
\hat{q}_{X_{i+1}}(x) = \frac{1}{c_{X_{i+1}}} g(x) \exp \left( \sum_{i=1}^{r} \pi_i(\phi) t_i(x) \right)
\]

where: \( \pi_i(\phi) = E_{\Phi} \left[ \pi_i(\phi) \mid \hat{q}_{i}(\phi) \right] = \int_{\Phi} \pi_i(\phi) \hat{q}_{i}(\phi) \, d\phi \)

and:

\[
\hat{q}_{\phi_{i+1}}(\phi) = \frac{1}{c_{\phi_{i+1}}} h(\phi) \exp \left( \sum_{i=1}^{r} t_i(x) \right)
\]

where: \( t_i(x) = E_{X} \left[ t_i(x) \mid \hat{q}_{X_{i+1}}(x) \right] = \int_{X} t_i(x) \hat{q}_{X_{i+1}}(x) \, dx \)

and where \( c_{X_{i+1}} \) and \( c_{\phi_{i+1}} \) are normalization constants. The signal and parameter density estimates \( \hat{q}_{X_i}, \hat{q}_{\phi_i} \) are thus also exponential densities of a form similar to \( p(x, \phi) \), but with the functions \( \pi_i(\phi) \) and \( t_i(x) \) respectively replaced by their conditional expectations. The MCEM algorithm thus simply alternates between calculating the \( r \) conditional expectations of the \( \pi_i(\phi) \) functions, and calculating the \( r \) conditional expectations of the \( t_i(x) \) functions, iterating back and forth until these estimated values and the corresponding densities converge.

PARMAP, SIGMAP, and PSMAP closely resemble MCEM, except that one or both of the estimated densities are constrained to be impulse functions. The derivation of these algorithms is thus quite similar to that of MCEM, and so we simply summarize the results in table 3.2. The chief difference between these algorithms and MCEM is that one or both sets of conditional expectation calculations are replaced by a simpler maximization step. PARMAP, for example, starts by forming the signal density estimate using values of \( \pi_i(\hat{\phi}) \). (MCEM would have used the conditional expectation
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\[
p(x, \phi) = h(\phi)g(x) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi)t_i(x) \right]
\]

<table>
<thead>
<tr>
<th></th>
<th>Signal Density Estimate</th>
<th>Parameter Density Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CLASSICAL:</strong></td>
<td>(q_X(x) = \frac{1}{c_x}g(x) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi^*)t_i(x) \right])</td>
<td>(q_{\phi}(\phi) = \frac{1}{c_{\phi}}h(\phi) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi)t_i(x) \right])</td>
</tr>
<tr>
<td><strong>MCEM:</strong></td>
<td>(q_{X_k+1}(x) = \frac{1}{c_{X_k+1}}g(x) \exp \left[ \sum_{i=1}^{r} \pi_i(\hat{\phi}_k)t_i(x) \right])</td>
<td>(q_{\Phi_k+1}(\phi) = \frac{1}{c_{\Phi_k+1}}h(\phi) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi)t_i(x) \right])</td>
</tr>
<tr>
<td><strong>PARMAP:</strong></td>
<td>(\hat{q}<em>X(x) = \frac{1}{c</em>{X_k+1}}g(x) \exp \left[ \sum_{i=1}^{r} \pi_i(\hat{\phi}_k)t_i(x) \right])</td>
<td>(\hat{q}<em>{\Phi_k+1}(\phi) = \frac{1}{c</em>{\Phi_k+1}}h(\phi) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi)t_i(x) \right])</td>
</tr>
<tr>
<td><strong>SIGMAP:</strong></td>
<td>(\hat{x}<em>{k+1} = \max</em>{x \in X} g(x) \exp \left[ \sum_{i=1}^{r} \pi_i(\hat{\phi}_k)t_i(x) \right])</td>
<td>(q_{\Phi_k+1}(\phi) = \frac{1}{c_{\Phi_k+1}}h(\phi) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi)t_i(x) \right])</td>
</tr>
<tr>
<td><strong>PSMAP:</strong></td>
<td>(\hat{x}<em>{k+1} = \max</em>{x \in X} g(x) \exp \left[ \sum_{i=1}^{r} \pi_i(\hat{\phi}_k)t_i(x) \right])</td>
<td>(\hat{q}<em>{\Phi_k+1}(\phi) = \frac{1}{c</em>{\Phi_k+1}}h(\phi) \exp \left[ \sum_{i=1}^{r} \pi_i(\phi)t_i(x) \right])</td>
</tr>
</tbody>
</table>

where: \(\pi_i(\phi) = \int_{\Phi} \pi_i(\phi) q_{\phi}(\phi) d\phi\)  
where: \(t_i(x) = \int_{X} t_i(x) q_{X_k+1}(x) dx\)
The next parameter estimate is then calculated by maximizing a function involving the \( r \) conditional expectations \( \pi_i(\Phi) \). SIGMAP is similar, except that we calculate the \( r \) conditional expectations of \( \pi_i(\Phi) \) and then perform a maximization to find \( \hat{x}_{k+1} \). PSMAP simply alternates between two maximization steps.

In most of the examples considered in this thesis, the probability densities are not only exponential, but also the terms \( \pi_i(\Phi) \) and \( t_i(x) \) are low order polynomials in the components of \( \Phi \) and \( x \). All four algorithms then need only calculate low order moments of \( \Phi \) or \( x \), and/or maximize low order polynomials in \( x \) or \( \Phi \). This symmetry and computational simplicity is rather remarkable.

7.2. Natural Parameterization of Exponential Densities

Because of the fundamental role of the functions \( \pi(\Phi) \) and \( t(x) \) in the construction of sufficient statistics for exponential families of densities, these functions are considered to be the "natural" parameters for the family. Our algorithms take a particularly elegant form whenever the probability density \( p(x,\Phi) \) can be transformed into its "natural parameter" form:

\[
p(x,\Phi) = g(x) h(\Phi) \exp \left( \Phi^T D x \right)
\]  

(3.7.7)

for some matrix \( D \). Now the density estimates generated by our four algorithms have the simple form:
\[
\begin{array}{|c|cc|}
\hline
& \hat{q}_{X_{k+1}}(x) & \hat{q}_{\phi_{k+1}}(\phi) \\
MCEM: & P_{X|\phi}(x|\hat{x}_k) & P_{\phi|X}(\phi|\hat{\phi}_{k+1}) \\
PARMAP: & P_{X|\phi}(x|\hat{x}_k) & \delta(\phi - \hat{\phi}_{k+1}) \\
SIGMAP: & \delta(x - \hat{x}_{k+1}) & P_{\phi|X}(\phi|\hat{x}_{k+1}) \\
PSMAP: & \delta(x - \hat{x}_{k+1}) & \delta(\phi - \hat{\phi}_{k+1}) \\
\hline
\end{array}
\]

where these values of \( \hat{x}_k \) and \( \hat{\phi}_k \) are iteratively calculated by solving:

\[
\begin{array}{|c|c|}
\hline
& Signal Estimate & Output Estimate \\
MCEM: & \hat{x}_{k+1} = E_{X|\phi}[x|\hat{x}_k] & \hat{\phi}_{k+1} = E_{\phi|X}[\phi|\hat{x}_{k+1}] \\
PARMAP: & \hat{x}_{k+1} = E_{X|\phi}[x|\hat{x}_k] & \hat{\phi}_{k+1} = \max_{\phi \in \Phi} P_{\phi|X}(\phi|\hat{x}_{k+1}) \\
SIGMAP: & \hat{x}_{k+1} = \max_{x \in X} P_{X|\phi}(x|\hat{x}_k) & \hat{\phi}_{k+1} = E_{\phi|X}[\phi|\hat{x}_{k+1}] \\
PSMAP: & \hat{x}_{k+1} = \max_{x \in X} P_{X|\phi}(x|\hat{x}_k) & \hat{\phi}_{k+1} = \max_{\phi \in \Phi} P_{\phi|X}(\phi|\hat{x}_{k+1}) \\
\hline
\end{array}
\]

MCEM alternates between calculating the conditional mean of the signal given the parameters, and calculating the conditional mean of the parameters given the signal. PARMAP also uses the mean of the signal, but chooses the mode of the conditional parameter density for its parameter estimate. SIGMAP does the opposite, using the mean of the conditional parameter density and the mode of the conditional signal density. PSMAP uses the modes of both densities. Intuitively, since using the means of densities tends to be a better choice on average than using the peaks, we might expect MCEM to give the best estimates. On the other hand, it is easier to maximize a density than to compute its mean, and thus we would expect the MAP methods to be simpler.
Another feature of this "natural" form is that the MCEM cross-entropy has a simple interpretation:

$$H(\hat{q}_{X_k}, \hat{q}_{\Phi}) = \log \frac{p(\hat{x}_k, \hat{\Phi})}{p(X, \hat{x}_k) p(\hat{x}_k, \Phi)} \quad (3.7.8)$$

Thus in this case the cross-entropy takes the form of a combination of the PARMAP, SIGMAP and PSMAP likelihood functions.

8. Extensions to More General Signal Models

As pointed out in chapter 2, when the signal model has several signal outputs and several sets of parameters, then the number of alternative estimation criteria rises dramatically. Consider, for example, the two output, two parameter problem of chapter 2, section 9. We start with the fully separable MCEM approach in which we must solve:

$$\hat{q} = \min H(q_x, q_y, q_\Phi, q_\Psi) \quad (3.8.1)$$

Starting with any set of initial probability densities, we can iteratively minimize this cross entropy expression with respect to each unknown density in turn, in any order, iterating back and forth until the estimates converge. Minimizing with respect to $q_x$, for example, gives:

$$\log \hat{q}_{X_{k+1}}(x) = \iint \int q_{\gamma_1}(x) q_{\phi_1}(\phi) q_{\psi_1}(\psi) \frac{p(x, y, \phi, \psi)}{q_{\gamma_1}(y) q_{\phi_1}(\phi) q_{\psi_1}(\psi)} \, dy \, d\phi \, d\psi + \epsilon n$$

$$= \mathbb{E}_{y, \phi, \psi} \left[ \log \frac{p(x, y, \phi, \psi)}{q_{\gamma_1}(y) q_{\phi_1}(\phi) q_{\psi_1}(\psi)} \right] \bigg| \hat{q}_{\gamma_1}, \hat{q}_{\phi_1}, \hat{q}_{\psi_1} + \text{constant}$$

Minimizing with respect to each of the other unknown densities gives similar formulas. Hybrid MAP/MCEM estimation algorithms can be devised by forcing one or more of the unknown densities to be impulse functions. Yet more estimation algorithms result when unknowns are grouped and jointly estimated. All these algorithms will give
different estimates, and will have differing properties and computational difficulties. Nevertheless, all can be solved by the same simple trick of minimizing $H$ with respect to each unknown density in turn.

9. Convergence

The four basic MAP and MCEM algorithms we have discussed were all derived by constructing a cross-entropy function $H(q_X, q_{\Phi})$ of two density functions $q_X$ and $q_{\Phi}$, and iteratively minimizing $H$ with respect to each density in turn. Each iteration strictly decreases the cross-entropy $H$, and if $H$ is bounded below, the cross-entropy of the estimate $H(q_{X_k}, q_{\Phi_k})$ must converge monotonically downward to some lower limit $H^*$ as $k \to \infty$. All the MAP algorithms also increase the corresponding likelihood function on each iteration, and if the likelihood function is bounded above, then its value must converge monotonically from below as $k \to \infty$. Unfortunately, neither of these statements necessarily imply that the estimated densities themselves converge to any particular values, or that the limiting densities represent global or even local minima of the cross-entropy function. In some applications, the densities may in fact not converge at all, and the point estimates $\hat{x}$ and $\hat{\phi}$ could diverge to $\pm \infty$, or could conceivably "wander around in circles" without converging to any particular value. The fact that the set of densities over which we minimize $H$ is infinite dimensional further complicates the problem.

In this section we will derive sufficient conditions to guarantee that the estimates generated by our iterative algorithms will converge to the set of local minima and critical points of the cross-entropy (and also the local maxima and critical points of the likelihood function.) We assume throughout that the unknowns $x$ and $\phi$ are finite dimensional. The MAP problems are all treated by converting the problem into a
minimization over a finite dimensional domain. The MCEM convergence proof is quite a bit more complicated, and our present versions contain some technical assumptions which are probably unnecessary. Because the arguments are rather detailed, the casual reader is encouraged to skip this section.

9.1. General Convergence Theorems

We will first consider the problem of minimizing a function $F(\alpha; \beta)$ over a finite dimensional domain $\alpha \in \Lambda$, $\beta \in \Phi$. To simplify the presentation, proofs of all the following theorems are contained in Appendix B.

Assume that the function $F(\alpha; \beta)$ is continuous for all $\alpha \in \Lambda$, $\beta \in \Phi$ and that $\Lambda$ and $\Phi$ have norms $\|\alpha\|_{\Lambda}$ and $\|\beta\|_{\Phi}$. We will calculate the minimum of $F$ by starting at some initial estimate $(\hat{\alpha}_0, \hat{\beta}_0) \in \Lambda \times \Phi$ and then iteratively minimizing $F$ with respect to each variable in turn:

For $k = 0, 1, \ldots$

$$\hat{\alpha}_{k+1} = \min_{\alpha \in \Lambda} F(\alpha; \hat{\beta}_k) \quad (3.9.1)$$

$$\hat{\beta}_{k+1} = \min_{\beta \in \Phi} F(\hat{\alpha}_{k+1}; \beta)$$

We assume that each of these minimization problems has a finite solution, and in case there are several solutions, we use some deterministic rule to choose one. Let us define the set $\Lambda_x \times \Phi_x$ as the set of points satisfying:

$$\Lambda_x \times \Phi_x = \left\{ (\hat{\alpha}, \hat{\beta}) \mid (\hat{\alpha}, \hat{\beta}) \in \Lambda \times \Phi \text{ and } F(\hat{\alpha}; \hat{\beta}) = \min_{\alpha \in \Lambda} F(\alpha; \hat{\beta}) = \min_{\beta \in \Phi} F(\hat{\alpha}; \beta) \right\} \quad (3.9.2)$$

$\Lambda_x \times \Phi_x$ is just the set of stationary points of the iteration; that is, if we started at an initial pair of estimates drawn from $\Lambda_x \times \Phi_x$, our iterative algorithm would not be able to
improve on these estimates. If $F(\alpha ; \beta)$ has a finite global minimizer on $\Lambda \times \Phi$, then this global minimum $(\hat{\alpha}, \hat{\beta})$ must clearly be an element of $\Lambda_\times \times \Phi_\times$, and thus $\Lambda_\times \times \Phi_\times$ will be non-empty. Otherwise, it is possible that $\Lambda_\times \times \Phi_\times$ could be empty.

Let us define the sequence of points $\{(\hat{\alpha}_k, \hat{\beta}_k)\}$ to be compact if it is contained within a compact subset $\tilde{\Lambda} \times \tilde{\Phi} \subseteq \Lambda \times \Phi$ of the domain, $(\hat{\alpha}_k, \hat{\beta}_k) \in \tilde{\Lambda} \times \tilde{\Phi}$ for all $k$. In particular, if $\Lambda$ and $\Phi$ are finite dimensional spaces and the sequence $(\hat{\alpha}_k, \hat{\beta}_k)$ remains bounded, then the sequence $\{(\hat{\alpha}_k, \hat{\beta}_k)\}$ is compact. Appendix B then proves:

**Theorem 3.9.1:** Assume that $F(\alpha;\beta)$ is continuous for all $(\alpha, \beta) \in \Lambda \times \Phi$, and that the domain $\Lambda \times \Phi$ is closed and non-empty. Suppose that the sequence of estimates $(\hat{\alpha}_k, \hat{\beta}_k)$ generated by our iterative algorithm is compact. Then $F(\alpha;\beta)$ converges monotonically downward to a lower limit, $F(\hat{\alpha}_k ; \hat{\beta}_k) \to F_*$. Also the sequence of estimates $(\hat{\alpha}_k, \hat{\beta}_k)$ must converge to the set $\Lambda_\times \times \Phi_\times$ in the sense that the distance from $(\hat{\alpha}_k, \hat{\beta}_k)$ to the nearest point in $\Lambda_\times \times \Phi_\times$ goes to zero as $k \to \infty$:

$$\lim_{k \to \infty} \left\{ \min_{\alpha, \beta \in \Lambda_\times \times \Phi_\times} \left( \| \hat{\alpha}_k - \alpha \|_\Lambda + \| \hat{\beta}_k - \beta \|_\Phi \right) \right\} = 0$$

(3.9.3)

Furthermore, the value of $F$ at any limit point $(\hat{\alpha}, \hat{\beta})$ of the sequence $(\hat{\alpha}_k, \hat{\beta}_k)$ must be $F(\hat{\alpha};\hat{\beta}) = F_*$. □

A useful corollary is the following. For the given initial estimate $(\hat{\alpha}_0, \hat{\beta}_0)$, let us define the level set $\Lambda_0 \times \Phi_0$ as the set of all values $\alpha, \beta$ for which $F(\alpha;\beta)$ is less than $F(\hat{\alpha}_0;\hat{\beta}_0)$:

$$\Lambda_0 \times \Phi_0 = \left\{ \alpha, \beta \mid (\alpha, \beta) \in \Lambda \times \Phi \text{ and } F(\alpha;\beta) \leq F(\hat{\alpha}_0;\hat{\beta}_0) \right\}$$

(3.9.4)

Then:
**Corollary 3.9.1:** If $F$ is continuous on $\Lambda \times \Phi$ and the level set $\Lambda_0 \times \Phi_0$ is compact, then the sequence $(\hat{a}_k, \hat{b}_k)$ will be compact and will converge to the set $\Lambda_x \times \Phi_x$.

**Proof:** Since $F(\hat{a}_{k+1}; \hat{b}_{k+1}) \leq F(\hat{a}_0; \hat{b}_0)$ for all $k$, the sequence $(\hat{a}_k, \hat{b}_k)$ is contained within $\Lambda_0 \times \Phi_0$ and is thus compact. Applying Theorem 3.9.1 gives the result. 

The set $\Lambda_x \times \Phi_x$ thus contains all limit points of the sequence of estimates $(\hat{a}_k, \hat{b}_k)$. Note that if $\Lambda_x \times \Phi_x$ contains several points, then this theorem does not necessarily imply that the sequence $(\hat{a}_k, \hat{b}_k)$ converges to any particular point in $\Lambda_x \times \Phi_x$; it is still conceivable that the iteration could "skip around" the set $\Lambda_x \times \Phi_x$. As shown in figure 3.1, this set $\Lambda_x \times \Phi_x$ contains the global minimum of $F$ (if it is finite). However, it might also contain certain local minima, stationary points, or even certain local maxima and points on sharp ridges.
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**Figure 3.1 - Sets $\Lambda_x \times \Phi_x$**

Requiring the function $F(\alpha; \beta)$ to have a continuous first derivative in $\alpha$ and $\beta$ for all $\alpha \in \Lambda$, $\beta \in \Phi$ eliminates the problem of ridges. With this restriction, Appendix B proves that:
Theorem 3.9.2: In addition to the assumptions of theorem 3.9.1, suppose that \( F(\alpha; \beta) \) also has a continuous first derivative for all \( \alpha, \beta \in \Lambda \times \Phi \). Then any point \( (\hat{\alpha}, \hat{\beta}) \in \Lambda_x \times \Phi_x \) which is in the interior of the domain \( \Lambda \times \Phi \) must be a stationary point of \( F(\alpha; \beta) \). If \( (\hat{\alpha}, \hat{\beta}) \in \Lambda_x \times \Phi_x \) is on the boundary of the original domain \( \Lambda \times \Phi \), then the derivative of \( F \) is inwardly normal to the boundary at \( (\hat{\alpha}, \hat{\beta}) \); in other words for all sequentially tangent vectors \( h_\alpha \) and \( h_\beta \) of \( \Lambda \) and \( \Phi \) at \( \hat{\alpha} \) and \( \hat{\beta} \) respectively:

\[
\frac{\partial F(\hat{\alpha}; \hat{\beta})}{\partial \alpha}^T h_\alpha \geq 0
\]

\[
\frac{\partial F(\hat{\alpha}; \hat{\beta})}{\partial \beta}^T h_\beta \geq 0
\]

(see the discussion in chapter 2, section 10.1) \( \square \)

Under these continuity and differentiability assumptions, therefore, the iteration is guaranteed to converge to a set of stationary points or local minima of the function \( F \).

This result can be strengthened considerably when the space \( \Lambda \times \Phi \) is convex and the function \( F(\alpha; \beta) \) is convex:

Theorem 3.9.3a: Assume that \( F(\alpha; \beta) \) is a continuously differentiable and convex function on a convex, closed and non-empty domain \( \Lambda \times \Phi \). If the sequence of estimates \( (\hat{\alpha}_k, \hat{\beta}_k) \) is compact, then \( F(\alpha; \beta) \) has at least one finite global minimizer, and the sequence of estimates is guaranteed to converge to the closed and convex set of global minimizers. (In fact, the set \( \Lambda_x \times \Phi_x \) is just the set of all global minimizers of \( F \).) If the level set \( \Lambda_0 \times \Phi_0 \) is compact, convergence is guaranteed. \( \square \)
Theorem 3.9.3b If $\Lambda \times \Phi$ is finite dimensional and $F$ is strictly convex, then if a global minimum exists, it will be unique. In this case, the sequence of estimates $(\hat{\alpha}_k, \hat{\phi}_k)$ will be compact (and thus converge to the unique global minimum) if and only if $F$ has a finite global minimizer. □

Theorem 3.9.3c Finally, if $F$ is also uniformly convex, then it is guaranteed to have a global minimizer on any closed domain $\Lambda \times \Phi$, and convergence to the global minimum is guaranteed. □

Note that all these theorems apply even if $F(\alpha; \phi)$ itself is not convex, but there exists a continuous monotonically increasing function $g: \mathbb{R}^1 \to \mathbb{R}^1$ such that $g(F(\alpha; \phi))$ is convex and continuously differentiable. Finally, beware that extending these theorems to infinite dimensional domains does not appear to be possible unless many more assumptions are added.

9.2. Convergence of the PSMAP, PSML Algorithms

The application of these convergence theorems to the PSMAP algorithm is direct. Rather than use the MCEM interpretation, we will use the simple interpretation of PSMAP as maximizing the likelihood function $\log p(x, \phi)$ with respect to each variable in turn. Then if the sequence $(\hat{\alpha}_k, \hat{\phi}_k)$ is compact, and $p(x, \phi)$ is continuous over $X \times \Phi$, then theorem 3.9.1 guarantees that the parameter and signal estimates converge to the set:

$$X \times \Phi = \left\{ (x, \phi) \left| (\hat{x}, \hat{\phi}) \in X \times \Phi \text{ and } p(\hat{x}, \hat{\phi}) = \min_{x \in X} p(x, \phi) = \min_{\phi \in \Phi} p(x, \phi) \right. \right\}$$

In the Bayesian case, it is usually true that $p(x, \phi) \to 0$ as $||x|| \to \infty$ or $||\phi|| \to \infty$. Every level set of $p(x, \phi)$ will then be bounded, the iterative sequence will be compact, and
convergence is assured. If $p(x, \Phi)$ is continuously differentiable, then theorem 3.9.2 guarantees that each element $(\hat{x}, \hat{\Phi}) \in X \times \Phi$ must be a critical point of $p(x, \Phi)$, or else if it is on the boundary of $X \times \Phi$ then the derivative of $p(x, \Phi)$ must be outwardly normal. In some applications we will consider, $X \times \Phi$ will be convex and $p(x, \Phi)$ will be log concave on $X \times \Phi$. Theorem 3.9.3 then guarantees that if the sequence $(\hat{x}_k, \hat{\Phi}_k)$ is compact, then it will converge to the set of global maxima of $p(x, \Phi)$.

The conditions for convergence of PSML are similar to those of PSMAP, except that we replace $p(x, \Phi)$ everywhere above by $p(x | \Phi)$. Note that in this case, however, there is no justification for assuming that $p(x | \Phi) \rightarrow 0$ for all $x$ as $\|\Phi\| \rightarrow \infty$, and thus the level sets may not be bounded and PSML may diverge.

9.3. Convergence of the PARMAP, PARML Algorithms

Proving convergence of the PARMAP algorithm is slightly trickier. The key is to use the cross-entropy interpretation of PARMAP, but to rephrase the minimization as a finite dimensional problem. The PARMAP procedure iteratively minimizes the cross-entropy $\hat{H}(q_X, \hat{\Phi})$ over all signal probability densities $q_X$ and all impulse functions $q_{\Phi} = \delta(\Phi - \hat{\Phi})$. Minimizing with respect to all possible signal densities, however, always yields an estimate of the form $\hat{q}_{X_{n+1}}(x) = p_X |_{\Phi}(x | \hat{\Phi}_n)$. Exactly the same answer would be found, therefore, if we restrict the signal density minimization to the finite dimensional class of densities of the form $q_X(x) = p_X |_{\Phi}(x | \Psi)$ for $\Psi \in \Phi$. Let us define the new cross-entropy expression:

$$\hat{H}(\hat{\Psi}, \hat{\Phi}) = \hat{H}(p_X |_{\Phi}(x | \hat{\Psi}), \hat{\Phi})$$

$$= - \int_X p_X |_{\Phi}(x | \Psi) \log \frac{p(x, \Phi)}{p_X |_{\Phi}(x | \Psi)} \, dx$$

(3.9.6)
The PARMAP algorithm can now be written in the following form:

\[
\hat{\Phi}_{k+1} = \text{arg min}_{\phi \in \Phi} \tilde{H}(\hat{\Psi}_k, \phi) \quad (3.9.7)
\]

\[
\hat{\Psi}_{k+1} = \text{arg min}_{\psi \in \Psi} \tilde{H}(\psi, \hat{\Phi}_{k+1})
\]

Note that \( \hat{\Psi}_{k+1} = \hat{\Phi}_{k+1} \). We have thus reduced the problem to an iterative minimization over a finite dimensional domain. Assume that \( \Phi \) is closed and that the function \( \tilde{H}(\psi, \phi) \) (and thus also the density \( p(X, \phi) \)) is continuous in \( \phi \) and \( \psi \). Using the fact that \( \hat{\Psi}_{k+1} = \hat{\Phi}_{k+1} \), theorem 3.9.1 guarantees that if the sequence \( \hat{\Phi}_k \) is compact, then it converges to the set of limit points \( \Phi_x \) defined by:

\[
\Phi_x = \left\{ \hat{\phi} \left| \hat{\phi} \in \Phi_0 \text{ and } \tilde{H}(\hat{\phi}, \phi) = \min_{\hat{\phi} \in \Phi} \tilde{H}(\hat{\phi}, \phi) = \min_{\phi \in \Phi} \tilde{H}(\hat{\phi}, \phi) \right. \right\} \quad (3.9.8)
\]

In the Bayesian case it is usually true that \( p(\phi) \to 0 \) as \( ||\phi|| \to \infty \). Since:

\[
p(X, \phi) \leq p(X | \phi) p(\phi) = p(\phi) \quad (3.9.9)
\]

then it must also be true that \( p(X, \phi) \to 0 \) as \( ||\phi|| \to \infty \). Every level set of \( p(X, \phi) \) will then be bounded, the iterative sequence will be compact, and convergence is guaranteed. If \( p(X, \phi) \) and \( \tilde{H}(\psi, \phi) \) are also continuously differentiable in \( \phi \), \( \Psi \), then Appendix B applies theorem 3.9.2 to show that each point \( \hat{\phi} \in \Phi \) is either a critical point of \( p(X, \phi) \) or else if \( \hat{\phi} \) is on the boundary of \( \Phi \), then the derivative of \( p(X, \phi) \) at \( \hat{\phi} \) must be outwardly normal:

\[
\frac{\partial \log p(X, \phi)^T}{\partial \hat{\phi}} h_{\phi} \geq 0 \quad (3.9.10)
\]

for all sequentially tangent vectors \( h_{\phi} \) of \( \Phi \) at \( \hat{\phi} \). Thus \( \hat{\phi} \) is either a stationary point at which \( \frac{\partial \log p(X, \hat{\phi})}{\partial \hat{\phi}} = 0 \), or else it is a local maximum on the boundary of \( \Phi \).

Theorem 3.9.3 can also be applied to the PARMAP algorithm. Suppose that \( X \)
and $\Phi$ are convex, and that $p(x, \phi)$ is log concave and differentiable. Prekopa [13] has proven that the marginal density $p(X, \phi)$ will then also be log concave (see Appendix E). In this case, the limit set $\Phi_x$ can only contain the global maxima of $p(X, \phi)$, and thus if the estimates remain bounded, they will converge to the set of global maxima of $p(X, \phi)$.

Finally, Appendix B proves that the difference between successive PARMAP model estimates tends to zero, in the sense that for any measurable set $\tilde{X} \subseteq X$:

$$\lim_{k \to \infty} \left( p(\tilde{X} | \hat{\phi}_k) - p(\tilde{X} | \hat{\phi}_{k+1}) \right) = 0$$

(3.9.11)

This usually, though not always, implies that the difference between successive parameter estimates $\hat{\phi}_{k+1} = \hat{\phi}_k$ (the "step size") tends to zero.

9.4. Convergence of the SIGMAP Algorithm

The convergence properties for SIGMAP are identical to those of PARMAP, except that the roles of $X$ and $\phi$ are reversed.

9.5. Convergence of the MCEM Algorithm

Proving convergence of the iterative MCEM algorithm is greatly complicated by the fact that the domain of the minimization problem is the infinite dimensional space of probability densities. Much of the familiar intuition concerning optimization on finite dimensional domains does not apply to problems such as this. The most general proofs of convergence we have at present unfortunately require some technical assumptions in the middle concerning the rate of oscillation of the estimated densities and the behavior of their tails, which are difficult to verify in practice. We therefore present three separate convergence analyses for MCEM. The first requires minimal assumptions, but proves the existence of a limiting measure with lower cross-entropy than any
of the estimates. Unfortunately, this proof does not show that the limiting measure is a stationary point of the algorithm. The second proof considers the case when the constraint sets have a finite number of elements, and proves convergence to the set of stationary points of the algorithm and critical points of the cross-entropy. The third proof analyzes the case of exponential families of densities and proves convergence to a stationary point of the algorithm provided certain boundedness conditions hold. Proofs can be found in Appendix B.

9.5.1. MCEM - General Convergence Proof

Let us first define some notation. Let $Q_X(), Q_\phi()$ and $P()$ be the measures associated with $q_X(x), q_\phi(\phi)$ and $p(x, \phi)$:

$$Q_X(\bar{X}) = \int_{\bar{X}} q_X(x)\,dx$$

$$Q_\phi(\bar{\phi}) = \int q_\phi(\phi)\,d\phi$$

$$P(\bar{X}, \bar{\phi}) = \int \int p(x, \phi)\,dx\,d\phi$$

(3.9.12)

For technical reasons, it is easier to analyze the convergence behavior of the sequence of measures $\hat{Q}_X, \hat{Q_\phi}$ than to analyze the convergence of the sequence of densities $\hat{q}_X, \hat{q}_\phi$. It is therefore convenient to be able to define the cross-entropy of the separable measure $Q_X(\bar{X})Q_\phi(\bar{\phi})$ without using any reference to density functions. We take theorem 2.4.5 as our definition of the cross-entropy of the measures $Q_X, Q_\phi, P$:

$$H(Q_X, Q_\phi) = \sup_P \sum_{i,j} Q_X(X_i)Q_\phi(\phi_j) \log \frac{Q_X(X_i)Q_\phi(\phi_j)}{P(X_i, \phi_j)}$$

(3.9.13)

where the supremum is taken over all finite partitions $P$ of the space $X \times \Phi$ (for a care-
ful development of cross-entropy from a measure-theoretic point of view, see Pinsker [14].) When the measures $Q_X$, $Q_\Phi$ have Radon-Nikodym derivatives $q_X$, $q_\Phi$, then theorem 2.4.5 guarantees that this definition is identical to our previous definition. The advantage of (3.9.13) is that it defines the cross-entropy even for measures which do not have corresponding densities. We can now state our most general MCEM convergence theorem in the following form:

**Theorem 3.9.4** Assume that $X$ and $\Phi$ are closed and measurable sets, and that $p(x,\phi)$ is a proper, strictly positive and piecewise continuous probability density, so that $p(x,\phi) > 0$ for all $x \in X$ and $\phi \in \Phi$ and $0 < p(X,\Phi) \leq 1$. Start with strictly positive initial density estimates $q_{X_0}(x) > 0$ and $q_{\Phi_0}(\phi) > 0$ for which $H(q_{X_0}, q_{\Phi_0}) < \infty$. Then the sequence of density estimates generated by the iterative MCEM algorithm has the following properties:

a) The densities $q_{X_i}(x)$, $q_{\Phi_i}(\phi)$ are all well defined.

b) $H(q_{X_i}, q_{\Phi_i})$ converges monotonically strictly downward to a finite limit $H^*$. The normalization constants $c_{X_i}$ and $c_{\Phi_i}$ also converge monotonically strictly upward to the finite limit $e^{-H^*}$.

c) $Q_{X_i}(\bar{X}) > 0$ and $Q_{\Phi_i}(\bar{\Phi}) > 0$ for all measurable subsets $\bar{X}$, $\bar{\Phi}$ of $X$, $\Phi$.

d) The difference between successive measure estimates tends to zero in the sense that:

$$\lim_{i \to \infty} Q_{X_{i+1}}(\bar{X}) - Q_{X_{i+1}}(\bar{X}) = 0$$

$$\lim_{i \to \infty} Q_{\Phi_{i+1}}(\bar{\Phi}) - Q_{\Phi_{i+1}}(\bar{\Phi}) = 0$$
where \( \tilde{X} \) and \( \tilde{\Phi} \) are any measurable subsets of \( X \) and \( \Phi \).

e) Let \( \Psi \) be a measurable subset of \( X \times \Phi \). Then the measure assigned by the separable densities to \( \Psi \) is bounded above by:

\[
\int_{\Psi} \dot{q}_{\hat{X}_i}(x) \dot{q}_{\hat{\Phi}_i}(\phi) \, dxd\phi \leq \frac{H(\dot{q}_{\hat{X}_0}, \dot{q}_{\hat{\Phi}_0}) + \log p(X, Y) + \log 2}{- \log \int_{\Psi} p(x, \phi) \, dxd\phi}
\]

This implies that the densities \( \dot{q}_{\hat{X}_i}(x) \) and \( \dot{q}_{\hat{\Phi}_i}(\phi) \) are stochastically bounded; that is, for any \( 0 < \delta < 1 \), there exists a radius \( T \) such that:

\[
\int_{\|x\| \leq T} \dot{q}_{\hat{X}_i}(x) \, dx \leq 1 - \delta \quad \text{for all } k
\]

\[
\int_{\|\phi\| \leq T} \dot{q}_{\hat{\Phi}_i}(\phi) \, d\phi \geq 1 - \delta
\]

f) There exists at least one subsequence of measures \( \{\dot{Q}_{\hat{X}_i}, \dot{Q}_{\hat{\Phi}_i}\} \subseteq \{\dot{Q}_{\hat{X}_i}, \dot{Q}_{\hat{\Phi}_i}\} \)

which converges to a proper limit measure \( \overline{Q}_X, \overline{Q}_\Phi \):

\[
\lim_{i \to \infty} \dot{Q}_{\hat{X}_i}(\tilde{X}) = \overline{Q}_X(\tilde{X}) \quad \text{(3.9.14)}
\]

\[
\lim_{i \to \infty} \dot{Q}_{\hat{\Phi}_i}(\tilde{\Phi}) = \overline{Q}_\Phi(\tilde{\Phi})
\]

for any measurable subsets \( \tilde{X}, \tilde{\Phi} \) of \( X, \Phi \).

g) The cross-entropy of this limit measure \( \overline{Q}_X, \overline{Q}_\Phi \) is less than the limit of the cross-entropies:

\[
H(\overline{Q}_X, \overline{Q}_\Phi) \leq \lim_{i \to \infty} H(\dot{Q}_{\hat{X}_i}, \dot{Q}_{\hat{\Phi}_i}) = H.
\]
\[
H(\overline{Q}_X, Q_\Phi) \leq \liminf_{i \to \infty} H(\overline{Q}_{X_i}, Q_\Phi) \quad \text{for all } Q_\Phi
\]

\[
H(Q_X, \overline{Q}_\Phi) \leq \liminf_{i \to \infty} H(Q_X, \overline{Q}_{\Phi_i}) \quad \text{for all } Q_X
\]

h) The limit measure \( \overline{Q}_X, \overline{Q}_\Phi \) satisfies the same upper bound as in property (e):

\[
\overline{Q}_X(\overline{X}) \overline{Q}_\Phi(\overline{\Phi}) \leq \frac{H(\overline{Q}_{X_0}, \overline{Q}_{\Phi_0}) + \log p(\overline{X}, \overline{\Phi}) + \log 2}{\log p(\overline{X}, \overline{\Phi})}
\]

Statement a) implies that the iteration always produces a valid probability density estimate. Statement b) was proven in section 2 and implies that every density estimate is better than the last in the sense that the cross-entropy decreases with each iteration. Statement c) says that all density estimates are strictly positive. Statement d) says that the difference between successive density estimates (the "step" size) goes to zero as \( k \to \infty \). Statement e) says that the density estimates must not put significant probability at values where the original model density \( p(x, \phi) \) would not put significant probability. In particular, the estimated measures cannot become impulse-like, and they can't put significant probability at infinite values of \( x \) or \( \phi \); this is a boundedness property similar to that we had to assume in our proofs of PSMAP, PARMAP and SIGMAP. Statement f) is a restatement of the Helly Selection Theorem ( [15] volume 2, or [16]), which says that every stochastically bounded sequence of measures must have at least one limit, and that limit must be a proper measure. Statement g) is a consequence of the convexity of \( H \), and says that the cross-entropy of any limiting measure \( \overline{Q}_X, \overline{Q}_\Phi \) must be less than the limit of the cross-entropies of the \( \Phi_i \) estimates \( \overline{Q}_{X_i}, \overline{Q}_{\Phi_i} \). Statement h) follows because this upper bound must hold for any measure \( Q_X, Q_\Phi \) whose cross-
entropy is less than $H(\hat{Q}_{\Phi_0}, \hat{Q}_{\Phi_0})$.

9.5.2. MCEM - Convergence for Finite Constraint Sets

The problem with theorem 3.9.4 is that it is not sufficient to show that $\bar{Q}_{\mathcal{X}}, \bar{Q}_{\Phi}$ is actually a stationary point of the algorithm and a critical point of the cross-entropy function. In fact, it doesn’t even prove that this limiting measure corresponds to a density at all. This difficulty is caused by working with unbounded constraint spaces and continuous probability densities. Let us therefore consider a much simpler finite dimensional situation in which much stronger convergence results can be stated. Suppose that the constraint space $\mathcal{X}$ actually contains only $N$ distinct points $\{x_i\}$ and the parameter space $\Phi$ contains only $M$ distinct points $\{\phi_j\}$. ($N$ and $M$ may be huge, but they must be finite.) Also suppose that the original model density is atomic, assigning a non-zero probability to each pair $(x_i, \phi_j)$:

$$0 < p(x_i, \phi_j) \leq 1 \quad \text{for all } i, j$$

$$\sum_{i=1}^{N} \sum_{j=1}^{M} p(x_i, \phi_j) = 1$$

The separable densities $q_{\mathcal{X}}$ and $q_{\Phi}$ will also have to be atomic (otherwise the cross-entropy would be infinite).

$$0 \leq q_{\mathcal{X}}(x_i) \leq 1 \quad 0 \leq q_{\Phi}(\phi_j) \leq 1$$

$$\sum_{i=1}^{N} q_{\mathcal{X}}(x_i) = 1 \quad \sum_{j=1}^{M} q_{\Phi}(\phi_j) = 1$$

We can now view each density $q_{\mathcal{X}}$ or $q_{\Phi}$ as a finite dimensional vector, each of whose components is the probability $q_{\mathcal{X}}(x_i)$ or $q_{\Phi}(\phi_j)$ of the corresponding point in the probability spaces. Let us use an $l_1$ norm on the space of the “probability density vectors”:

$$\|q_{\mathcal{X}}\| = \sum_{i=1}^{N} \left| q_{\mathcal{X}}(x_i) \right|$$
\[ \|q_{\Phi}\| = \sum_{j=1}^{M} |q_{\Phi}(\phi_j)| \]

Because of the constraints (3.9.16), \( \|q_X\| = \|q_{\Phi}\| = 1 \) for all \( q_X, q_{\Phi} \), and the finite dimensional set of all such probability density vectors is closed and bounded.

The cross-entropy function in this case will be a simple summation:

\[
H(q_X, q_{\Phi}) = \sum_{i=1}^{N} \sum_{j=1}^{M} q_X(x_i)q_{\Phi}(\phi_j) \log \frac{q_X(x_i)q_{\Phi}(\phi_j)}{p(x_i, \phi_j)}
\]

This cross-entropy function is analytic at all densities which are strictly positive, \( q_X(x_i) > 0 \) and \( q_{\Phi}(\phi_j) > 0 \) for all \( i, j \). Our iterative MCEM algorithm minimizes this cross-entropy with respect to each density in turn, giving estimates \( \hat{q}_{X_i}(x_i) \), \( \hat{q}_{\Phi_j}(\phi_j) \).

Appendix B then proves:

**Theorem 3.9.5.** Let \( p(x, \phi) \), \( q_X(x) \), \( q_{\Phi}(\phi) \) be atomic densities on finite sets \( X, \Phi \).

Assume that \( p(x, \phi) \) is strictly positive, with \( p(x_i, \phi_j) \gg \epsilon > 0 \) for all \( i, j \). Then the sequence of density estimates generated by our iterative MCEM algorithm has the following properties:

a) The estimates \( \hat{q}_{X_i} \), \( \hat{q}_{\Phi_j} \) are all well defined. The cross-entropy \( H(\hat{q}_{X_i}, \hat{q}_{\Phi_j}) \) converges monotonically strictly downward to a finite limit \( H^* \).

b) The density estimates are all strictly positive:

\[
\hat{q}_{X_i}(x_i) \geq \frac{1}{N} \epsilon \quad \text{for all } i
\]

\[
\hat{q}_{\Phi_j}(\phi_j) \geq \frac{1}{M} \epsilon \quad \text{for all } j
\]

c) The difference between successive density estimates (the "step size") goes to zero in the sense that:

\[
q_{X_i}(x_i) - \hat{q}_{X_{i+1}}(x_i) \rightarrow 0
\]

\[
q_{\Phi_j}(\phi_j) - \hat{q}_{\Phi_{j+1}}(\phi_j) \rightarrow 0 \quad \text{as } k \rightarrow \infty \quad \text{for all } i, j
\]
d) There exists at least one convergent subsequence \( \bar{q}_{x_i}, \bar{q}_{\phi_j} \) with limiting density \( \bar{q}_x, \bar{q}_\phi \) such that:

\[
\lim_{m \to \infty} \bar{q}_{x_{i_m}}(x_i) = \bar{q}_x(x_i) \quad \text{for all } i, j
\]

\[
\lim_{m \to \infty} \bar{q}_{\phi_{j_m}}(\phi_j) = \bar{q}_\phi(\phi_j)
\]

c) All such limiting densities are strictly positive:

\[
\bar{q}_x(x_i) \geq \frac{1}{\epsilon} \quad \text{for all } i
\]

\[
\bar{q}_\phi(\phi_j) \geq \frac{1}{\epsilon} \quad \text{for all } j
\]

d) All such limiting densities must be stationary points of the algorithm:

\[
H(\bar{q}_x, \bar{q}_\phi) = \min_{\bar{q}_x} H(q_x, \bar{q}_\phi) = \min_{\bar{q}_x} H(q_x, q_x)
\]

g) Form the Lagrangian for the problem of minimizing \( H(q_x, q_x) \) subject to constraints (3.9.16):

\[
L_{x,\phi}(q_x, q_x) = H(q_x, q_x) + \lambda_x \left( \sum_{i=1}^{N} q_x(x_i) - 1 \right) + \lambda_\phi \left( \sum_{j=1}^{M} q_\phi(\phi_j) - 1 \right)
\]

Then for appropriate values of the multipliers \( \lambda_x, \lambda_\phi \), the limit \( \bar{q}_x, \bar{q}_\phi \) is a critical point of \( L_{x,\phi} \):

\[
\frac{\partial L_{x,\phi}(\bar{q}_x, \bar{q}_\phi)}{\partial q_x} = 0 \quad \text{and} \quad \frac{\partial L_{x,\phi}(\bar{q}_x, \bar{q}_\phi)}{\partial q_\phi} = 0
\]

Thus if the estimation problem involves a finite number of signal and parameter values, then convergence of the MCEM algorithm to the set of critical points of the cross-
entropy is guaranteed. We conjecture that this conclusion also holds for the more general case of continuous densities and unbounded constraint sets considered in theorem 3.9.4, but we have not been able to prove this.

Note that under the assumptions of this theorem, our MAP algorithms would converge in a finite number of steps. (This is because a finite number of steps will test every possible parameter or signal value.)

9.5.3. Exponential Densities

If \( p(x,\phi) \) forms an exponential class of densities, then yet another type of convergence proof can be given for MCEM. First of all, we assume that \( p(x,\phi) \) has the form given in (3.7.1). Substituting into our cross-entropy expression, it is easy to see that all the density estimates \( \hat{q}_X \), \( \hat{q}_\phi \) generated by our iterative MCEM algorithm must have the form:

\[
\hat{q}_{X,a}(x) = \frac{1}{c_x} g(x) \exp \left[ \sum_{i=1}^{r} \alpha_i t_i(x) \right] \tag{3.9.19}
\]

\[
\hat{q}_{\Phi,b}(\phi) = \frac{1}{c_\phi} h(\phi) \exp \left[ \sum_{i=1}^{r} \beta_i \pi_i(\phi) \right]
\]

where the normalization constants \( c_x \) and \( c_\phi \) are given by:

\[
c_x = \int \limits_X g(x) \exp \left[ \sum_{i=1}^{r} \alpha_i t_i(x) \right] dx \tag{3.9.20}
\]

\[
c_\phi = \int \limits_\Phi h(\phi) \exp \left[ \sum_{i=1}^{r} \beta_i \pi_i(\phi) \right] d\phi
\]

Lehmann [10] proves the following:

**Lemma 3.9.6.1** Let \( \Lambda_\alpha \) and \( \Lambda_\beta \) be the sets of parameters \( \alpha \) and \( \beta \) for which the normalization constraints \( c_x \) and \( c_\phi \) are finite. Then \( \Lambda_\alpha \) and \( \Lambda_\beta \) are convex sets, and \( c_x \) and \( c_\phi \) are analytic and convex functions of \( \alpha \) and \( \beta \) in the interior of the
"natural" parameter sets \( \Lambda_{\alpha} \) and \( \Lambda_{\beta} \). Furthermore:

\[
\frac{\partial \log c_x}{\partial \alpha} = E_X \left[ t(x) \left| \hat{q}_{X,\alpha} \right. \right]
\]

\[
\frac{\partial^2 \log c_x}{\partial \alpha^2} = \text{Cov}_X \left[ t(x) \left| \hat{q}_{X,\alpha} \right. \right] = R_t
\]

\[
\frac{\partial \log c_\phi}{\partial \beta} = E_{\Phi} \left[ \pi(\phi) \left| \hat{q}_{\Phi,\beta} \right. \right]
\]

\[
\frac{\partial^2 \log c_\phi}{\partial \beta^2} = \text{Cov}_\phi \left[ \pi(\phi) \left| \hat{q}_{\Phi,\beta} \right. \right] = R_u
\]

We define \( R_t \) and \( R_u \) as the covariance matrices above for convenience in later discussions.

Because all the estimates \( \hat{q}_{X,\alpha}, \hat{q}_{\Phi,\beta} \) generated by the MCEM algorithm have the form given in (3.9.19), restricting the minimization to this class of densities will not change the estimates generated, nor the solution to which they converge. With this restriction, the densities \( \hat{q}_{X,\alpha}, \hat{q}_{\Phi,\beta} \) will depend only on the parameters \( \alpha, \beta \) and we can view the cross-entropy as solely a function of these finite dimensional vectors \( \alpha \) and \( \beta \):

\[
H(\alpha,\beta) = H(\hat{q}_{X,\alpha}, \hat{q}_{\Phi,\beta})
\]

Appendix B proves:

**Lemma 3.9.6.2** The cross-entropy \( H(\alpha,\beta) \) is an analytic function of \( \alpha, \beta \) in the interior of the natural sets \( \Lambda_{\alpha} \) and \( \Lambda_{\beta} \).

Now we can rephrase our iterative MCEM algorithm as minimizing the cross-entropy \( H(\alpha,\beta) \) over all \( \alpha \) and \( \beta \) in the natural parameter spaces \( \Lambda_{\alpha}, \Lambda_{\beta} \):

\[
\hat{\alpha}_{k+1} = \min_{\alpha \in \Lambda_{\alpha}} H(\alpha, \hat{\beta}_k)
\]

\[
\hat{\beta}_{k+1} = \min_{\beta \in \Lambda_{\beta}} H(\hat{\alpha}_{k+1}, \beta)
\]

or:

\[
\hat{\alpha}_{k+1} = \min_{\alpha \in \Lambda_{\alpha}} H(\alpha, \hat{\beta}_k)
\]

\[
\hat{\beta}_{k+1} = \min_{\beta \in \Lambda_{\beta}} H(\hat{\alpha}_{k+1}, \beta)
\]
\[ \hat{\alpha}_{k+1} = E_{\Phi} \left[ \pi(\Phi) \mid \hat{q}_{\Phi, \beta_k} \right] \]
\[ \hat{\beta}_{k+1} = E_{X} \left[ \ell(\varepsilon^{\alpha}) \mid \hat{q}_{X, \alpha_k} \right] \quad (3.9.23) \]

Appendix B proves:

**Theorem 3.9.6** Let \( \hat{\alpha}_k, \hat{\beta}_k \) be the iterative sequence of estimates generated by minimizing the cross-entropy \( H(\alpha, \beta) \). Suppose the estimates are not only bounded, but are also bounded away from the natural parameter set boundaries, so that there exists a radius \( \epsilon > 0 \) such that all values of \( \alpha, \beta \) within distance \( \epsilon \) of any \( \hat{\alpha}_k, \hat{\beta}_k \) are in the interior of \( \Lambda_\alpha, \Lambda_\beta \). Then the sequence \((\hat{\alpha}_k, \hat{\beta}_k)\) converges to the set \( \Lambda_{\alpha, \infty} \times \Lambda_{\beta, \infty} \) of stationary points of the algorithm:

\[ \Lambda_{\alpha, \infty} \times \Lambda_{\beta, \infty} = \left\{ (\hat{\alpha}, \hat{\beta}) \mid H(\hat{\alpha}, \hat{\beta}) = \min_{\alpha \in \Lambda_\alpha} H(\alpha, \hat{\beta}) = \min_{\beta \in \Lambda_\beta} H(\hat{\alpha}, \beta) \right\} \]

in the sense that the minimum distance from \( \hat{\alpha}_k, \hat{\beta}_k \) to this set tends to zero:

\[ \lim_{k \to \infty} \left\{ \min_{(\hat{\alpha}, \hat{\beta}) \in \Lambda_{\alpha, \infty} \times \Lambda_{\beta, \infty}} ||\hat{\alpha}_k - \hat{\alpha}||^2 + ||\hat{\beta}_k - \hat{\beta}||^2 \right\} \]

Every limit point \((\hat{\alpha}, \hat{\beta})\) of the iteration must also be a critical point of the cross-entropy:

\[ \frac{\partial H(\hat{\alpha}, \hat{\beta})}{\partial \alpha} = 0 \quad \text{and} \quad \frac{\partial H(\hat{\alpha}, \hat{\beta})}{\partial \beta} = 0 \]

All limit points must correspond to the same cross-entropy, \( H(\hat{\alpha}, \hat{\beta}) = \lim_{k \to \infty} H(\hat{\alpha}_k, \hat{\beta}_k) \). Finally, if we define:

\[ F(\alpha) = \min_{\beta} H(\alpha, \beta) \]
\[ G(\beta) = \min_{\alpha} H(\alpha, \beta) \]
then at each limit point \((\hat{\alpha}, \hat{\beta})\):

\[
\frac{\partial F(\hat{\alpha})}{\partial \alpha} = 0 \quad \text{and} \quad \frac{\partial G(\hat{\beta})}{\partial \beta} = 0
\]

As in our previous proofs, convergence is only guaranteed to a set of stationary points, and not to any point in particular or necessarily to a global minimizer. The only unfortunate part of this theorem is that it appears necessary to assume that the estimates \(\hat{\alpha}_k\), \(\hat{\beta}_k\) not only remain bounded but also remain bounded away from the natural parameter set boundary.

To decide whether or not a limit point \((\hat{\alpha}, \hat{\beta})\) of the iteration is a local minimizer of the cross-entropy, rather than just a saddle point or local maximizer, we can calculate the second derivative of \(H(\alpha, \beta)\) at \((\hat{\alpha}, \hat{\beta})\) and check whether or not it is positive definite. It is convenient to transform first to variables \(\tau, \rho\) defined as the expected values of \(I(x)\) and \(\pi(\phi)\) given the densities \(\hat{q}_{X, \alpha}\) and \(\hat{q}_{\Phi, \beta}\):

\[
\tau(\alpha) = E_X \left[ I(x) \left| \hat{q}_{X, \alpha} \right. \right] \\
\rho(\beta) = E_\Phi \left[ \pi(\phi) \left| \hat{q}_{\Phi, \beta} \right. \right]
\]

(3.9.24)

The Jacobian of the parameter transformation is:

\[
\frac{\partial (\tau, \rho)}{\partial (\alpha, \beta)} = \begin{pmatrix} R_\tau & 0 \\ 0 & R_\rho \end{pmatrix}
\]

(3.9.25)

where \(R_\tau\) and \(R_\rho\) are the covariances of \(I(x)\) and \(\pi(\phi)\) in (3.9.21). Theorem 3.9.4 guarantees that the cross-entropy density estimates remain non-impulse-like. Thus, since the constraint spaces are measurable, the covariance matrices must be strictly positive definite, and the transformation from \((\alpha, \beta)\) to \((\tau, \rho)\) is invertible. With this transformation, we can view the cross-entropy as a function of \(\rho\) and \(\tau\), \(H(\tau, \rho) = H(\alpha, \beta)\). Minimizing \(H\) over \(\tau, \rho\) is exactly equivalent to minimizing over \(\alpha, \beta\).
or over the densities \( q_X, q_\Phi \) directly. Because of (3.9.23), we will get estimates \( \hat{\alpha}_k = \alpha_{k-1} \) and \( \hat{\beta}_k = \beta_k \). This conveniently implies that the limit of \((\hat{\alpha}_k, \hat{\beta}_k)\) will be identical to the limit of \((\hat{\alpha}_k, \hat{\beta}_k)\).

The second derivative of \( H(\tau, \rho) \) is easily computed:

\[
\frac{\partial^2 H(\tau, \rho)}{\partial (\tau, \rho)^2} = \begin{pmatrix} R_{\tau}^{-1} & -I \\ -I & R_{\rho}^{-1} \end{pmatrix} \tag{3.9.26}
\]

If this second derivative is positive definite at the limit \((\hat{\tau}, \hat{\rho}) = (\hat{\beta}, \hat{\alpha})\), then the limit point must be a local minimum of \( H(\tau, \rho) \), and the corresponding densities \( \hat{q}_X, \hat{q}_\Phi \) must also be a local minimum. Thus a sufficient condition for the limit to be a local minimum is that:

\[
R_{\tau}^{-1} > 0 \quad \text{and} \quad R_{\rho}^{-1} > R_{\rho} \tag{3.9.27}
\]

By using this second derivative, Appendix E proves the following useful result:

**Theorem 3.9.7** Suppose the model density \( p(\chi, \phi) \) is in natural exponential form:

\[
p(\chi, \phi) = g(\chi)h(\phi)\exp(\chi^T\phi) \tag{3.9.28}
\]

and that \( p(\chi, \phi) \) is log concave. Then the cross-entropy \( H(\tau, \rho) \) is a convex function of the transformed vectors \( \tau, \rho \) and any limit point of the MCEM iteration which is in the interior of the natural parameter space \( \Lambda_\alpha \times \Lambda_\beta \) must be a global optimizing solution.

10. Discussion of Convergence Theorems

These theorems prove that if the probability densities have compact level sets and are continuously differentiable, then all three MAP algorithms converge to a set of estimates where the likelihood function has zero slope, or else where the likelihood function has a local maximum on the boundary of the signal or parameter space. The
MCEM algorithm also converges to a set of limiting measures whose cross-entropy is lower than the cross-entropy of any of the estimates. If we add additional assumptions, such as requiring the density to be an exponential class and require the estimates to remain bounded, then the limiting densities can be shown to be stationary points of the algorithm and critical points of the cross-entropy. All these algorithms thus act something like iterative steepest descent algorithms [4] converging to a set of local extrema or critical points of the objective function. Unless the objective function is convex, there is no guarantee that the convergent estimate is the global extremum. Furthermore, note that convergence is not guaranteed to a particular estimate, but only to a set of estimates, and thus the estimates may actually "wander around" the limit set and not strictly converge.

In the Bayesian case, MCEM always yields stochastically bounded estimates, and thus always has at least one limiting measure. Furthermore, in most Bayesian applications, the probability of extremely large values of $\chi$ or $\phi$ will be negligible, all level sets will be bounded, and thus the MAP algorithms will also be guaranteed to converge. The Maximum Likelihood version of the MCEM algorithm, however, is not guaranteed to converge, since the $a$ priori density $p(\phi)$ is implicitly assumed to be flat, and thus $p(\chi, \phi)$ may not be a properly integrable density. Similarly, the level sets of $p(\chi | \phi)$ and $p(\chi | \phi)$ may not be bounded, and it is possible that the PARML and PSML estimates could diverge to infinity. In any case, it should be remembered that regardless of whether or not the convergence theorems apply, each pass of these algorithms improves the value of the log likelihood and cross-entropy functions. Thus, even though the estimates may not converge, in this sense each successive estimate is "better" than the last.
11. Geometric Rate of Convergence - Acceleration Techniques

In the following chapters, we will analyze a variety of applications and prove that, in these examples, our iterative algorithms converge linearly at a rate that can be approximately calculated in terms of the structure of the problem. In fact, it can be shown heuristically that if \( F(\alpha;\beta) \) is approximately quadratic near the minimum, then each iteration of our algorithm defines a contraction mapping, and the sequence of estimates \((\hat{\alpha}_k, \hat{\beta}_k)\) will converge at a geometric rate. For simplicity, assume that \( \alpha \) and \( \beta \) are scalars. Suppose that \( F(\alpha;\beta) \) has a local minimum at \((\bar{\alpha}, \bar{\beta})\) and that it can be approximated as quadratic near \((\bar{\alpha}, \bar{\beta})\):

\[
F(\alpha;\beta) \approx K + \begin{pmatrix} \alpha - \bar{\alpha} & \beta - \bar{\beta} \end{pmatrix} \begin{pmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{pmatrix} \begin{pmatrix} \alpha - \bar{\alpha} \\ \beta - \bar{\beta} \end{pmatrix}
\]  \( (3.11.1) \)

where: \( |\rho| < 1 \)

Let \( K_\alpha() \) and \( K_\beta() \) be the mappings from \( \beta \) to \( \alpha \) and back again defined by our iteration:

\[
\hat{\alpha} = K_\alpha(\hat{\beta}) - \min_\alpha F(\alpha;\hat{\beta}) \tag{3.11.2}
\]

\[
\hat{\beta}' = K_\beta(\hat{\alpha}') - \min_\beta F(\hat{\alpha}';\beta)
\]

Then it is easy to show that for any two scalars \( \beta' \) and \( \beta'' \) near \( \bar{\beta} \), and any two scalars \( \alpha' \) and \( \alpha'' \) near \( \bar{\alpha} \) that:

\[
\left[ \frac{1}{\sigma_2^2} \left| K_\alpha(\beta') - K_\alpha(\beta'') \right|^2 \right] \leq \rho \left[ \frac{1}{\sigma_1^2} \left| \beta' - \beta'' \right|^2 \right]
\]

\[
\left[ \frac{1}{\sigma_2^2} \left| K_\beta(\alpha') - K_\beta(\alpha'') \right|^2 \right] \leq \rho \left[ \frac{1}{\sigma_1^2} \left| \alpha' - \alpha'' \right|^2 \right]
\]  \( (3.11.3) \)

so that both the \( K_\alpha \) and \( K_\beta \) operators are contraction mappings. (See Ortega and Rheinboldt [5] for an extensive discussion of contraction and non-expansion mappings.)

This immediately implies that the iteration must converge at a geometric rate; in fact:
\[ \hat{\alpha}_k = -\rho^{2k+1} \frac{\sigma_2}{\sigma_1} \hat{\beta}_0 + \hat{\alpha} \]  
(3.11.4)

\[ \hat{\beta}_k = \rho^{2k} \hat{\beta}_0 + \hat{\beta} \]

Thus \((\hat{\alpha}_k, \hat{\beta}_k)\) approaches \((\bar{\alpha}, \bar{\beta})\) geometrically at rate \(\rho^2 < 1\).

This rate of convergence can be quite slow if the variables \(\alpha\) and \(\beta\) are highly correlated (in the scalar case, if \(\rho \approx 1\)). Figure 3.2 shows a typical convergence pattern for the scalar case.

\[ \begin{align*}
\beta \\
\alpha
\end{align*} \]

Figure 3.2 - Convergence Pattern of Iterative Algorithm

Note that the estimates zigzag back and forth in an attempt to reach the minimum of \(F(\alpha; \beta)\). If \(\alpha\) and \(\beta\) are highly correlated, then the elliptical contours of \(F(\alpha; \beta)\) will be very narrow, and each zig and zag can be quite short.

The solution to this problem is to vary the iterative estimation procedure, either to break away from the ridge in the probability density, or else to accelerate the convergence rate along the ridge. This latter approach is quite feasible because, as is obvious from figure 3.2, the estimates \((\hat{\alpha}_{k+1}, \hat{\beta}_{k+1})\) and \((\hat{\alpha}_k, \hat{\beta}_k)\) are generally aligned in the direction of the ridge. If we probe along this line, therefore, we ought to be able to come very close to the global minimum. If the constraint sets are convex, then simple
linear extrapolation of the estimates may greatly accelerate the convergence rate:

For \( k = 0, 1, \ldots \)

Calculate \( \hat{\alpha}_{k+1} \)

\[
\hat{\alpha}_{k+1} = \mu \hat{\alpha}_{k+1} + (1 - \mu) \hat{\alpha}_k
\]

(3.11.5)

Calculate \( \hat{\beta}_{k+1} \)

\[
\hat{\beta}_{k+1} = \mu \hat{\beta}_{k+1} + (1 - \mu) \hat{\beta}_k
\]

where \( \mu \) is a relaxation parameter generally chosen within the range \( 0 < \mu < 2 \) (see, for example, Dahlquist [4]). If the constraint sets are convex, values of \( \mu \) below 1 (under-relaxation) will give new estimates inside the sets \( \Lambda \) and \( \Phi \). On the other hand, values of \( \mu \) greater than 1 (over-relaxation) can extrapolate \( \alpha \) or \( \beta \) outside the set \( \Lambda \) or \( \Phi \). In this latter case, we will have to project the extrapolated estimates back inside the set \( \Lambda \) or \( \Phi \).

A more effective approach, suggested by Hayes and Tom [17, 18] is to adaptively modify the relaxation parameter \( \mu \) in some optimal manner. Their idea can be applied to our model as follows. Rather than use a fixed value of \( \mu \) to extrapolate along the line connecting \( (\hat{\alpha}_{k+1}, \hat{\beta}_{k+1}) \) and \( (\hat{\alpha}_k, \hat{\beta}_k) \), we will actually search along this line for a minimum of \( F(\alpha; \beta) \). Experimentation has shown that a particularly effective search procedure is the following, suggested by Carol Espy:

Guess \( \hat{\alpha}_0, \hat{\beta}_0 = \hat{\beta}'_0 \)

For \( k = 0, 1, \ldots \)

\[
\hat{\alpha}_{k+1} = \min_{\alpha \in \Lambda} F(\alpha; \hat{\beta}'_k)
\]

\[
\hat{\beta}_{k+1} = \min_{\beta \in \Phi} F(\hat{\alpha}_{k+1}; \beta)
\]

(3.11.6)

\[
(\hat{\alpha}'_{k+1}, \hat{\beta}'_{k+1}) = \min_{\mu} F(\mu(\hat{\alpha}_{k+1}, \hat{\beta}_{k+1}) + (1 - \mu)(\hat{\alpha}_k, \hat{\beta}_k))
\]

Note that this procedure searches along the line connecting the latest estimate with the last pre-extrapolation estimate \( (\hat{\alpha}_k, \hat{\beta}_k) \). (Searching along the line connecting the latest estimate with the last post-extrapolation estimate \( (\hat{\alpha}'_k, \hat{\beta}'_k) \) does not seem to be as
effective.) Of course, it will be necessary to restrict the range of the search values of \( \mu \) so that the extrapolated values of \( \alpha \) and \( \beta \) remain within the constraint sets \( \Lambda \) and \( \Phi \).

Often a method such as this can accelerate convergence by a factor of 2 or 3. Whether or not this line search is worth performing, therefore, depends on the relative cost of the line search versus performing another pass or two of the iterative algorithm. "Higher-order" acceleration methods could also be considered in which we search along the \( q \) dimensional hyperplane formed from the last \( q + 1 \) estimates of \( \alpha, \beta \):

\[
\hat{\alpha}_{k+1}, \hat{\beta}_{k+1} = \max_{\mu_1, \ldots, \mu_q} \ F(\hat{\alpha}; \hat{\beta})
\]

where: \( (\hat{\alpha}; \hat{\beta}) = \sum_{i=0}^{q} \mu_i (\hat{\alpha}_{k-i}, \hat{\beta}_{k-i}) \)

\[ \sum_{i=0}^{q} \mu_i = 1 \]

Once again, in considering such methods we must consider the possible improvement in convergence rate versus the cost of this hyperplane search. In some cases, a reasonable compromise is to use a \( q^{th} \) order acceleration step after every \( q + 1 \) steps of the usual iteration.

In later chapters we will consider more sophisticated conjugate gradient methods and PARTAN methods for accelerating the convergence of this algorithm. These methods work best when \( F(\alpha; \beta) \) is quadratic, converging to the global minimum in a finite number of steps. For further details, see chapter 5.

12. Summary

In this chapter, we have developed four iterative algorithms for MCEM, MAP and ML parameter and signal estimation. All reduce the estimation problem to an iterative search for a best separable density approximation to the original density \( p(x; \phi) \), possibly constraining one or more fitted densities to be impulse functions. The MCEM
algorithm estimates a signal density by averaging over all parameter values, and estimates a parameter density by averaging over all signal values. PARMAP constrains the parameter density to be an impulse function, and thus differs from MCEM in that it only averages over signal values in an attempt to find the best parameter estimate. SIGMAP is the exact opposite, averaging over all parameter values to estimate the signal, while PSMAP performs no averaging at all. Numerous variations of these basic approaches can be devised when the signal model has multiple signals and parameter sets. Convergence of the MAP algorithms to a local minimum or stationary point of the cross-entropy function (and local maximum or stationary point of the likelihood function) can be guaranteed when the probability densities are continuously differentiable and the estimates remain bounded. Existence of limit measures for the MCEM algorithm is guaranteed under more general circumstances, though certain technical assumptions must be added to show that these limits are critical points of the cross-entropy function. If the level sets are convex and the densities can be transformed into convex functions, then convergence of the MAP algorithms can be guaranteed to the global minimum solution. We conjecture that a similar result applies for MCEM. The convergence rate of all these algorithms is approximately linear, and adding line searches or using other related techniques can often accelerate the convergence rate by a factor of 2 or 3.
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Chapter 4
Applications in Statistics

1. Introduction

In chapter 2 we presented four basic MCEM and MAP approaches for estimating multiple signal and parameter unknowns given uncertain observations. In chapter 3 we presented iterative algorithms for solving these approaches, and proved conditions under which they converge. Though not necessarily unbiased like the Minimum Mean Square Error estimates, these MCEM and MAP methods are usually straightforward to compute, particularly for exponential families of distributions, and they often have good asymptotic properties. In the remainder of this thesis, we will consider a variety of applications of these estimation algorithms. In this chapter we study a common problem in statistics in which imperfect observations are used to estimate certain unknown parameters of a probability distribution. We will concentrate particularly on the problem of grouped, truncated, censored and/or quantized observations, though the basic approach can be generalized to an enormous variety of problems.

Suppose we are given the probability density $p(x|\phi)$ of a sample value $x$ given the parameter value $\phi$, where all that is known about $\phi$ is an $a$ priori probability density $p(\phi)$ of its possible values. In order to estimate $\phi$, we draw $N$ independent samples $x_1, \ldots, x_N$ from the distribution; unfortunately, each measurement is inexact and only indicates that the sample value is within a certain range, $L_i \leq x_i \leq U_i$. This might occur, for example, if we measured the continuous valued sample with a coarse analog-to-digital converter, or if for convenience in data collection, we simply divided the range of sample values into a few subintervals ("bins") and then counted how many samples
fall in each bin.

If we had observed the sample values \( x_1, \ldots, x_N \) directly (the classical parameter estimation problem) then we could estimate the parameters by finding the mean or the mode of the density \( p(\theta | x_1, \ldots, x_N) \). If the parameters were known (the classical signal estimation problem) then the actual sample values could have been estimated by finding the mean or mode of the density \( p(x_1, \ldots, x_N | \phi) = \prod_i p(x_i | \phi) \). Unfortunately, in our problem neither the parameter values nor the sample values are known exactly. Given that the sample \( x_i \) is in the range \( X_i = [L_i, U_i] \), the most straightforward estimation approach would be to first calculate the marginal density:

\[
p(\theta, X_1, \ldots, X_N) = p(\theta) \prod_{i=1}^{N} \int_{L_i}^{U_i} p(x_i | \phi) \, dx_i
\]

(4.1.1)

The parameters could then be estimated by calculating the mean (MMSE estimate) or the mode (PARMAP estimate) of the conditional density:

\[
p(\theta | X_1, \ldots, X_N) = \frac{p(\theta, X_1, \ldots, X_N)}{\int_{\phi} p(\phi, X_1, \ldots, X_N) \, d\phi}
\]

(4.1.2)

Needless to say, this may be quite complicated. Maximum Likelihood approaches are also possible; for an exhaustive treatment of these, see Kullldorff. [1]

Fortunately, when \( p(x | \phi) \) forms an exponential family of densities, all four of our iterative algorithms take a particularly simple form. In the next two sections we specifically consider the cases when \( p(x | \phi) \) is Exponential or Gaussian. For these cases, all four algorithms appear quite similar, iterating back and forth between an almost-classical sample estimation step, and an almost-classical parameter estimation step. Strong convergence results can be proven in all cases.
2. Exponential Density

Suppose that \( p(x | \phi) \) and \( p(\phi) \) are both Exponential densities:

\[
\begin{align*}
\ p(x | \phi) &= \phi e^{-x\phi} \quad 0 \leq x < \infty \\
\ p(\phi) &= e^{\epsilon_0 \phi} \quad 0 \leq \phi < \infty
\end{align*}
\]  

(4.2.1)

(To simulate a Fisher estimation problem, we could choose \( \epsilon_0 \) very close to zero, thus making the a priori density nearly "flat".)

2.1. Classical Estimates

If we were given the exact value of \( N \) independent random samples \( x_1, \ldots, x_N \) drawn from this distribution, then the classical estimate of the parameter \( \phi \) would be found by forming the a posteriori probability density:

\[
\begin{align*}
\ p(\phi | x_1, \ldots, x_N) &= \frac{p(x_1, \ldots, x_N | \phi) p(\phi)}{p(x_1, \ldots, x_N)} \\
&= K(x) \left( \phi^N \exp\left( -\phi \sum_{i=1}^{N} x_i \right) \right) \left( \epsilon_0 \exp(-\epsilon_0 \phi) \right)
\end{align*}
\]  

(4.2.2)

and then calculating its mean or mode:

Classical Parameter Estimate:

\[
E \left[ \phi \mid x_1, \ldots, x_N \right] = \frac{N+1}{\epsilon_0 + \sum_{i=1}^{N} x_i} \quad (4.2.3a)
\]

or:

\[
\max_{\phi} p(\phi | x_1, \ldots, x_N) = \frac{N}{\epsilon_0 + \sum_{i=1}^{N} x_i} \quad (4.2.3b)
\]

Conversely, if the parameter value was known exactly, but the samples were not, then we could estimate the samples by finding the mean or mode of the a posteriori density:

\[
P_{X_i}(x_i | \phi) = \begin{cases} 
  c_\phi e^{-\phi x_i} & \text{for } L_i \leq x_i \leq U_i \\
  0 & \text{else}
\end{cases}
\]  

(4.2.4)
where \( c_\phi \) is a normalization constant. Thus:

**Classical Signal Estimate:**

\[
E_x_i \left[ x_i \mid \phi \right] = L_i + \frac{1}{\phi} \left[ 1 - \frac{\delta_i e^{-\delta_i}}{1 - e^{-\delta_i}} \right]
\]  

(4.2.5a)

where: \( \delta_i = \phi(U_i - L_i) \)

or:

\[
\max_{L_i \leq x_i \leq U_i} p(x_i \mid \phi) = L_i
\]

(4.2.5b)

In both these classical problems, the mean is usually a better estimate than the mode.

### 2.2. MMSE

If both the parameters are unknown and the sample data is only known to be within certain ranges, the “best” estimation procedure is to first calculate the marginal densities:

\[
p(X, \phi) = p(\phi) \prod_{i=1}^{N} \int_{L_i}^{U_i} p(x_i \mid \phi) \, dx_i
\]

\[
= \epsilon_0 \exp(-\epsilon_0 \phi) \prod_{i=1}^{N} \left[ \exp(-L_i \phi) - \exp(-U_i \phi) \right]
\]

(4.2.6)

and:

\[
p(\bar{x}, \Phi) = \frac{N!}{\epsilon_0 \sum_{i=1}^{N} x_i} \left( \epsilon_0 + \sum_{i=1}^{N} x_i \right)^{N+1}
\]

(4.2.7)

With a large amount of effort, it is possible to calculate the means of these densities (the MMSE estimates.) Suppose there are \( M \) different bins \([L_i, U_i]\) for \( i = 1, \ldots, M \).
and \( n_i \) samples \( x_i \) in each bin, \( \sum_{i=1}^{M} n_i = N \). Then the MMSE parameter estimate can be written in the form:

\[
\begin{align*}
\sum_{k_1=1}^{n_1} \cdots \sum_{k_M=1}^{n_M} \left[ \frac{n_i!}{\prod_{i=1}^{M} (-1)^{k_i} (n_i - k_i)! k_i!} \right] \frac{1}{\left( \epsilon_0 + \sum_{i=1}^{M} (n_i - k_i) L_i + k_i U_i \right)^2} \\
\sum_{k_1=1}^{n_1} \cdots \sum_{k_M=1}^{n_M} \left[ \frac{n_i!}{\prod_{i=1}^{M} (-1)^{k_i} (n_i - k_i)! k_i!} \right] \frac{1}{\left( \epsilon_0 + \sum_{i=1}^{M} (n_i - k_i) L_i + k_i U_i \right)}
\end{align*}
\]  

(4.2.8)

Unfortunately, this formula is not only messy to compute, but is also numerically ill-behaved. A similar formula for the MMSE sample estimates can be given, but it involves logarithms and is even messier and even worse behaved. Furthermore, if any \( U_i = \infty \) then the expectation of \( x_i \) happens to be infinite.

Fortunately, our four iterative MCEM and MAP algorithms take a much simpler and more robust form in this problem. The reason is that the Exponential density forms a family of exponential densities:

\[
p(x_1, \ldots, x_N, \phi) = \left[ e^{\epsilon_0 N} \right] \exp \left[ \phi \left( -\epsilon_0 - \sum_{i=1}^{N} x_i \right) \right]
\]

\[
= h(\phi) \exp \left[ \pi(\phi) t(x) \right]
\]  

(4.2.9)

where \( h(\phi), \pi(\phi) \) and \( t(x) \) are defined in an obvious way.

2.3. MCEM

Substituting formula (4.2.9) into the MCEM algorithm of chapter 3 shows that the estimated signal and parameter densities \( q_x \) and \( q_\phi \) will be truncated Exponential and Gamma densities respectively:
\( \hat{q}_{X_{i+1}}(x_1, \ldots, x_N) = \prod_{i=1}^{N} \hat{q}_{X_{i+1}}(x_i) \)  

(4.2.10)

where:  
\( \hat{q}_{X_{i+1}}(x_i) = \begin{cases} 
    c_{x_i} \exp(-\hat{\phi}_k x_i) & \text{for } L_i \leq x_i \leq U_i \\
    0 & \text{else}
\end{cases} \)

and:

\[ \hat{q}_{\Phi_{i+1}}(\phi) = c_{\phi} \phi^N \exp \left[ -\phi \left( \epsilon_0 + \sum_{i=1}^{N} \hat{x}_{i,k-1} \right) \right] \]  

(4.2.11)

where \( c_{x_i} \) and \( c_{\phi} \) are normalization constants, and \( \hat{\Phi}_k \) and \( \hat{x}_{i,k-1} \) are conditional expectations:

\[ \hat{\phi}_k = E_\Phi \left[ \phi \left| \hat{q}_{\Phi_k} \right. \right] = \int_0^\infty \phi \hat{q}_{\Phi_k}(\phi) d\phi = \frac{N-1}{\epsilon_0 + \sum_{i=1}^{N} \hat{x}_{i,k}} \]  

(4.2.12)

and:

\[ \hat{x}_{i,k+1} = E_{X_i} \left[ x_i \left| \hat{q}_{X_{i+1}} \right. \right] = \int_{L_i}^{U_i} x_i \hat{q}_{X_{i+1}}(x_i) dx_i \]

\[ = L_i + \frac{1}{\hat{\phi}_k} \left[ 1 - \frac{\delta_i e^{-\delta_i}}{1 - e^{-\delta_i}} \right] \]  

(4.2.13)

In fact, from the last formulas, it is clear that explicitly calculating the densities \( \hat{q}_{X_k} \) and \( \hat{q}_{\Phi_k} \) is unnecessary since we can directly calculate the conditional expectations \( \hat{\phi}_k \) and \( \hat{x}_k \) as follows:
MCEM Iterative Algorithm:

Guess \( \hat{x}_{i,0} \)

For \( k = 0, 1, \ldots \)

\[
\hat{\phi}_{k+1} = \frac{N+1}{\epsilon_0 + \sum_{i=1}^N \hat{x}_{i,k}}.
\]

\[
\hat{x}_{i,k+1} = L_i + \frac{1}{\hat{\phi}_{k+1}} \left[ 1 - \frac{\delta_i e^{-\delta_i}}{1 - e^{-\delta_i}} \right]
\]

where: \( \delta_i = \hat{\phi}_{k+1}(U_i - L_i) \)

We start by guessing the initial sample values \( \hat{x}_{i,0} \) to be somewhere in the middle of their known range. The parameter is then estimated exactly as if we were calculating its mean value given the sample values \( \hat{x}_{i,k} \). (Compare with the classical estimate (4.2.3a).) The samples are then reestimated exactly as if we were calculating their mean values given the parameter value \( \hat{\phi}_k \). (Compare with the classical estimate (4.2.5a).) The algorithm then iterates, using the improved sample estimates to improve the next parameter estimate. Each iteration decreases the cross-entropy, and Appendix C proves that the algorithm converges to the unique solution to the MCEM problem. Furthermore, the convergence rate is geometric in the sense that:

\[
\left| \frac{1}{\hat{\phi}_{k+1}} - \frac{1}{\hat{\phi}_k} \right| \leq \frac{N}{N+1} \left| \frac{1}{\hat{\phi}_k} - \frac{1}{\hat{\phi}_{k-1}} \right| \quad \text{for all } k
\] (4.2.14)

Appendix C also shows that:

\[
H(\hat{q}_{X_{k+1}}, \hat{q}_{\phi_1}) = K - \log \left[ \hat{\phi}_k p(\hat{X}, \hat{\phi}_k) \right]
\] (4.2.15)

where \( K \) is a constant. MCEM thus increases \( \hat{\phi}_k p(\hat{X}, \hat{\phi}_k) \) on each iteration, and Appendix C shows that the limit point \( \phi_\ast \) will also be the global maximum of \( \phi p(\hat{X}, \phi) \). This formula also implies that if PARMAP is asymptotically consistent with
p(X|\phi) approaching an impulse at the true value of \phi as N \to \infty, then MCEM will also be asymptotically consistent.

2.4. PARMAP

The PARMAP algorithm is virtually identical to the MCEM algorithm except that we constrain the parameter density to be an impulse function \delta(\phi - \hat{\phi}). The resulting sample density estimate will have the same form as in the MCEM algorithm:

$$\hat{q}_{X_i}(x_1, \ldots, x_N) = \prod_{i=1}^{N} \hat{q}_{X_{i,\lambda}}(x_i)$$  \hspace{1cm} (4.2.16)

where:

$$\hat{q}_{X_{i,\lambda}}(x_i) = \begin{cases} 
  c_i \exp(-\hat{\phi}_k x_i) & \text{for } L_i \leq x_i \leq U_i \\
  0 & \text{else}
\end{cases}$$

where the parameter value \hat{\phi}_k is determined by:

$$\hat{\phi}_k = \max_{\phi > 0} \phi^N \exp \left[ -\phi \left( \epsilon_0 + \sum_{i=1}^{N} \hat{x}_{i,\lambda-1} \right) \right]$$  \hspace{1cm} (4.2.17)

where:

$$\hat{x}_{i,\lambda-1} = E_{X_i} \left[ x_i \mid \hat{q}_{X_{i,\lambda-1}}(x_i) \right]$$

Solving (4.2.17) gives the algorithm:

<table>
<thead>
<tr>
<th>PARMAP Iterative Algorithm:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guess x_i</td>
</tr>
<tr>
<td>For k = 0, 1, \ldots</td>
</tr>
<tr>
<td>\hat{\phi}<em>{k+1} = \frac{N}{\epsilon_0 + \sum</em>{i=1}^{N} \hat{x}_{i,\lambda}}</td>
</tr>
<tr>
<td>\hat{x}<em>{i,\lambda+1} = L_i + \frac{1}{\hat{\phi}</em>{k+1}} \left[ 1 - \frac{\delta_i e^{-\delta_i}}{1 - e^{-\delta_i}} \right]</td>
</tr>
<tr>
<td>where: \delta_i = \hat{\phi}_{k+1}(U_i - L_i)</td>
</tr>
</tbody>
</table>

PARMAP thus iterates between calculating the mode of the parameter value as if the sample values were actually \hat{x}_{i,\lambda} (compare with (4.2.3b)) and then calculating the condi-
tional mean of the sample value \( \hat{x}_{i,k+1} \) as if the parameter value were actually \( \hat{\phi}_k \). Note that, as might be expected from the relationship in (4.2.15), the only difference between MCEM and PARMAP is that the formula for \( \hat{\phi}_{k+1} \) in PARMAP has a factor of \( N \), while the MCEM formula has a factor of \( N - 1 \). Each iteration increases the likelihood function \( \log p(X_1, \ldots, X_N, \phi) \) and Appendix C proves that as long as at least one \( U_i \) is finite, then the iteration converges to the unique solution to the PARMAP problem. Furthermore, the convergence rate is roughly linear, satisfying:

\[
\left| \frac{1}{\hat{\phi}_{k+1}} - \frac{1}{\hat{\phi}_k} \right| < \frac{1}{\hat{\phi}_k} - \frac{1}{\hat{\phi}_{k-1}} \tag{4.2.18}
\]

If all the \( U_i \) were infinite, then the PARMAP solution would be \( \hat{\phi} = 0 \), and the parameter estimates would converge to this estimate at a sublinear rate (see Appendix C).

2.5. SIGMAP

In the SIGMAP algorithm, we constrain the signal density to be an impulse function \( \hat{q}_{X_s}(x_1, \ldots, x_N) = \delta(x_1 - \hat{x}_1) \cdots \delta(x_N - \hat{x}_N) \). The parameter density has the same form as in the MCEM algorithm:

\[
\hat{q}_{\Phi_{k+1}}(\phi) = c_\phi \phi^N \exp \left[ -\phi \left( \epsilon_0 + \sum_{i=1}^{N} \hat{x}_{i,k+1} \right) \right] \tag{4.2.19}
\]

where the signal estimate \( \hat{x}_{i,k} \) is found by solving:

\[
\hat{x}_{i,k+1} = \max_{L_i \leq x_i \leq U_i} c_i \exp \left( -\hat{\phi}_k x_i \right) \tag{4.2.20}
\]

where: \( \hat{\phi}_k = E_\Phi \left[ \phi \mid q_{\Phi_k} \right] \)

Notice, however, that the solution to (4.2.20) will always be \( \hat{x}_{i,k+1} = L_i \), and thus the SIGMAP problem reduces to a single pass:
SIGMAP Algorithm:

\[
\begin{align*}
\hat{x}_i &= L_i \\
\phi &= \frac{N-1}{N} \\
&= \frac{e_0 + \sum_{i=1}^{N} \hat{x}_i}{e_0 + \sum_{i=1}^{N} x_i}
\end{align*}
\]

The mode of the signal is calculated as if the parameter value were known - this always gives the same estimate \(L_i\). Then the mean of the parameters is calculated as if the signal value were known to be \(\hat{x}_i\). (Compare with (4.2.5b) and (4.2.3a).) No iteration is necessary. Note, however, that the signal estimate significantly underestimates the correct signal value, and thus we would expect the SIGMAP parameter estimate to be strongly biased toward large values of \(\hat{\phi}_k\). Finally, note that this solution could have been derived directly by recognizing that the SIGMAP marginal density:

\[
p(x, \Phi) = \frac{N!}{\left(\frac{e_0 + \sum_{i=1}^{N} x_i}{N} - 1\right)} (\text{4.2.21})
\]

is maximized at \(x_i = L_i\).

2.6. PSMAP

The PSMAP algorithm alternates between a maximization over the signal space and a maximization over the parameter space. Substituting (4.2.9) into the PSMAP algorithm gives:

\[
\begin{align*}
\hat{x}_{i,k+1} &= \max_{L_i \leq x_i \leq \hat{u}_i} c_{x_i} \exp \left( -\hat{\phi}_k x_i \right) \\
\phi_{k+1} &= \max_{\phi \geq 0} c_{\phi} \phi^N \exp \left( -\phi \left( e_0 + \sum_{i=1}^{N} \hat{x}_{i,k+1} \right) \right) \tag{4.2.22b}
\end{align*}
\]

The solution for \(\hat{x}_{i,k+1}\), however, is always \(\hat{x}_{i,k+1} = L_i\). Thus no iteration is necessary, and the solution to PSMAP will be:
PSMAP Algorithm:

\[
\hat{x}_i = L_i \\
\hat{\phi} = \frac{N}{e_0 + \sum_{i=1}^{N} \hat{x}_i}
\]

The signal estimate is calculated as if we were finding its mode given the parameter value \(\hat{\phi}\). The parameter value is then reestimated as if we were finding its mode given the signal value \(\hat{x}_i\). Note that the signal estimate \(\hat{x}_i\) significantly underestimates the actual value of \(x_i\), and thus the parameter estimate will be strongly biased toward large values of \(\phi\).

2.7. Maximum Likelihood Applications

In some cases, there is no justification for treating the parameter \(\phi\) as a Bayesian random variable. This difficulty can be handled by treating \(\phi\) as a Fisher non-random constant, as in chapter 2 section 8, and deriving the PARML and PSML algorithms for this example. Fortunately, in this example, an exactly equivalent but simpler approach would be to make the a priori density "flat" by choosing \(e_0=0\). No other changes are necessary to the iterative algorithms themselves, although the convergence results must be modified slightly. MCEM still converges at a geometric rate to the unique solution; the problem is that if all \(L_i=0\) then \(\hat{\phi}_{k+1} \geq \frac{N+1}{N} \hat{\phi}_k\) and \(\hat{\phi}_k \rightarrow \infty\) as \(k \rightarrow \infty\) (\(\hat{\phi}=\infty\) is the global minimum of the cross-entropy.) PARML is only guaranteed to converge to the unique solution of \(\max_{\phi} p(X|\phi)\) if at least one value \(U_i\) is finite and at least one value \(L_i\) is non-zero. Three special cases must be recognized for PARML when \(e_0=0\):
a) All $U_i = \infty$, but at least one $L_i$ is non-zero:
  - then $\hat{\phi}_k \rightarrow 0$, $\hat{x}_{i,k} \rightarrow \infty$ as $k \rightarrow \infty$

b) All $L_i = 0$ but at least one $U_i$ is finite:
  - then $\hat{\phi}_k \rightarrow \infty$, $\hat{x}_{i,k} \rightarrow 0$ as $k \rightarrow \infty$

c) All $L_i = 0$, all $U_i = \infty$
  - then $\hat{\phi}_k = \hat{\phi}_0$ and all values $\hat{\phi} = 0$ are global maxima of $p(X | \phi)$

This last case is particularly silly, since it implies that nothing whatsoever is known about the value of any of the samples. Finally, SIGMAP and PSMAP will have solutions if $\epsilon_0 = 0$, but if all the $L_i = 0$ then $\hat{\phi} = \infty$.

2.8. Comparison of the Algorithms

To compare the algorithms, we consider a specific example. We start with an Exponential density with parameter $\phi = 0.2$, and choose a nearly flat a priori density with $\epsilon = 10^{-4}$. We draw $N$ independent random samples $x_i$, and group them into 5 bins, $0 \leq x_i < 1$, $1 \leq x_i < 2$, $2 \leq x_i < 3$, $3 \leq x_i < 4$ and $4 \leq x_i$. (Note that this is a rather lopsided selection of bins since the average value of $x_i$ will be about 5, and thus over half the samples will fall in the last bin.) Given the count of how many samples are in each bin, we apply each of our algorithms to estimate the parameters of the density. Figures 4.1 and 4.2 show histograms of the parameter estimates generated by our algorithms for 500 sequences of $N = 10$ and $N = 100$ samples each. Table 4.1 below summarizes the average value of $\hat{\phi}$ and its standard deviation for each method:
Table 4.1 - Average values of $\hat{\phi}$ for 500 sequences
(true value = 0.2)

The classical parameter estimate, using the actual values of $x_i$ is the best, of course, since grouping the data into bins can only increase our uncertainty about the parameter. MMSE and MCEM using the grouped data comes very close to the classical estimate, giving virtually identical parameter estimates centered around the same value. (For $N=10$, MCEM and MMSE seem to agree to about 3 decimal places.) This is somewhat surprising, since the MMSE estimate (4.2.8) appears quite different from the iteratively calculated MCEM estimate, and is not only much more difficult to compute, but is also numerically ill-behaved. In fact, even with 64 bits of precision, the MMSE estimate (4.2.8) cannot be computed reliably for $N>20$. (Note we were unable to compute the MMSE estimate for $N=100$.) MCEM, on the other hand, is simple to compute, numerically robust, and converges at a linear rate, cutting the error by about half on each iteration. PARMAP gives estimates which are somewhat smaller than MCEM, MMSE and the classical estimates, though they are still close. Convergence is at about the same rate as MCEM. (The fact that PARMAP actually comes closest to the true value 0.2 is misleading; the standard for comparison must be the classical estimate, which represents the optimal estimate of $\hat{\phi}$ if the data were uncorrupted by grouping.) SIGMAP and PSMAP are both heavily biased, and in this example are off
Figure 4.2 - Histograms of $\hat{\phi}$ for $N=100$, Exponential Density
Figure 4.1 - Histograms of $\phi$ for $N = 10$, Exponential Density
by nearly a factor of 2 (Choosing a less lopsided selection of bins would decrease the bias of these methods.)

Examining the histograms of the parameter estimates for $N=100$, the classical method, MCEM and PARMAP all give estimates which cluster tightly about the true value $\hat{\phi}=0.2$. This indicates that both MCEM and PARMAP using grouped data are asymptotically consistent. (Appendix C argues that MCEM will be asymptotically consistent whenever PARMAP is consistent. For a detailed discussion of consistency with grouped data, see Kulldorff [1].) SIGMAP and PSMAP cluster tightly around a heavily biased value of 0.4; these methods are definitely not asymptotically consistent.

To summarize, therefore, given grouped data the MMSE estimate is almost as good as the estimates we could calculate when there are no uncertainties in the measured values. Unfortunately, even though an analytic expression for this estimate exists, it is difficult or impossible to compute reliably. MCEM, PARMAP, SIGMAP, and PSMAP, on the other hand, are numerically robust and quite easy to compute, since they simply alternate between calculating the mean or mode of the parameters $\hat{\phi}_k$, and the mean or mode of the samples $\hat{x}_{i,k}$. MCEM appears to perform exactly as well as MMSE, while PARMAP gives estimates which are somewhat low. Both methods appear to be asymptotically consistent, and both converge relatively quickly. Faster convergence could be achieved by using Aitken extrapolation or a related technique. [2] SIGMAP and PSMAP are even easier to compute than MCEM or PARMAP, since no iteration is required; however, they are both strongly biased toward large values of $\phi$. 
3. Gaussian Density

Very similar conclusions can be drawn about the relative performance of our algorithms when we consider the same problem but with a Gaussian distribution instead of an Exponential density. Suppose that the probability density \( p(x | \phi) \) is Gaussian, \( N(\mu, \sigma^2) \), with unknown mean \( \mu \) and variance \( \sigma^2 \):

\[
p(x_i | \mu, \sigma^2) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{1}{2\sigma^2} (x_i - \mu)^2 \right)
\]

(4.3.1)

We consider the case when the variance \( \sigma^2 \) is known in section 3.8. When \( \sigma^2 \) is unknown, it is convenient to take the parameters of the sample distribution to be the mean, \( \mu \), and the inverse variance \( s = \frac{1}{\sigma^2} \). Let us assume an a priori density \( p(\mu, s) = p(\mu | s)p(s) \) in which \( p(\mu | s) \) is a Gaussian with zero mean and variance \( \frac{1}{\epsilon s} - \frac{s^2}{\epsilon} \), and \( p(s) \) is Exponential:

\[
p(\mu | s) = \frac{1}{\sqrt{2\pi/\epsilon s}} \exp \left( -\frac{1}{4\epsilon s} \mu^2 \right)
\]

(4.3.2)

\[
p(s) = \eta \exp(-\eta s) \quad \text{for } s \geq 0
\]

By letting \( \epsilon, \eta \to 0 \), we can simulate arbitrarily "flat" a priori densities. Given only the information that \( N \) independent samples \( x_i \) were drawn from this density and that they were in the ranges \( L_i \leq x_i \leq U_i \), we wish to estimate \( \hat{\mu} \), \( \hat{s} \), and the actual values of \( x_i \).

3.1. Classical Approach

If the samples were known exactly, then the unknown parameters could be estimated by finding the mean of the density \( p(\mu, s | x) \) over the space \( \Phi = \{ (\mu, s) | s \geq 0 \} \):

\[
\hat{\mu} = \mathbb{E}_{\Phi}[\mu | x] = \frac{1}{N + \epsilon} \sum_{i=1}^{N} x_i
\]

(4.3.3)
\[ \hat{s} = \frac{1}{\hat{\sigma}^2} = E_{p_q}[s \mid \hat{x}] = \frac{N+2}{2\eta - \epsilon \hat{\mu}^2 - \sum_{i=1}^{N} (x_i - \hat{\mu})^2} \]

The mean is estimated by averaging the samples, and the variance is estimated by computing the sample variance. Slight corrections for the \textit{a priori} density are included in these formulas.

Conversely, if the mean and variance were known, then we could estimate the samples by calculating their expectation:

\[ \hat{x}_i = E_{X_i}[x_i \mid \mu, s] = \mu - \sigma \left[ \frac{\exp\left(-\frac{1}{4} \hat{U}_i^2\right) - \exp\left(-\frac{1}{4} \hat{L}_i^2\right)}{\text{erf}(\hat{U}_i) - \text{erf}(\hat{L}_i)} \right] \]

where: \( \text{erf}(y) = \frac{1}{\sqrt{2\pi}} \int_0^y \exp(-\frac{1}{4}x^2) \, dx \)

\[ \hat{L}_i = \frac{L_i - \mu}{\sigma} \]
\[ \hat{U}_i = \frac{U_i - \mu}{\sigma} \]

A much simpler, though less satisfactory estimate would be the sample mode:

\[ \hat{x}_i = \max_{L_i \leq x_i \leq U_i} p(x_i \mid \mu, s) = \begin{cases} L_i & \text{if } \mu \leq L_i \\ \mu & \text{if } L_i \leq \mu \leq U_i \\ U_i & \text{if } U_i \leq \mu \end{cases} \]

It is also sometimes convenient to know the variance of the sample:

\[ \text{Var}_{X_i}[x_i \mid \mu, s] = \sigma^2 \left[ 1 - \frac{\hat{U}_i \exp\left(-\frac{1}{4} \hat{U}_i^2\right) - \hat{L}_i \exp\left(-\frac{1}{4} \hat{L}_i^2\right)}{\text{erf}(\hat{U}_i) - \text{erf}(\hat{L}_i)} \right] - (\hat{x}_i - \mu)^2 \]

These formulas represent a lower limit on the complexity of any estimation routine which must deal with the far more complicated situation where both the parameters and the samples are uncertain.
3.2. MMSE

When both the parameters $\mu$ and $s$ are unknown and the measurements $x_i$ are imprecise, the logical approach would be to compute the marginal densities:

$$p(X, \mu, s) = p(\mu, s) \prod_{i=1}^{N} \int_{L_i}^{U_i} p(x_i | \mu, s) \, dx_i$$

$$= p(\mu, s) \prod_{i=1}^{N} \left[ \text{erf} \left( \frac{U_i - \mu}{\sigma} \right) - \text{erf} \left( \frac{L_i - \mu}{\sigma} \right) \right] \quad (4.3.7)$$

and:

$$p(x, \Phi) = \int_{0}^{\infty} ds \int_{-\infty}^{\infty} d\mu \, p(x, \mu, s) \, d\mu \, ds$$

$$= K \int_{0}^{\infty} s^{N/2} \exp \left[ -s \left( \eta + \frac{1}{s} x^T \Sigma^{-1} x \right) \right]$$

$$= \frac{K'}{\left( \eta + \frac{1}{s} x^T \Sigma^{-1} x \right)^{N/2+1}} \quad (4.3.8)$$

where: $\Sigma^{-1} = I - \frac{1}{N+\epsilon} \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}$

and then we could calculate the mean (MMSE estimate) or mode (PARMAP or SIGMAP) of these densities. Clearly either of these approaches would be rather difficult.

Fortunately, all four of our estimation algorithms take a relatively simple form for this problem. The reason is that $p(x, \mu, s)$ forms an exponential family of densities:
\[
p(x, \mu, s) = \left[ \sqrt{\pi} \eta \left( \frac{s}{2 \pi} \right)^{\frac{N-1}{2}} \exp \left[ -s \left( \eta + \frac{N + \epsilon}{\mu} \right) \mu^2 \right] \right] \times \exp \left[ -\frac{1}{2s} \sum_{i=1}^{N} x_i^2 + s \mu \sum_{i=1}^{N} x_i \right] \\
= h(\mu, s) \exp \left( \pi_1(\mu, s)t_1(x) + \pi_2(\mu, s)t_2(x) \right) \tag{4.3.9}
\]

where these terms are defined in an obvious way. Note carefully that the "natural" parameters of the density are \( \pi_1(\mu, s) = \frac{1}{\sigma^2} \) and \( \pi_2(\mu, s) = \frac{\mu}{\sigma^2} \); we will return to this point later.

### 3.3. MCEM

By substituting the density (4.3.9) into the MCEM algorithm, we can show that MCEM will generate a sequence of truncated Gaussian sample densities of the form:

\[
\hat{q}_X(x) = \prod_{i=1}^{N} \hat{q}_X(x_i) \tag{4.3.10}
\]

where:

\[
\hat{q}_X(x_i) = \begin{cases} 
  c_x \exp \left( -\frac{1}{2s} (x_i - \hat{\mu})^2 \right) & \text{for } L_i \leq x_i \leq U_i \\
  0 & \text{else}
\end{cases}
\]

and parameter densities \( \hat{q}_\phi(\mu, s) = \hat{q}_\phi(\mu | s) \hat{q}_\phi(s) \) which are the product of a Gaussian density \( \hat{q}_\phi(\mu | s) \) and a Gamma density \( \hat{q}_\phi(s) \):

\[
\hat{q}_\phi(\mu | s) = \left( \frac{s(N + \epsilon)}{2\pi} \right)^{\frac{1}{2}} \exp \left( -\frac{s(N + \epsilon)}{2} \left( \mu - \frac{1}{N + \epsilon} \sum_{i=1}^{N} \hat{x}_i \right)^2 \right) \tag{4.3.11}
\]

\[
\hat{q}_\phi(s) = \frac{\hat{\nu}^{N/2 + 1}}{(N/2)!} s^{N/2} \exp \left( -\hat{\nu} \right)
\]

The coefficients \( \hat{\mu}, \hat{s}, \hat{x}_i, \hat{\nu} \) of these densities can be iteratively calculated as follows:
MCEM Iterative Algorithm:

Guess $\hat{\mu}_0, \hat{\sigma}_0 = \frac{1}{\hat{\sigma}_0^2}$

For $k = 0, 1, \ldots$

\[
\hat{x}_{i,k+1} = E_{X_i}\left[ x_i \mid \hat{\mu}_k, \hat{\sigma}_k \right]
\]
\[
\hat{V}_{i,k+1} = \text{Var}_{X_i}\left[ x_i \mid \hat{\mu}_k, \hat{\sigma}_k \right]
\]
\[
\hat{\mu}_{k+1} = \frac{1}{N + \varepsilon} \sum_{i=1}^{N} \hat{x}_{i,k+1}
\]
\[
\hat{\sigma}_{k+1}^2 = \frac{1}{\hat{\sigma}_{k+1}^2} = \frac{\hat{V}_{k+1}}{\frac{4N}{N+1} = \frac{2\varepsilon + \hat{\mu}_{k+1}^2 + \sum_{i=1}^{N} (\hat{x}_{i,k+1} - \hat{\mu}_{k+1})^2 + \hat{V}_{i,k+1}}{N+2}}
\]

We start by guessing estimates of the sample mean and variance. The samples are then estimated by calculating their expected value $\hat{x}_{i,k+1}$ given $\hat{\mu}_k$ and $\hat{\sigma}_k^2$ using formula (4.3.4). The variance of this estimate $\hat{V}_{i,k+1}$ is also calculated using formula (4.3.6).

We now reestimate the sample mean $\hat{\mu}_{k+1}$ by averaging the individual sample estimates. The variance $\hat{\sigma}_{k+1}^2$ is reestimated by combining the variance of the sample means about the distribution mean, $\sum (\hat{x}_i - \hat{\mu})^2$, together with the estimated variance $\hat{V}_{i,k+1}$ of each sample $x_i$ about the sample mean $\hat{x}_i$. Additional small correction terms which account for the a priori density are also included. We then iterate, using the improved mean and variance estimates to improve our estimates of the samples. Each iteration decreases the cross-entropy, and Appendix C proves that the estimates remain bounded and thus converge to the set of stationary points of the algorithm and critical points of the cross-entropy function. Appendix C also shows that:

\[
H(q_{X_{k+1}^A}, q_{\Phi_{k}}) = K - \log \left[ \hat{s}_{k}^A p(X, \hat{\mu}_k, \hat{\sigma}_k) \right]
\]

(4.3.12)

where $K$ is a constant. As shown in Appendix C, each MCEM iteration thus also increases $\hat{s}_{k}^A p(X, \hat{\mu}_k, \hat{\sigma}_k)$, and the limit points of the algorithm will also be critical points
of \( s \) \( p(\mathbf{X}, \mu, s) \). This implies that MCEM will give parameter estimates which are similar to the PARMAP estimates found by maximizing \( p(\mathbf{X}, \mu, s) \), except that MCEM will give larger estimates of \( s \), and thus smaller estimates of the variance \( \hat{s}^2 = \frac{1}{s} \). If PARMAP is asymptotically consistent, with \( p(\mathbf{X}, \mu, s) \) approaching an impulse at the actual parameter value as \( N \to \infty \), then (4.3.12) suggests that MCEM will also be asymptotically consistent as \( N \to \infty \). Lastly, we conjecture that both MCEM and PARMAP have a unique global optimum and critical point, and that the algorithm converges to this solution; unfortunately, we have not been able to prove this. (The proof of convergence in Appendix C only guarantees convergence to the set of critical points of the cross-entropy.)

3.4. PARMAP

The PARMAP algorithm is derived in a similar manner, except that we constrain the parameter density estimate to be an impulse function.

\[
\hat{q}_\Phi(\mu, s) = \delta(\mu - \hat{\mu}) \delta(s - \hat{s})
\]

(4.3.13)

The signal density \( \hat{q}_X(\mathbf{x}) = p_X(\mathbf{x} \mid \hat{\mu}, \hat{s}) \) will be a truncated Gaussian density, exactly as in the MCEM algorithm (4.3.10). The coefficients of these densities will be calculated by the following:
PARMAP Iterative Algorithm:

Guess $\hat{\mu}_0, \hat{\sigma}_0 = \frac{1}{\hat{\sigma}_0^2}$

For $k = 0, 1, \ldots$

$$\hat{x}_{i,k+1} = \mathbb{E}_{X_i} \left[ x_i \mid \hat{\mu}_k, \hat{\sigma}_k \right]$$

$$\hat{V}_{i,k+1} = \text{Var}_{X_i} \left[ x_i \mid \hat{\mu}_k, \hat{\sigma}_k \right].$$

$$\hat{\mu}_{k+1} = \frac{1}{N + \epsilon} \sum_{i=1}^{N} \hat{x}_{i,k+1}$$

$$\hat{\sigma}_{k+1}^2 = \frac{2\eta + \epsilon \hat{\mu}_{k+1}^2 + \sum_{i=1}^{N} (\hat{x}_{i,k+1} - \hat{\mu}_{k+1})^2 + \hat{V}_{i,k+1}}{N + 1}$$

As suggested by the relationship in (4.3.12), the PARMAP algorithm has exactly the same structure as the MCEM algorithm except that the estimate of the variance is slightly larger. We start with an initial estimate of the distribution mean and variance. Each sample is then estimated by calculating its conditional mean $\hat{x}_{i,k+1}$ given $\hat{\mu}_k$ and $\hat{\sigma}_k^2$. The variance $\hat{V}_{i,k+1}$ of this estimate is also calculated. The distribution mean $\hat{\mu}_{k+1}$ is then recalculated by averaging the individual sample estimates. The distribution variance $\hat{\sigma}_{k+1}^2$ is estimated by combining the variance of the sample means about the distribution mean, $\sum(\hat{x}_i - \hat{\mu})^2$, with the variance $\hat{V}_{i,k+1}$ of each individual sample $x_i$ about the sample mean $\hat{x}_i$. Note that in calculating $\hat{\sigma}_{k+1}^2$, PARMAP divides by $N + 1$ while MCEM divides by $N + 2$; this is the sole difference between the algorithms. Each iteration increases the likelihood function $p(X, \hat{\mu}_k, \hat{\sigma}_k)$, and Appendix C proves that the estimates are bounded and converge to the set of stationary points of the algorithm and critical points of $p(X, \mu, \sigma)$. We conjecture that this density has only a single critical point, though we have not been able to prove this. PARMAP will generally be asymptotically consistent as $N \to \infty$. 
3.5. SIGMAP

The SIGMAP algorithm constrains the estimated sample density to be an impulse function:

\[ q_{\hat{X}}(x_i) = \delta(x_i - \hat{x}_i) \]  

(4.3.14)

while the estimated parameter density \( q_{\Phi}(\mu, s) = p_{\Phi, \hat{X}}(\mu, s | \hat{x}) \) will be the product of a Gaussian \( q_{\Phi}(\mu | s) \) with a Gamma density \( q_{\Phi}(s) \), as in the MCEM algorithm (4.3.11). Substituting these densities into the SIGMAP algorithm and simplifying yields the following algorithm for calculating the coefficients of these densities:

**SIGMAP Iterative Algorithm:**

Guess \( \hat{\mu}_0, \hat{s}_0 = \frac{1}{\hat{s}_0^2} \)

For \( k = 0, 1, \ldots \)

\[ \hat{x}_{i,k-1} = \begin{cases} 
L_i & \text{if } \hat{\mu}_k \leq L_i \\
\hat{\mu}_k & \text{if } L_i \leq \hat{\mu}_k \leq U_i \\
U_i & \text{if } U_i \leq \hat{\mu}_k 
\end{cases} \]

\[ \hat{\mu}_{k-1} = \frac{1}{N + \epsilon} \sum_{i=1}^{N} \hat{x}_{i,k-1} \]

Iterate until convergence, then:

\[ \hat{s}^2 = \frac{1}{\hat{s}} = \frac{2 \eta + \epsilon \hat{\mu}^2 - \sum_{i=1}^{N} (\hat{x}_i - \hat{\mu})^2}{N + 2} \]

This algorithm is considerably simpler than the MCEM or PARMAP algorithms. We start with estimates of the distribution mean \( \hat{\mu}_k \) and variance \( \hat{s}_k^2 \). Each sample \( x_i \) is estimated by finding the mode of the conditional sample density \( p_{X_i}(x_i | \hat{\mu}_k, \hat{s}_k) \) (compare with (4.3.5).) This is equivalent to finding the value of \( x_i \) in the interval \([L_i, U_i]\) which comes closest to \( \hat{\mu}_k \). The distribution mean is then estimated by averaging these sample estimates. Note that no estimate of the variance is required to calculate the next
estimate of the sample. Thus we can iterate until the estimates of $\hat{\mu}$ and $\hat{x}_i$ converge, and then at the end estimate $\hat{\sigma}^2$ by calculating the variance of the sample estimates $\hat{x}_i$ about the mean $\hat{\mu}$. Each iteration increases the likelihood $p(\hat{x}_k, \Phi)$, and Appendix C proves that the estimates remain bounded and converge to the unique global maximum of $p(\hat{x}_k, \Phi)$. Furthermore, the convergence rate is geometric, with:

$$\left| \hat{\mu}_{k} - \hat{\mu}_{k-1} \right| \leq \frac{N}{N + \epsilon} \left| \hat{\mu}_{k-1} - \hat{\mu}_{k-2} \right| \quad (4.3.15)$$

While SIGMAP is quite simple, its estimates are unfortunately quite poor. The sample estimates are heavily biased in the direction of the distribution mean $\hat{\mu}$; this will usually lead to poor estimates of $\hat{\mu}$. Since the sample estimates $\hat{x}_i$ will be too close to $\hat{\mu}$, and since the formula for $\hat{\sigma}^2$ neglects the variance of the sample within the bin $[L_i, U_i]$, the variance estimate $\hat{\sigma}^2$ will usually be very low. This bias in the SIGMAP estimates usually remains even as $N \to \infty$.

3.6. PS MAP

The PS MAP algorithm iteratively calculates:

$$\hat{\mu}_{k-1} = \max_{L_i \leq \hat{x}_i \leq U_i} p(\hat{x}_i, \hat{\mu}_{k-1}, \hat{\sigma}_{k-1}) \quad (4.3.16)$$

$$\hat{\mu}_{k-1}, \hat{\sigma}_{k-1} = \max_{\mu, \sigma} p(\hat{x}_{k-1}, \mu, \sigma)$$

Substituting the density (4.3.9) and simplifying yields the algorithm:
PSMAP Iterative Algorithm:
Guess \( \hat{\mu}_0, \hat{\sigma}_0 = \frac{1}{\hat{\sigma}_0} \)

For \( k = 0, 1, \ldots \)

\[
\hat{x}_{i, k+1} = \begin{cases} 
L_i & \text{if } \hat{\mu}_k \leq L_i \\
\hat{\mu}_k & \text{if } L_i \leq \hat{\mu}_k \leq U_i \\
U_i & \text{if } U_i \leq \hat{\mu}_k 
\end{cases}
\]

\[
\hat{\mu}_{k+1} = \frac{1}{N + \epsilon} \sum_{i=1}^{N} \hat{x}_{i, k+1}
\]

Iterate until convergence, then:

\[
\hat{\sigma}^2 = \frac{2N + \epsilon \hat{\mu}^2 + \sum_{i=1}^{N} (\hat{x}_i - \hat{\mu})^2}{N + 1}
\]

The PSMAP and SIGMAP algorithms are thus identical in this example, except that at the conclusion PSMAP estimates \( \hat{\sigma}^2 \) by dividing by \( N + 1 \) instead of \( N + 2 \). The same interpretation and convergence results for SIGMAP thus apply to this algorithm as well.

3.7. Faster SIGMAP and PSMAP Algorithm

For this problem, it is actually possible to derive an algorithm for solving SIGMAP and PSMAP which converges in a finite number of steps. The key is to note that:

\[
p(\hat{x}, \Phi) = \frac{K}{\left( \eta + \frac{1}{4} \hat{x}^T \Sigma^{-1} \hat{x} \right)^{N/2 + 1}} \quad (4.3.17)
\]

and:

\[
\max_{\mu, \Sigma} p(x, \mu, \Sigma) = \frac{K}{\left( \eta + \frac{1}{4} \Sigma^{-1} \hat{x} \right)^{(N-1)/2}} \quad (4.3.18)
\]

where: \( \Sigma^{-1} = I - \frac{1}{N + \epsilon} \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} \begin{pmatrix} 1 & \cdots & 1 \end{pmatrix} \)

Maximizing either of these densities (the SIGMAP and PSMAP problems) is thus
equivalent to solving:

$$
\hat{x} = \min_{L_i \leq x_i \leq U_i} x^T \Sigma^{-1} x
$$

(4.3.19)

Since $\Sigma^{-1} > 0$, this is a quadratic programming problem with positive definite quadratic objective function and convex constraint sets. Numerous algorithms are known for solving this problem in a finite number of steps. [3, 4] A particularly efficient algorithm can be developed for the common statistical problem in which we have divided the sample space into $M$ fixed bins:

$$
-\infty = L_0 < U_0 = L_1 < \cdots = L_{M-1} < U_{M-1} = +\infty
$$

(4.3.20)

and we simply counted the number of samples $n_i$ which fall in each bin, $\sum_{i=0}^{M-1} n_i = N$.

Estimating $\hat{\mu}$ involves two conceptually separate steps: finding in which bin $\hat{\mu}$ must lie, and then estimating its exact value within this bin. If we knew that $\hat{\mu}$ were in the $v^{th}$ bin, $L_v \leq \hat{\mu} \leq U_v$, then its exact value could be calculated by:

$$
\hat{\mu} = \frac{1}{N + \epsilon} \left[ \sum_{i=1}^{v-1} n_i U_i + n_v \hat{\mu} + \sum_{i=v+1}^{M-1} n_i L_i \right]
$$

(4.3.21)

$$
= \frac{1}{N - n_v + \epsilon} \left[ \sum_{i=0}^{v-1} n_i U_i + \sum_{i=v+1}^{M-1} n_i L_i \right]
$$

If this value falls within the $v^{th}$ bin’s boundaries, then we have indeed located the unique bin containing $\hat{\mu}$, and have calculated its exact value. If, on the other hand, $U_v < \hat{\mu}$, then it is easy to show that the true SIGMAP solution $\hat{\mu}$ must lie somewhere in bins $v+1$ through $M-1$; if $\hat{\mu} < L_v$, then the SIGMAP solution $\hat{\mu}$ must lie somewhere in bins $0$ through $v-1$. Using a binary search algorithm to efficiently search for the correct bin then gives the following algorithm:
Fast SIGMAP/PSMAP Algorithm:

\( v_0 - 0 \) \text{; } v_0 = \text{guess of which bin } \hat{\mu} \text{ lies in}

size \(- M \) \text{; size = number of bins remaining where } \hat{\mu} \text{ could lie}

\( \hat{\mu} - 0 \) \text{; initial guess for } \hat{\mu}

while (size > 0) {

\[
\nu = v_0 + \text{size}/2
\]

Guess \( \hat{\mu} = \frac{1}{N - n_v + \varepsilon} \left( \sum_{i=1}^{v-1} n_i U_i - \sum_{i=v+1}^{M-1} n_i L_i \right) \)

if \( (L_v \leq \hat{\mu} \leq U_v) \) then:

\( v_0 = \nu \)

goto DONE

else if \( (\hat{\mu} < L_v) \) then

size \(- \text{size}/2 \)

else if \( (\hat{\mu} > U_v) \) then

size \(- \text{size}/2 - 1 \)

\( v_0 = \nu + \text{size}/2 - 1 \)

}

DONE: \( v_0 \) is bin in which \( \hat{\mu} \) lies

\( \hat{\mu} \) is estimate of mean

\[
\hat{x}_i = \begin{cases} 
L_i & \text{if } \hat{\mu} < L_i \\
\hat{\mu} & \text{if } L_i \leq \hat{\mu} \leq U_i \\
U_i & \text{if } U_i < \hat{\mu}
\end{cases}
\]

3.8. Known Variance

The analysis of the problem changes very little if the variance \( \sigma^2 \) is known and does not have to be estimated. We will assume the same \textit{a priori} Gaussian density \( p(\mu) \) as before; an \textit{a priori} density for \( s = \frac{1}{\sigma^2} \) is no longer needed. The same estimation approach used earlier can be applied, with the sole difference that the estimated parameter density \( q_{\Phi}(\mu) \) will only be a function of the unknown mean \( \mu \). Happily, the only change in the algorithms will be that we do not need to calculate \( \hat{\sigma}^2 \). In the MCEM and PARMAP algorithms, this also implies that the individual sample variances \( \hat{V}_{i,k-1} \)
do not have to be calculated. MCEM and PARMAP thus become identical and are considerably simpler than before:

\[
\begin{align*}
\hat{x}_{i,k+1} &= E_{X_i} \left[ x_i \mid \hat{\mu}_k \right], \\
\hat{\mu}_{k+1} &= \frac{1}{N + \epsilon} \sum_{i=1}^{N} \hat{x}_{i,k+1}
\end{align*}
\]

When \( \sigma^2 \) is known, Appendix C proves that this iteration is guaranteed to converge to the unique globally optimum solution to the PARMAP and MCEM problems. Furthermore, the convergence rate is geometric:

\[
\left| \hat{\mu}_{k+1} - \hat{\mu}_k \right| \leq \frac{N}{N + \epsilon} \left| \hat{\mu}_k - \hat{\mu}_{k-1} \right|
\]

(4.3.22)

where this guaranteed convergence rate \( \frac{N}{N + \epsilon} \) is actually very conservative.

The SIGMAP and PSMAP algorithms will have exactly the same structure as before; the only difference is that it is not necessary to estimate \( \sigma^2 \) at the end.

3.9. Maximum Likelihood Algorithms

If we are not allowed to treat \( \mu \) and \( \sigma^2 \) as random variables, then it is necessary to use Fisher estimation techniques, rather than the above algorithms. Unfortunately, it is not sufficient simply to set \( \epsilon = 0 \) and \( \eta = 0 \). Forgetting the philosophical implications, let us first derive the Maximum Likelihood version of MCEM. Substituting the model density \( p(x \mid \mu, \sigma) \) into the ML version of MCEM and simplifying yields:
MCEM Algorithm - ML Version

For \( k = 0, 1, \ldots \)

\[
\hat{x}_{k+1} = E_{X_k} \left[ x_i \mid \hat{\mu}_k, \hat{s}_k \right]
\]

\[
\hat{V}_{i,k+1} = \text{Var}_{X_i} \left[ x_i \mid \hat{\mu}_k, \hat{s}_k \right]
\]

\[
\hat{\mu}_{k+1} = \frac{1}{N} \sum_{i=1}^{N} \hat{x}_{i,k+1}
\]

\[
\hat{s}_{k+1}^2 = \frac{1}{\hat{s}_{k+1}} = \frac{\sum_{i=1}^{N} (\hat{x}_{i,k+1} - \hat{\mu}_{k+1})^2 + \hat{V}_{i,k+1}}{N + 1}
\]

where the expectation and variance of \( x_i \) are calculated as before. Note that in addition to the terms \( \epsilon \) and \( \nu \) being set to zero, the denominator in the expression for \( \hat{s}_{k+1}^2 \) has been changed to \( N + 1 \) from \( N + 2 \) in the Bayesian version. This makes the ML version of the MCEM algorithm perform more like our Bayesian PARMAP algorithm in section 3.4. Each iteration still decreases the appropriate cross-entropy expression and thus improves the estimates. Appendix C proves that if any \( L_i \) and any \( U_j \) are finite, then the parameter estimates will be bounded and thus converge to the set of stationary points of the algorithm and critical points of the cross-entropy.

The PARML algorithm can be derived in the same manner as PARMAP, except that we use the model density \( p(x \mid \mu, s) \) instead of \( p(x, \mu, s) \). The resulting algorithm is identical to the ML version of MCEM, except that the variance is estimated by:

\[
\hat{s}_{k+1}^2 = \frac{1}{\hat{s}_{k+1}} = \frac{\sum_{i=1}^{N} (\hat{x}_{i,k+1} - \hat{\mu}_{k+1})^2 + \hat{V}_{i,k+1}}{N}
\]  \hspace{1cm} (4.3.23)

Note that the denominator is \( N \), not \( N + 1 \) as in the Bayesian version of the algorithm. Each iteration increases the likelihood function \( p(X \mid \hat{\mu}_k, \hat{s}_k) \), and Appendix C proves that if any interval \([L_i, U_i]\) is finite then the estimates remain bounded and converge to the set of stationary points of the algorithm and critical points of the likelihood func-
A Maximum Likelihood version of SIGMAP is not possible. A Fisher PSML algorithm can be easily derived, however, by iteratively maximizing \( p(x; \mu, x) \). The calculation of \( \hat{\mu} \) and \( \hat{x} \) will be unmodified from the Bayesian PSMAP algorithm, except for setting \( \epsilon = 0 \), but the calculation of \( \sigma^2 \) will be:

\[
\sigma^2 = \frac{1}{\hat{x}} \cdot \frac{\sum_{i=1}^{N} (\hat{x}_i - \hat{\mu})^2}{N}
\]

The denominator has changed to \( N \) from \( N + 1 \). Each iteration increases the likelihood function, thus "improving" the estimates. Appendix C proves that the iteration will converge to the convex set of global maximum solutions to the PSML problem. (There may be many such solutions.)

3.10. Comparison of the Algorithms

To compare these algorithms, we will apply them to a problem similar to that used in the last section. We start with a Gaussian density \( p(x_i | \mu, \sigma^2) \) with mean \( \mu = 0 \) and standard deviation \( \sigma = 3 \). Nearly flat \textit{a priori} densities for \( \mu \) and \( x = \frac{1}{\sigma^2} \) are assumed with \( \epsilon = \eta = 10^{-4} \). To estimate the parameters, we draw \( N \) independent samples \( x_i \) from the distribution, and count how many fall into each of five "bins": \( x_i < 0, \ 0 \leq x_i < 1, \ 1 \leq x_i < 2, \ 2 \leq x_i < 3, \) and \( 3 \leq x_i \). (Note that this selection of bins is rather lopsided, since half of the samples fall into the first bin.) Given the count of how many samples fall into each bin, we apply each of our algorithms to estimate the parameters of the density. Tables 4.2 and 4.3 below show the estimates of the "natural" parameters \( \pi_1 = \frac{1}{\sigma^2} \) and \( \pi_2 = \frac{\mu}{\sigma^2} \) generated by our algorithms (see equation (4.3.9)). The classical parame-
ter estimate, using the actual values of \( \chi \), must be taken as the best that is possible, since grouping the data into bins can only increase the uncertainty about the parameters. MMSE using the grouped data is orders of magnitude more difficult than the other methods, since calculating each of the numbers in the table required a multidimensional numerical integration involving 120,000 to 250,000 function evaluations, each of which is as difficult as one iteration of MCEM or PARMAP. Surprisingly, MCEM gives estimates of the natural parameters \( \pi_1 \) and \( \pi_2 \) which are very close to those of MMSE. The convergence speed is moderate; starting from deliberately poor initial estimates of \( \hat{\mu}_0 = -1 \) and \( \hat{\sigma}_0^2 = 1 \), between 20 to 40 iterations were required to converge to machine precision. (MMSE thus requires at least 6000 times more effort to calculate virtually the same estimates!) As expected, PARMAP gives estimates of \( \pi_1 = \mu \) which are smaller than those of MCEM; as a result, its estimates of \( \pi_2 = \mu \), are also somewhat different. Convergence speed is the same as MCEM. SIGMAP and PSMAP give extremely large estimates of \( \pi_1 \), and their estimates of \( \pi_2 \) are very different from MMSE. The last line in these tables corresponds to a sequence where 8 samples fell into the first bin, and the other 2 were in the second bin; beware that the iterative methods required 5 times more iterations than usual to converge.

The above comparison is actually slightly misleading, since we are usually not interested in the "natural" parameters \( \pi_1 \) and \( \pi_2 \), but would prefer estimates of the mean \( \mu \) and variance \( \sigma^2 \). In our iterative algorithms, the structure of \( q_\Phi \) ensures that

\[
E[\mu \mid q_\Phi] = \frac{E[\pi_2 \mid q_\Phi]}{E[\pi_1 \mid q_\Phi]} \quad (4.3.25)
\]

Similarly, for the classical method:

\[
E[\mu \mid x] = \frac{E[\pi_2 \mid x]}{E[\pi_1 \mid x]} \quad (4.3.26)
\]
However, in MMSE the expectation of $\mu$ does not bear any simple relationship to that of $\pi_1$ or $\pi_2$. Table 4.4 compares the estimates of $\hat{\mu}$ generated by all our algorithms on the same data as the other tables. Note that the MMSE estimates $E[\mu | x \in X]$ do not follow MCEM’s estimates very closely, and in fact seem to be closer to PARMAP’s estimates.

Figures 4.3-4.6 show histograms of the estimates of $\hat{\mu}$ and $\hat{\sigma}^2$ generated by the classical method and our four iterative algorithms for 500 sequences of $N = 10$ and $N = 100$ samples each. Note that both MCEM and PARMAP appear to be asymptotically consistent, while SIGMAP and PSMAP appear to be biased. PARMAP’s estimates also appear to have more spread than MCEM’s - in fact to make the histograms clearer, about 8 outlying estimates of $\hat{\sigma}^2$ were omitted from the PARMAP graphs. These extremely large estimates, like the last lines in the tables, were caused by sequences in which nearly all the samples fell in the first bin. PARMAP’s estimates of $\hat{\mu}$ appear slightly closer to the correct value of 0 than MCEM’s estimates, although the difference is minor compared to the standard deviation of the estimates. (As pointed out above, MCEM does best at estimating the "natural" parameters.) MCEM’s estimates of $\hat{\sigma}^2$ were closer to the classical estimate than PARMAP. (Note that PARMAP is actually closer to the true value of $\sigma^2$ than MCEM, but this is misleading since the standard for comparison must be the classical estimate which uses the exact data values that were generated.)

We repeated the same experiment in figures 4.7-4.8 for the case when the variance $\sigma^2 = 9$ was known. Both the MCEM and PARMAP algorithms are identical in this case, and converge at a fast geometric rate, cutting the error about in half on each iteration. SIGMAP and PSMAP are also identical and converge even faster. When
only $\mu$ is unknown, it is feasible to evaluate MMSE for all 500 sequences, since only a single integration was needed. (MMSE still required about 20 times more effort than MCEM or PARMAP.) Note that the MCEM/PARMAP estimates are very close to MMSE, and appear to be asymptotically consistent as $N \to \infty$. SIGMAP/PSMAP is asymptotically biased.

To summarize, therefore, given grouped data the MMSE estimates are not computationally practical to calculate. MCEM, PARMAP, SIGMAP and PSMAP, on the other hand, are numerically robust and easy to compute. MCEM's estimates of the "natural" parameters $\pi_1$ and $\pi_2$ are very close to MMSE's estimates. Both MCEM and PARMAP appear to be asymptotically consistent and both converge relatively quickly. Faster convergence could undoubtedly be achieved by using extrapolation. SIGMAP and PSMAP are the easiest to compute, particularly since an algorithm is available which converges in a finite number of steps, but their estimates are strongly biased.
| Sequence | Classical $E[\pi_1 | x]$ | MMSE $E[\pi_1 | x \in X]$ | MCEM $E[\pi_1 | \hat{q}_\Phi]$ | PARMAP $E[\pi_1 | \hat{q}_\Phi]$ | SIGMAP $E[\pi_1 | \hat{q}_\Phi]$ | PSMAP $E[\pi_1 | \hat{q}_\Phi]$ |
|----------|---------------------------|-----------------------------|-----------------------------|---------------------------|-----------------------------|-----------------------------|
| #1       | 0.216                     | 0.496                       | 0.480                       | 0.350                     | 3.000                       | 2.750                       |
| #2       | 0.231                     | 0.448                       | 0.437                       | 0.370                     | 1.256                       | 1.151                       |
| #3       | 0.104                     | 0.371                       | 0.362                       | 0.294                     | 1.059                       | 0.971                       |
| #4       | 0.087                     | 0.128                       | 0.119                       | 0.076                     | 0.882                       | 0.809                       |
| #5       | 0.216                     | 0.235                       | 0.228                       | 0.177                     | 1.000                       | 0.917                       |
| #6       | 0.127                     | 0.231                       | 0.218                       | 0.143                     | 1.459                       | 1.338                       |
| #7       | 0.130                     | 0.176                       | 0.166                       | 0.108                     | 1.174                       | 1.076                       |
| #8       | 0.120                     | 0.094                       | 0.088                       | 0.056                     | 0.659                       | 0.604                       |
| #9       | 0.202                     | 0.221                       | 0.211                       | 0.153                     | 1.188                       | 1.089                       |
| #10      | 0.102                     | 0.128                       | 0.119                       | 0.076                     | 0.882                       | 0.809                       |
| #11      | 1.128                     | 5.921                       | 10000.000                   | 4926.108                  | 58823.527                   | 55555.555                   |

Table 4.2 - Estimates of $\pi_1 = \frac{1}{\sigma^2}$, Gaussian Density

(true value = .111)

| Sequence | Classical $E[\pi_2 | x]$ | MMSE $E[\pi_2 | x \in X]$ | MCEM $E[\pi_2 | \hat{q}_\Phi]$ | PARMAP $E[\pi_2 | \hat{q}_\Phi]$ | SIGMAP $E[\pi_2 | \hat{q}_\Phi]$ | PSMAP $E[\pi_2 | \hat{q}_\Phi]$ |
|----------|---------------------------|-----------------------------|-----------------------------|---------------------------|-----------------------------|-----------------------------|
| #1       | -0.332                    | -0.246                      | -0.255                      | -0.253                    | 1.000                       | 0.917                       |
| #2       | 0.103                     | 0.491                       | 0.478                       | 0.397                     | 1.535                       | 1.407                       |
| #3       | 0.030                     | 0.496                       | 0.483                       | 0.389                     | 1.412                       | 1.294                       |
| #4       | -0.086                    | -0.018                      | -0.031                      | -0.045                    | 0.706                       | 0.647                       |
| #5       | 0.064                     | 0.137                       | 0.124                       | 0.077                     | 1.000                       | 0.917                       |
| #6       | -0.222                    | -0.173                      | -0.189                      | -0.176                    | 0.649                       | 0.595                       |
| #7       | -0.139                    | -0.142                      | -0.157                      | -0.148                    | 0.652                       | 0.598                       |
| #8       | 0.113                     | 0.153                       | 0.143                       | 0.091                     | 1.024                       | 0.939                       |
| #9       | -0.018                    | -0.014                      | -0.028                      | -0.052                    | 0.832                       | 0.762                       |
| #10      | -0.082                    | -0.018                      | -0.031                      | -0.045                    | 0.706                       | 0.647                       |
| #11      | -0.912                    | -2.022                      | -84.160                     | -59.118                   | -0.118                      | -0.111                      |

Table 4.3 - Estimates of $\pi_2 = \frac{\mu}{\sigma^2}$, Gaussian Density

(true value = 0)
| Sequence | Classical $E[\mu|x]$ | MMSE $E[\mu|x \in X]$ | MCEM $E[\mu|\hat{q}_\phi]$ | PARMAP $E[\mu|\hat{q}_\phi]$ | SIGMAP $E[\mu|\hat{q}_\phi]$ | PSMAP $E[\mu|\hat{q}_\phi]$ |
|----------|---------------------|----------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| #1       | -1.535              | -0.837               | -0.530                      | -0.722                      | 0.333                       | 0.333                       |
| #2       | 0.444               | 1.057                | 1.094                       | 1.073                       | 1.222                       | 1.222                       |
| #3       | 0.291               | 1.314                | 1.337                       | 1.321                       | 1.333                       | 1.333                       |
| #4       | -0.987              | -0.731               | -0.258                      | -0.589                      | 0.800                       | 0.800                       |
| #5       | 0.295               | 0.368                | 0.546                       | 0.437                       | 1.000                       | 1.000                       |
| #6       | -1.749              | -1.421               | -0.867                      | -1.231                      | 0.444                       | 0.444                       |
| #7       | -1.065              | -1.571               | -0.944                      | -1.361                      | 0.556                       | 0.556                       |
| #8       | 0.944               | 1.628                | 1.628                       | 1.630                       | 1.556                       | 1.556                       |
| #9       | -0.087              | -0.455               | -0.134                      | -0.339                      | 0.700                       | 0.700                       |
| #10      | -0.807              | -0.731               | -0.258                      | -0.589                      | 0.800                       | 0.800                       |
| #11      | -0.809              | -0.472               | -0.008                      | -0.012                      | -0.000                      | -0.000                      |

Table 4.4 - Estimates of $\mu$, Gaussian Density
(true value = 0)
Figure 4.3 - Histograms of $\hat{\mu}$ for $\kappa=10$, Gaussian Density
Figure 4.4 - Histograms of $\hat{\sigma}^2$ for $N=10$, Gaussian Density
Figure 4.5 - Histograms of $\hat{\mu}$ for $n=100$, Gaussian Density
Gaussian
sample size = 100
mu = 0.000000 sig = 3.000000 sig2 = 9.000000
number of runs = 500
number of iterations = 20
number of bins = 5

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical</td>
<td>0.031794</td>
<td>8.766372</td>
</tr>
<tr>
<td>MCEM</td>
<td>0.067074</td>
<td>8.478091</td>
</tr>
<tr>
<td>PARNAP</td>
<td>0.044943</td>
<td>8.853516</td>
</tr>
<tr>
<td>SIGMAP</td>
<td>0.909512</td>
<td>1.185291</td>
</tr>
<tr>
<td>PSHAP</td>
<td>0.909512</td>
<td>1.197026</td>
</tr>
</tbody>
</table>

Figure 4.6 - Histograms of $\sigma^2$ for $N=100$, Gaussian Density
Gaussian
sample size = 10
mu = 0.000000 sig = 3.000000 sig^2 = 9.000000
number of runs = 500
number of iterations = 20
number of bins = 5

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical</td>
<td>-0.009152</td>
<td>6.759682</td>
</tr>
<tr>
<td>MMSE</td>
<td>-0.158196</td>
<td>9.000000</td>
</tr>
<tr>
<td>MCEM/PARMAP</td>
<td>-0.114788</td>
<td>9.000000</td>
</tr>
<tr>
<td>SIG/PURBMAP</td>
<td>0.887440</td>
<td>9.000000</td>
</tr>
</tbody>
</table>

Figure 4.7 - Histograms of $\hat{\mu}$ for $N=10,$
Gaussian Density, Known Variance $\sigma^2$
Gaussian
sample size = 100
mu = 0.000000 sig = 3.000000 sig2 = 9.000000
number of runs = 500
number of iterations = 20
number of bins = 5

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical</td>
<td>0.031794</td>
<td>8.766372</td>
</tr>
<tr>
<td></td>
<td>+- 0.315</td>
<td>+- 1.223</td>
</tr>
<tr>
<td>MMSE</td>
<td>0.025196</td>
<td>9.000000</td>
</tr>
<tr>
<td></td>
<td>+- 0.360</td>
<td>+- 0.000</td>
</tr>
<tr>
<td>MMEM/PMAP</td>
<td>0.027354</td>
<td>9.000000</td>
</tr>
<tr>
<td></td>
<td>+- 0.359</td>
<td>+- 0.000</td>
</tr>
<tr>
<td>SIG/PSMAP</td>
<td>0.909512</td>
<td>9.000000</td>
</tr>
<tr>
<td></td>
<td>+- 0.134</td>
<td>+- 0.000</td>
</tr>
</tbody>
</table>

Figure 4.8 - Histograms of \( \hat{\mu} \) for \( N = 100 \),
Gaussian Density, Known Variance \( \sigma^2 \)
4. Conclusions

Our four iterative estimation algorithms represent a numerically robust and computationally efficient approach for estimating parameters of exponential families of densities from grouped or quantized data. Unlike the MMSE method or other Bayesian Minimum Risk estimators which require a complicated integration, these methods simply alternate between estimating the sample values using the latest parameter estimates, then reestimating the parameter values using the samples estimates. Each iteration decreases the appropriate cross-entropy function, and in the case of the MAP algorithms, also increases the appropriate likelihood function. Convergence of all four algorithms can be proven under mild conditions. MCEM and PARMAP, in particular, give nearly unbiased estimates even for small samples, and are asymptotically consistent and efficient in most problems. In the cases we have tested, MCEM's estimates of the "natural" parameters of the densities come especially close to those of MMSE.

While we have only considered Exponential and Gaussian densities in this chapter, the idea is easy to extend to any other exponential family of densities, such as Gamma, Binomial, Multinomial, Negative Binomial, etc. The only drawback in using these densities is that the algorithms may need to compute special functions which are not always included in standard mathematics subroutine libraries. To apply MCEM or PARMAP to Gamma densities, for example, one needs to be able to easily compute the derivative of a Gamma function, an operation not much more difficult than computing an Error Function, but which is not readily available. The idea can also be extended to problems of censored or truncated data, in which the data collection process discards all data outside a certain range \( \tilde{X} \). Here, we simply modify the probability density for the model by truncating it to the range \( \tilde{X} \):
\begin{equation}
\hat{p}(x,\phi) = \begin{cases} 
\frac{p(x,\phi)}{p(X,\Phi)} & \text{for } x \in \bar{X} \\
0 & \text{else}
\end{cases}
\end{equation}

and then applying our algorithms to this truncated density. Offset parameters can also be handled. Suppose, for example, that:

\begin{equation}
p(x | \phi, \alpha) = \begin{cases} 
\phi \exp(-\phi (x - \alpha)) & \text{for } x \geq \alpha \\
0 & \text{else}
\end{cases}
\end{equation}

and both the scaling parameter \( \phi \) and offset \( \alpha \) must be estimated. By grouping the offset parameter \( \alpha \) with the data \( x \) rather than with \( \phi \), this probability density can be shown to form an exponential family of densities. We can thus use our methods to fit a separable density \( q(x,\alpha)q(\phi) \) to the given model density, and then use this simpler density to estimate the unknowns. Yet another possible extension would be to problems involving non-flat measurement noise. It is this flexibility and wide applicability that makes our algorithms both theoretically interesting and computationally practical.
References


Chapter 5
Applications in Optimal Signal Reconstruction
Part I - Bayesian Theory

1. Introduction

In this chapter we will consider a specific linear Gaussian system model in which a stochastic Gaussian signal $x$ is linearly filtered and corrupted by additive Gaussian noise to form the output $y$. After discussing the form of the probability density $p(x, y | \phi)$ describing this system, we consider the problem of optimally reconstructing the signal and output given certain constraints on their values, and assuming that all model parameters are known. The MMSE approach is briefly presented for this problem, then our four iterative MCEM and MAP algorithms are discussed in some detail. Although these approaches generally give different estimates of the unknowns, the four iterative algorithms all share a common structure, iterating between filtering operations and a pair of projection or conditional expectation operators. Geometric convergence of all four algorithms to the unique solution is guaranteed when the constraint sets are convex. Particular attention is given to linear variety and simplex constraint sets because these problems can be theoretically analyzed in great depth. For linear variety constraint sets, we show that two different "primal" and "dual" approaches to the problem can be defined, each of which leads to a different closed-form solution. Each of these can also be solved by conjugate gradient iterative algorithms in a finite number of steps.
2. Linear Gaussian Model

The "generic" system model we will use most extensively is illustrated in figure 5.1.

![Figure 5.1 - Generic Linear Gaussian System Model](image)

Zero mean Gaussian noise $\mathbf{w}$ with covariance $\mathbf{Q}$ passes through a linear invertible filter $\mathbf{A}^{-1}$ to form the $N$ point signal $\mathbf{x} \in \mathbb{R}^N$. The signal is then linearly filtered by $\mathbf{B}$, and independent zero mean Gaussian noise $\mathbf{v}$ with covariance $\mathbf{R}$ is added to form the $M$ point output $\mathbf{y} \in \mathbb{R}^M$. Neither the signal nor the output are observed directly; instead, the incomplete observation data which is available serves only to restrict the range of feasible values for the signal, output and parameters to the sets $\mathbf{X}$, $\mathbf{Y}$ and $\mathbf{\Phi}$ respectively:

\[
\text{Model: } \begin{cases} 
\mathbf{x} = \mathbf{A}^{-1}\mathbf{w} & \text{where } p(\mathbf{w}) = \mathcal{N}(0, \mathbf{Q}) \\
\mathbf{y} = \mathbf{B}\mathbf{x} + \mathbf{v} & \text{where } p(\mathbf{v}) = \mathcal{N}(0, \mathbf{R}) 
\end{cases}
\]  

where: $\mathbf{A}$ is invertible; $\mathbf{Q} > 0$ and $\mathbf{R} > 0$

$\mathbf{w}, \mathbf{x} \in \mathbb{R}^N$ and $\mathbf{v}, \mathbf{y} \in \mathbb{R}^M$

Observations: $\mathbf{x} \in \mathbf{X}$, $\mathbf{y} \in \mathbf{Y}$, $\phi \in \mathbf{\Phi}$
We will usually assume that the linear filter $A^{-1}$ is "causal", so that $A$ and $A^{-1}$ are lower triangular with 1's on the diagonal. We will also assume that the elements of $A$, $B$, $Q$ and $R$ depend at most linearly on the parameters $\phi$. (These assumptions are convenient when we discuss parameter estimation in chapter 9, but are by no means necessary.) We will assume that the variables are real, but complex variables could be incorporated with little effort.

Because the signal $x$ and output $y$ are linear functions of the Gaussian variables $w$ and $e$, the joint probability density $p(x,y|\phi)$ of the signal $x$ and output $y$ given the parameters $\phi$ is Gaussian:

$$p(x,y|\phi) = N\left(\begin{bmatrix} 0 \\ 0 \end{bmatrix}, V_{xy}\right)$$

where

$$V_{xy} = \begin{bmatrix} 1 \\ B \end{bmatrix} A^{-1}QA^{-T} \begin{bmatrix} 1 & B^T \end{bmatrix} + \begin{bmatrix} 0 \\ I \end{bmatrix} R \begin{bmatrix} 0 & I \end{bmatrix}$$

The covariance matrix $R=\text{Var}(y)$ can be loosely viewed as the distribution of power in the noise, while the covariance matrices $A^{-1}QA^{-T}$ and $BA^{-1}QA^{-T}B^T$ can be loosely viewed as the distribution of power in the signal $x$ and the filtered signal $\hat{x}=Bx$ respectively. Beware that when the noise power $R$ is very small or very large relative to the filtered signal power $BA^{-1}QA^{-T}B^T$, then the covariance matrix of the Gaussian probability density becomes very nearly singular and is numerically ill-conditioned. Thus at very high or very low Signal-to-Noise Ratios (SNR) the solution to our estimation problem may be numerically ill-behaved. This phenomenon is one that will arise again in later sections, where very high SNR levels are shown to correspond to slow convergence of our iterative algorithm and high sensitivity to computation noise. Let us stress that all these phenomenon are closely linked, and that the difficulty lies in the problem formulation itself, and not solely in the iterative algorithms.
The interesting aspect of this signal model is that it is not only quite general, but also the log likelihood function \( \log p(\mathbf{x}, \mathbf{y} | \phi) \) has a particularly simple form. If we define the norm \( \| \mathbf{a} \|_F^2 = \mathbf{a}^T P^{-1} \mathbf{a} \), then taking the logarithm of equation (5.2.2) gives:

\[
\log p(\mathbf{x}, \mathbf{y} | \phi) = -\frac{1}{2} \left( \| A \mathbf{x} \|_Q^2 + \| \mathbf{y} - B \mathbf{x} \|_R^2 + \log 2\pi Q + \log 2\pi R \right) \tag{5.2.3}
\]

where we have simplified this expression slightly by using our assumption that \( A \) is lower triangular with 1's on the diagonal, so that \( |A^{-1}| = |A| = 1 \). The interesting point is that this function is not only quadratic in the signal \( \mathbf{x} \) and output \( \mathbf{y} \) for fixed parameters \( \phi \), but is also quadratic in the elements of \( A \) and \( B \) for fixed \( \mathbf{x}, \mathbf{y} \). Maximizing this function either with respect to \( \mathbf{x}, \mathbf{y} \) or with respect to \( \phi \) therefore only requires solving linear equations. This quadratic structure also simplifies the calculation of its expectation over the sets \( X, Y \) or \( \Phi \) in the MCEM, PARMAP and SIGMAP iterative algorithms, since we will only require the conditional mean and covariance of \( \mathbf{x}, \mathbf{y} \) or \( \phi \). Calculating the expectation of \( \log p(\mathbf{x}, \mathbf{y} | \phi) \) over \( X, Y \) or \( \Phi \) also does not change its quadratic behavior as a function of the remaining variables. It is this feature which makes this system model ideally suited for use with our iterative estimation algorithms.

3. Minimum Mean Square Error Algorithm (MMSE)

We will treat the problem of parameter identification in a later chapter; for now, let us assume that the parameters \( \phi \) are all known, so that \( A, B, Q \) and \( R \) are fixed, with \( A \) is invertible and \( Q > 0, R > 0 \). Our goal is to estimate the signal and output given that \( \mathbf{x} \in X \) and \( \mathbf{y} \in Y \). Using the ideas developed in chapters 2 and 3, there are at least five different approaches for calculating MMSE, MCEM or MAP estimates of \( \mathbf{x} \) and \( \mathbf{y} \). Unfortunately, except for certain special types of constraint sets to be discussed later, each approach will generate different estimates. The "best" approach, in the sense
of yielding minimum variance unbiased estimates, is to solve the MMSE problem:

\[
\text{MMSE: } \begin{bmatrix} \hat{x} \\ \hat{y} \end{bmatrix} = \min_{\hat{x} \in X, \hat{y} \in Y} \mathbb{E}_{X,Y} \left[ \| x - \hat{x} \|_2^2 + \| y - \hat{y} \|_2^2 \mid x \in X, y \in Y \right] \quad (5.3.1)
\]

If the sets \(X\) and \(Y\) are convex, then the solution will be:

\[
\begin{bmatrix} \hat{x} \\ \hat{y} \end{bmatrix} = \mathbb{E}_{x,y} \left[ \begin{bmatrix} x \\ y \end{bmatrix} \mid x \in X, y \in Y \right] \\
\frac{\int \int_{x,y} p(x,y) \, dx \, dy}{\int \int_{x,y} p(x,y) \, dx \, dy}
\]

(5.3.2)

This can be rather difficult to calculate, however, except for certain simple types of constraint sets \(X\) and \(Y\).

Fortunately, our four iterative algorithms are much easier to apply to this problem. The reason is that this density \(p(x,y)\) forms an exponential family of distributions which is in its "natural" form:

\[
p(x,y) = \left[ \frac{1}{2\pi R} \right]^{\frac{n}{2}} \exp \left[ -\frac{1}{2} \left( \| A x \|^2 + \| B y \|^2 \right) \right] \exp \left[ -\frac{1}{2} \| y \|^2 \right] \exp \left[ -y^T R^{-1} B y \right]
\]

\[
= g(x) h(y) \exp \left[ -y^T R^{-1} B y \right]
\]

(5.3.3)

where these terms can be defined in an obvious way. Thus we would immediately expect our four iterative algorithms to take the simple form discussed in chapter 3, section 7.2. Another important point is that this density \(p(x,y)\) is uniformly log concave in \(x\) and \(y\), a fact which will greatly simplify our convergence proofs.
4. Minimum Cross-Entropy Method (MCEM)

Because there are two unknowns, $x$ and $y$, there will be at least four different iterative estimation approaches we can devise using the material of chapters 2 and 3. The Minimum Cross-Entropy Method fits a separable probability density $q_X(x)q_Y(y)$ to the given density $p(x,y)$ by minimizing the cross-entropy function $H(q_X,q_Y)$:

$$
q_X, q_Y = \min_{q_X, q_Y} H(q_X, q_Y) \quad \text{(5.4.1)}
$$

$$
= \min_{q_X, q_Y} \int \int q_X(x)q_Y(y) \log \frac{q_X(x)q_Y(y)}{p(x,y)} \, dx \, dy
$$

To solve this problem, we iteratively minimize $H$ with respect to $q_X$, then $q_Y$, iterating back and forth until the estimates converge:

$$
q_{X,i} = \min_{q_X} H(q_X, q_{Y,i-1}) \quad \text{(5.4.2)}
$$

$$
q_{Y,i} = \min_{q_Y} H(q_X, q_{Y,i})
$$

Substituting the formula (5.2.2) for $p(x,y)$, it is easy to show that the estimated densities will have the form:

$$
q_{X,i}(x) = p_{X\mid Y}(x \mid \hat{y}_{i-1}) \quad \text{(5.4.3)}
$$

$$
= \begin{cases} 
K_x \exp \left( -\frac{1}{2} ||x - H\hat{y}_{i-1}||_V^2 \right) & \text{for } x \in X \\
0 & \text{else}
\end{cases}
$$

where: $V = \left( A^TQ^{-1}A + B^TR^{-1}B \right)^{-1}$

$$
H = VB^TR^{-1}
$$

and:
\[ q_{Y_i}(y) = p_{Y|X}(y|\hat{x}_k) \]
\[ = \begin{cases} 
X_y \exp \left( -\frac{1}{2} \| y - B\hat{x}_k \|_R^2 \right) & \text{for } y \in Y \\
0 & \text{else} 
\end{cases} \]

The estimated densities \( \hat{q}_{X_i} \) and \( \hat{q}_{Y_i} \) are truncated Gaussians centered at \( H\hat{y}_k \) and \( B\hat{x}_k \), respectively, where these centers are calculated as follows:

**MCEM Iterative Algorithm**

Guess \( \hat{y}_0 \in Y \)

For \( k = 0, 1, \ldots \)

\[ \hat{x}_{k+1} = E_X \left[ x | \hat{q}_{X_{k+1}} \right] \]

\[ \hat{y}_{k+1} = E_Y \left[ y | \hat{q}_{Y_{k+1}} \right] \]

Conceptually, the computation proceeds through a series of filtering and conditional expectation operators. Start with an output estimate \( \hat{y}_k \). In order to compute \( \hat{x}_{k+1} \) we must first compute the center \( H\hat{y}_k \) of the signal density \( \hat{q}_{X_{k+1}}(x) \). This operation corresponds to a standard least squares filtering operation on \( \hat{y}_k \), and would be our best estimate of \( x \) given \( \hat{y}_k \) if there were no constraints on \( x \), i.e. if \( X = R^N \). In general, however, additional knowledge is available concerning the signal, so that \( X \) is a proper subset of \( R^N \). Thus we calculate the conditional expectation of \( x \) over the set \( X \) given the truncated Gaussian density \( \hat{q}_{X_{k+1}}(x) \) centered at \( H\hat{y}_k \). According to theorem 2.2.1, this estimate \( \hat{x}_{k+1} \) belongs to the closed convex hull of \( X \). Now to estimate the output, pass this signal estimate through the filter \( B \) to form an output estimate \( B\hat{x}_{k+1} \). If there were no constraints on the output values, \( Y = R^M \), then this would be the best least squares estimate of \( y \) given \( \hat{x}_{k+1} \). In general, however, more is known about the output, so that \( Y \) is a proper subset of \( R^M \). Thus we calculate the expectation of \( y \) over...
the set $Y$ given the truncated Gaussian density $\hat{q}_{Y_{+1}, \hat{x}}(\hat{y})$ centered at $B_{\hat{x} + 1}$. This estimate $\hat{x}_{k-1}$ is in the closed convex hull of $Y$. We now iterate, refiltering the new output estimate and then recalculting the expectation of $\hat{x}$ to improve our next signal estimate. The algorithm thus iterates between a classic least squares filtering operation followed by an expectation operation to estimate $\hat{x}_{k-1}$, followed by another filtering and expectation operation to calculate $\hat{x}_{k+1}$. Each iteration decreases the cross-entropy, and thus improves the estimates. It is straightforward to show that:

$$H(\hat{q}_{X_{+1}, \hat{q}_{Y_{+1}}}) = \log \frac{p(\hat{x}_{k-1}, \hat{x}_{k})}{p(X_{k}, \hat{x}_{k})p(\hat{x}_{k+1}, Y)} \quad (5.4.5)$$

and thus this combination of densities must also decrease on each pass. Finally, Appendices D and E prove that if $X$ and $Y$ are convex sets, then the conditional expectation operator of a truncated Gaussian is a non-expansive mapping while the filtering operation is a contraction mapping. As a result, when $X$ and $Y$ are convex, the MCEM algorithm is guaranteed to converge at a geometric rate to the unique solution $\hat{x}^*, \hat{y}^*$ to the MCEM problem:

$$\|\hat{x}_{k-1} - \hat{x}^*\|_V \leq v_x \|\hat{x}_{k} - \hat{x}^*\|_R \quad (5.4.6)$$

$$\|\hat{y}_{k-1} - \hat{y}^*\|_R \leq v_y \|\hat{x}_{k+1} - \hat{x}^*\|_V$$

where $v_x, v_y$ are constants less than one which are determined by the relative signal-to-noise level:

$$v_x = \left(\frac{\mu_{\text{max}}}{\mu_{\text{max}} + 1}\right)^{\frac{1}{2}} < 1 \quad (5.4.7)$$

$$v_y = \left(\frac{\lambda_{\text{max}}}{\lambda_{\text{max}} + 1}\right)^{\frac{1}{2}} < 1$$

where:

$$\mu_{\text{max}} = \max_{x \neq 0} \frac{y^TBA^{-1}QA^{-1}BTy}{y^TBy}$$

$$\lambda_{\text{max}} = \max_{x \neq 0} \frac{y^TBR^{-1}BBy}{y^TAQ^{-1}AY}$$
These formulas for the convergence rate factors \( v_x \) and \( v_y \) simplify in the case where the noise is white, \( R = \sigma^2 \mathbf{I} \), the dimensions of \( x \) and \( y \) are equal, \( N = M \), and \( \mathbf{B} = \mathbf{I} \):

\[
v_x = v_y = \left( \frac{\tau_{\text{max}}/\sigma^2}{\tau_{\text{max}}/\sigma^2 + 1} \right)^\frac{1}{4}
\]

(5.4.8)

where \( \tau_{\text{max}} \) is the largest eigenvalue of \( \mathbf{A}^{-1} \mathbf{Q} \mathbf{A}^{-\top} \)

Beware that at high signal-to-noise levels, \( \tau_{\text{max}} \gg \sigma^2 \), and thus the convergence rate may be extremely slow, \( v_x, v_y \approx 1 \). This phenomenon, as pointed out in section 2, is intimately related to the possible numerical ill-behavior of the model density \( p(x, y) \) itself at high signal-to-noise levels.

If the sets \( X \) and \( Y \) are not convex, then the algorithm is no longer guaranteed to give estimates of \( \hat{x}_k \) and \( \hat{y}_k \) which are elements of \( X \) and \( Y \), the convergence rate is no longer guaranteed to be geometric, and the solution is no longer guaranteed to be unique. We would still expect the measures \( \hat{Q}_{x_k} \) and \( \hat{Q}_{y_k} \) to converge to limits which are stochastically bounded and are not impulse-like. This would seem to imply that the center of these densities would have to be bounded and thus also converge, but it appears difficult to prove this formally. If, however, the estimates \( \hat{x}_k \) and \( \hat{y}_k \) do remain bounded, then theorem 3.9.6 guarantees that they must converge to the set of stationary points of the algorithm, and critical points of the cross-entropy.

5. Maximum A Posteriori Signal Estimation (XMAP)

A more conventional approach to estimating the signal \( x \) is to try to find its most likely value in \( X \), given that the output \( y \) is somewhere in \( Y \). Such a Maximum A Posteriori approach can be realized by integrating the density \( p(x, y) \) over the output constraint space \( Y \), and then maximizing the result over the signal constraint space:

\[
\text{XMAP: } \hat{x} = \max_{x \in X} p(x, Y) = \max_{x \in X} \int_Y p(x, y) \, dy
\]

(5.5.1)
Unfortunately, unless $Y$ has certain special forms, this density $p(x, Y)$ will not be Gaussian, and it will be difficult either to compute or to maximize.

Applying our iterative approach to solving this problem, however, is relatively simple. As shown in chapter 2, an approach which is equivalent to solving (5.5.1) is to iteratively minimize the cross-entropy function $\mathcal{H}(q_X, q_Y)$ in (5.4.1) but with the constraint that the signal density must be an impulse function, $q_X(x) = \delta(x - \hat{x})$. The resulting output density estimate will have the same truncated Gaussian form as (5.4.4):

$$q_{Y_k}(y) = p_{Y | X}(y | \hat{x}_k)$$

where the mean $\hat{x}_k$ is found by solving:

$$\hat{x}_{k+1} = \max_{x \in X} E_Y \left[ \log \frac{p(x, y)}{q_{Y_k}(y)} \right]$$

$$\quad - \min_{x \in X} E_Y \left[ \|x - Hx\|_Y^2 \right]$$

$$\quad - \min_{x \in X} \int \|x - Hx\|_Y^2 p_{Y | X}(y | x) dy$$

where the expectation operator $E_Y[\cdot | x]$ is defined by this last line. This algorithm thus effectively chooses the signal estimate $\hat{x}_{k+1}$ in $X$ which minimizes the distance to the filtered output estimate $Hx$, where we average over all possible output values $y \in Y$. Because the correct signal value is unknown, this averaging process is imperfect, and thus the algorithm iterates, using improved signal density estimates to improve the averaging on the next pass. Since $\|x - Hx\|_Y^2$ is only quadratic in $y$, and because $p_{Y | X}(y | x)$ is a truncated Gaussian, the expectation and minimum is easily calculated. The resulting algorithm has the form:
XMAP Iterative Algorithm

Guess $\hat{x}_0 \in X$

For $k = 0, 1, \ldots$

$$\hat{x}_k = E_Y [x \mid \hat{x}_k] = \int_y y \cdot p_{Y \mid X}(y \mid \hat{x}_k) \, dy$$

$$\hat{x}_{k+1} = \min_{\hat{x} \in X} \| x - H \hat{x}_k \|_V^2.$$ 

First of all, to estimate the output, we pass the signal estimate $\hat{x}_k$ through the filter $B$ to calculate the best least squares unconstrained estimate of $y$. To accommodate the additional knowledge that $y \in Y$, we then calculate the conditional expectation of the output $y$ over the set $Y$ of the truncated Gaussian $q_{Y_k}(y)$ centered at $B\hat{x}_k$. To reestimate the signal, this output estimate is then filtered with the matrix $H$ to calculate the best least squares unconstrained signal estimate, $H\hat{x}_k$. In general, this estimate does not satisfy the known constraints on the signal, and so to estimate $\hat{x}_{k+1}$ we find the element of $X$ closest to $H\hat{x}_k$. (This operation can be viewed as "projecting" the estimate $H\hat{x}_k$ onto the constraint set $X$.) If the space $X$ is not convex, there could be several such signal values; we assume that some deterministic rule is used to choose one of these. Each iteration decreases the cross-entropy and increases the likelihood function $p(\hat{x}_k, Y)$ and thus produces a "better" signal estimate. Note in particular, that the only difference between XMAP and MCEM is that rather than choose the signal estimate by calculating the expectation over $X$ of a Gaussian centered at $H\hat{x}_k$, we instead simply choose the value in $X$ closest to $H\hat{x}_k$. (In effect, we estimate $x$ by finding the mode of the density $p_{X \mid Y}(x \mid \hat{x}_k)$ rather than its mean.)

To prove convergence of the algorithm, note that not only $p(x, Y)$ but also $p(x)$ and $p(Y)$ are uniformly log concave. Since $p(x, Y) = p(Y \mid x) \cdot p(x) \leq p(x)$, the likeli-
hood \( p(x, Y) \) must drop to zero as \( ||x|| \to \infty \). Each iteration of the algorithm increases the likelihood function \( p(\hat{x}_k, Y) \), however, and thus the estimates \( \hat{x}_k \) must remain bounded. Our convergence theorems then guarantee that the sequence of estimates \( \hat{x}_k \) must converge to the set of critical points of \( p(x, Y) \) and/or local maxima on the boundary of \( X \).

If \( X \) and \( Y \) are both convex, much more can be proven. By Prekopa's theorem (see Appendix D), \( p(Y | x) \) will also be log concave, and thus \( p(x, Y) = p(Y | x) p(x) \) must be uniformly log concave. Theorem 2.10.4 then guarantees that \( p(x, Y) \) must have a unique global and local maximum, which can also be the only critical point. The algorithm must therefore converge to this unique XMAP solution. Appendix E proves in addition that projection operators and conditional expectation operators of truncated Gaussians are both non-expansive mappings, while the filters are contraction mappings. This leads to the conclusion that the signal and output estimates \( \hat{x}_k, \hat{y}_k \) converge at a geometric rate to the unique XMAP solution \( \hat{x}_*, \hat{y}_* \):

\[
\left\| \hat{x}_{k + 1} - \hat{x}_* \right\|_R \leq v_x \left\| \hat{x}_{k + 1} - \hat{x}_* \right\|_V \leq v_x v_y \left\| \hat{y}_k - \hat{y}_* \right\|_R
\]

where \( v_x, v_y \) are exactly the same convergence factors as in the MCEM algorithm.

6. Maximum A Posteriori Output Estimation (YMAP)

Yet another approach to estimating the unknown is to try to find the most likely value of the output \( y \) in the set \( Y \), given that the signal \( x \) is somewhere in \( X \):

\[
\text{YMAP:} \quad \hat{y} = \max_{x \in Y} p(X, y) = \max_{x \in Y} \int p(x, y) d\hat{x} \quad (5.6.1)
\]

This, of course, is identical to the XMAP algorithm except with the roles of \( x \) and \( y \) reversed. We would thus expect YMAP to behave similarly to XMAP; in particular, the function \( p(X, y) \) will usually be difficult to compute and unpleasant to optimize.
One approach to solving this problem is to exploit the relationship between cross-entropy and MAP which we discussed in chapters 2 and 3. Solving the YMAP problem \((5.6.1)\) is equivalent to minimizing the cross-entropy \(H(q_X, q_Y)\) given in \((5.4.1)\) but with the constraint that the output density estimate must be an impulse function, \(q_Y(y) = \delta(y - \hat{y})\). The signal density estimate \(q_X(x)\) will be a truncated Gaussian, exactly as in the MCEM algorithm.

\[
q_{X_{k+1}}(x) = p_{X|Y}(x | \hat{y}_k)
\]  \((5.6.2)\)

and the location of the output density impulse \(\delta(x - \hat{y}_k)\) will be found by solving:

\[
\hat{y}_{k+1} = \max_{x \in Y} \mathbb{E}_X \left[ \frac{1}{q_{X_{k+1}}(x)} \log \frac{p(x, y)}{q_{X_{k+1}}(x)} \right]
- \min_{x \in Y} \mathbb{E}_X \left[ ||y - Bx||_K^2 | \hat{y}_k \right]
- \min_{x \in Y} \int_X \mathbb{E}_X \left[ ||y - Bx||_K^2 \right] p_{X|Y}(x | \hat{y}_k) \, dx
\]  \((5.6.3)\)

where \(E_X[\cdot | \hat{y}_k]\) is defined by this last line. Thus we choose each output estimate \(\hat{y}_{k+1} \in Y\) to minimize the average distance to the filtered signal value \(Bx\). Since the "correct" value of \(\hat{y}_k\) is unknown, this averaging process is imperfect, and so the algorithm iterates, using each new output density estimate to improve the averaging on each pass. Because the expression in \((5.6.3)\) is quadratic in both \(x\) and \(y\), it is easy to compute the expectation and to solve the minimization. The resulting algorithm takes the form:
YMAP Iterative Algorithm:
Guess \( \hat{\gamma}_0 \in Y \)
For \( k = 0, 1, \ldots \)

\[
\hat{x}_{k+1} = \mathbb{E}_X \left[ x \mid \hat{y}_k \right] \\
\hat{y}_{k+1} = \min_{y \in Y} \| y - B\hat{x}_{k+1} \|_R^2
\]

We start with an estimate of the output \( \hat{y}_k \). Filter this, \( H\hat{y}_k \), to get the best least squares unconstrained estimate of the signal. The additional information that \( x \in X \) is accommodated by estimating \( \hat{x}_{k+1} \) as the mean of a truncated Gaussian distribution over \( X \) centered at \( H\hat{y}_k \). The output is then reestimated by passing this signal estimate through \( B \), then finding the element in \( Y \) which comes closest to this. On the next pass, the new output estimate is filtered and used to find an even better signal estimate. Each iteration decreases the cross-entropy and increases the likelihood function \( p(X, y) \), and thus improves the estimates.

To prove convergence, note that \( p(X, y) = p(X \mid y) p(y) \leq p(y) \). Since \( p(y) \) is uniformly log concave, \( p(y) \to 0 \) as \( \| y \|_\infty \to \infty \). Since YMAP increases \( p(X, y) \) on each pass, the estimates \( \hat{y}_k \) must be bounded. Since \( p(Y, y) \) is continuously differentiable, the discussion in chapter 3, section 9.3 implies that \( \hat{y}_k \) must therefore converge to the set of stationary points of the algorithm and critical points or local maxima of the likelihood function \( p(X, y) \).

If in addition \( X \) and \( Y \) are convex, then since \( p(x \mid y) \) is log concave, Prékopa's theorem (see Appendix D) guarantees that \( p(X \mid y) \) is also log concave. Since \( p(x) \) is uniformly log concave then \( p(X, y) = p(X \mid x) p(y) \) must also be uniformly log concave. With \( Y \) convex, by theorem 2.10.4 \( p(X, y) \) must therefore have a unique global and local maximum which can also be the only critical point. The iterative algorithm is
therefore guaranteed to converge to this unique global maximum, \( \hat{x}, \hat{y} \). The convergence rate can be proven to be geometric in the same way as before, with:

\[
\| \hat{x}_{k+1} - \hat{x} \|_F \leq v_x \| \hat{x}_{k+1} - \hat{x} \|_V \leq v_x v_y \| \hat{y}_{k} - \hat{y} \|_R
\]

(5.6.4)

where \( v_x, v_y \) are the same convergence rate constants as in MCEM (5.4.7).

7. MAP Simultaneous Signal and Output Estimation (XYMAP)

The last estimation method we will discuss estimates the signal and output by finding the combination of values \( \hat{x} \) and \( \hat{y} \) which jointly maximize \( p(x, y) \):

\[
\text{XYMAP: } \hat{x}, \hat{y} = \max_{x \in \mathcal{X}, y \in \mathcal{Y}} p(x, y)
\]

(5.7.1)

Substituting the log probability density (5.2.2) into this and simplifying yields:

\[
\hat{x}, \hat{y} = \min_{x \in \mathcal{X}, y \in \mathcal{Y}} \left\{ \| A_x \|_D^2 + \| y - B_x \|_R^2 \right\}
\]

(5.7.2)

XYMAP is thus equivalent to a least squares minimization problem which tries to find the signal \( x \) with the least possible energy \( \| A_x \|_D^2 \) for which \( B_x \) also comes as close as possible to being a feasible output value \( y \in \mathcal{Y} \). Despite the fact that this objective function is quadratic, it is usually difficult to solve this directly due to the constraint that \( x \in \mathcal{X}, y \in \mathcal{Y} \). Iteratively minimizing this density first with respect to \( x \) and then with respect to \( y \) is often much simpler:

\[
\text{XYMAP Iterative Algorithm:}
\]

- Guess \( \hat{x}_0 \in Y \)
- For \( k = 0, 1, \ldots \)
  - \( \hat{x}_{k+1} = \min_{x \in \mathcal{X}} \| x - H \hat{y}_k \|_V^2 \)
  - \( \hat{y}_{k+1} = \min_{y \in \mathcal{Y}} \| y - B \hat{x}_{k+1} \|_R^2 \)

We start with an initial estimate of the output. Filter this estimate with the matrix \( H \) to
find the best least squares unconstrained estimate $H\hat{y}_k$ of the signal given $\hat{x}_k$. Since this is usually not an element of $X$, we use the element in $X$ closest to $H\hat{y}_k$ as our signal estimate $\hat{x}_{k-1}$ (this corresponds to "projecting" the filtered output estimate $H\hat{y}_k$ onto the space $X$.) Next we process this signal estimate through $B$ to find the best least squares unconstrained estimate of the output, $B\hat{x}_{k+1}$. Since this usually does not meet the output constraints, we use the element in $Y$ closest to $B\hat{x}_{k+1}$ as our output estimate $\hat{y}_{k+1}$ (this corresponds to projecting $B\hat{x}_{k+1}$ onto the output space $Y$.) If $X$ or $Y$ are not convex, the projection operators may have multiple solutions; in this case, we use some deterministic rule to pick one. On the next pass, the improved output estimate is used to get a better signal estimate. Each iteration increases the likelihood function $p(\hat{x}_k, \hat{y}_k)$, and thus improves the estimates. To prove convergence, note that $p(x, y)$ is a uniformly log concave function, and thus goes to zero as $\|x\| \to \infty$ or $\|y\| \to \infty$. Since XYMAP increases $p(\hat{x}_k, \hat{y}_k)$ on every iteration, the estimates must remain bounded, and since $p(x, y)$ is continuously differentiable, our convergence theorems guarantee that the estimates will converge to the set of critical points or local maxima of $p(x, y)$.

If $X$ and $Y$ are also convex, then each step of the iteration is guaranteed to have a unique solution, and Appendix E proves that the estimates converge at a geometric rate to the unique global maximum $x^*, y^*$ of $p(x, y)$:

$$||\hat{x}_{k+1} - x^*||_R \leq v_x, ||\hat{y}_{k+1} - y^*||_R \leq v_y v_x, ||\hat{x}_k - x^*||_R \leq v_x v_y, ||\hat{y}_k - y^*||_R \leq v_y v_x$$

(5.7.3)

where $v_x, v_y$ are the same convergence rate constants (5.4.7) as in all our other algorithms.

8. Comparison of the Algorithms

Unlike the parameter estimation problems of chapter 4, it will generally not be possible to find an asymptotically consistent and efficient estimate of an unknown
signal. Judging the algorithms on the basis of their asymptotic properties is thus not possible. A more workable approach is to define the MMSE estimates as the "best" we can do, and then compare our iterative algorithms to see how closely they match MMSE.

To a large extent, the behavior of our algorithms can be predicted (albeit with much hand waving) from the drawings of typical convergence patterns shown in figure 5.2. MMSE, which calculates the expectation of \( x \in X \) and \( y \in Y \), will give estimates \( \hat{x}, \hat{y} \) which are in the interior of \( X \) and \( Y \), and located near the closest meeting of these two spaces. MCEM, alternating between filtering and conditional expectation calculations, will also give estimates in the interior of \( X \) and \( Y \) located near the closest meeting of the spaces. We might therefore expect its estimates to be "near" those of MMSE. XMAP alternates between calculating the expectation of \( y \), and projecting the filtered estimate \( H \hat{y}_k \) onto the signal constraint space \( X \). The output estimate \( \hat{y}_k \) will be in the interior of the set \( Y \), while the signal estimate \( \hat{x}_k \) will usually be on the boundary of \( X \) as near to \( H \hat{y}_k \) as possible. Paradoxically, we would therefore expect the XMAP output estimate \( \hat{y}_k \) to be close to the MMSE solution, while its signal estimate (the original goal of the algorithm) will be far from the MMSE estimate. YMAP alternates between projecting the filtered signal \( B \hat{x}_k \) onto \( Y \), then calculating the conditional expectation of \( x \) in \( X \). The \( \hat{x}_k \) estimates will be in the interior of \( X \) while the \( \hat{y}_k \) estimate will generally be on the boundary of \( Y \) as near to \( B \hat{x}_k \) as possible. We would therefore expect YMAP's estimates of the signal \( \hat{x} \) to be near the MMSE estimate, but the output estimate (the original goal of the algorithm) will be far from the MMSE estimate. Finally, XXYMAP alternates between filtering steps and projections onto \( X \) and onto \( Y \). Both signal and output estimates will generally be on the boundaries of the constraint sets,
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and the algorithm will converge to the pair of points in \( X \) and \( Y \) which are as close to each other as possible and have as little energy as possible. Both estimates of \( \hat{x} \) and \( \hat{y} \) will thus be far from the MMSE estimates. In general, therefore, we might expect MCEM to come closest to MMSE. XMAP will give good output estimates, YMAP will give good signal estimates, and XYMAP will give poor estimates of both quantities. This must be balanced against the fact that MCEM is the most difficult to calculate, as it requires two conditional expectations per pass, while XYMAP is the simplest, since it needs no conditional expectations at all.

To give some concrete basis to this handwaving, we will consider an illuminating example, which happens to have direct bearing on a phase-only reconstruction algorithm we will consider in chapter 7. Let us suppose that \( x \) and \( y \) are 2 element vectors in \( \mathbb{R}^2 \) generated by a linear Gaussian system like the one in figure 5.1 with parameters:

\[
N = M = 2
\]
\[
A = B = I
\]
\[
Q = qI ; \quad R = rI
\]

so that:

\[
p(x,y) = \frac{1}{(2\pi)^2 qr} \exp \left\{ -\frac{1}{2q} \left[ \frac{1}{x^T x} + \frac{1}{r} (y-x)^T (y-x) \right] \right\} \quad (5.8.2)
\]

Suppose that the observation data available indicates only that the signal \( x \) is somewhere in an infinitely long and narrow strip which starts at the origin, is oriented at an angle of 0, and has extremely narrow width \( \varepsilon > 0 \). This observation data defines the constraint space \( X \). The output \( y \) is observed to lie on another infinitely long and narrow strip which starts at the origin, is oriented at angle \( |\theta| \leq \frac{\pi}{2} \), and also has width \( \varepsilon \). This defines the constraint space \( Y \).
\[ X = \left\{ x = \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} \mid x_1 \geq 0 \text{ and } -\frac{\varepsilon}{2} \leq x_2 \leq \frac{\varepsilon}{2} \right\} \]  
(5.8.3)

\[ Y = \left\{ y = y_1 \begin{pmatrix} \cos \theta \\ \sin \theta \end{pmatrix} + y_2 \begin{pmatrix} -\sin \theta \\ \cos \theta \end{pmatrix} \mid y_1 \geq 0 \text{ and } -\frac{\varepsilon}{2} \leq y_2 \leq \frac{\varepsilon}{2} \right\} \]

Example - Constraint Sets \( X \) and \( Y \)

Technically, it is necessary to give sets \( X \) and \( Y \) non-zero width in order to ensure that their measures will be non-zero. (Other methods could also be used for dealing with this problem.) Computationally, we will simply set \( \varepsilon = 0 \), and estimate \( x_2 = y_2 = 0 \).

Let \( \nu = \frac{qr}{q + r} \) and \( h = \frac{\nu}{r} \) (these correspond to the matrices \( H \) and \( V \) in (5.4.3)).

Substituting the probability density (5.8.2) into our iterative procedure and simplifying gives the four algorithms summarized in the table below. Because the constraint spaces are simple half-lines, the projection operators are particularly easy to compute in the MAP algorithms. The expectation operators, however, are somewhat more complicated, since they involve evaluating an error function (this is a standard subroutine in most numerical software libraries.)
<table>
<thead>
<tr>
<th>Method</th>
<th>Signal Estimate</th>
<th>Output Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM:</td>
<td>$\hat{x}<em>{1,k} = h\hat{y}</em>{1,k} - 1\cos\theta + \xi(\alpha)$</td>
<td>$\hat{y}<em>{1,k} = \hat{x}</em>{1,k} \cos\theta + \zeta(\beta)$</td>
</tr>
<tr>
<td>XMAP:</td>
<td>$\hat{x}<em>{1,k} = h\hat{y}</em>{1,k} - 1\cos\theta$</td>
<td>$\hat{y}<em>{1,k} = \hat{x}</em>{1,k} \cos\theta + \zeta(\beta)$</td>
</tr>
<tr>
<td>YMAP:</td>
<td>$\hat{x}<em>{1,k} = h\hat{y}</em>{1,k} - 1\cos\theta + \xi(\alpha)$</td>
<td>$\hat{y}<em>{1,k} = \hat{x}</em>{1,k} \cos\theta$</td>
</tr>
<tr>
<td>XYMAP:</td>
<td>$\hat{x}<em>{1,k} = h\hat{y}</em>{1,k} - 1\cos\theta$</td>
<td>$\hat{y}<em>{1,k} = \hat{x}</em>{1,k} \cos\theta$</td>
</tr>
</tbody>
</table>

where:

$$\xi(\alpha) = \sqrt{r} \frac{\exp(-\frac{1}{2}\alpha^2)}{0.5 + \text{erf}(\alpha)}$$ \quad with \quad $\alpha = \frac{1}{\sqrt{r}} h\hat{y}_{1,k} - 1\cos\theta$

$$\zeta(\beta) = \sqrt{r} \frac{\exp(-\frac{1}{2}\beta^2)}{0.5 + \text{erf}(\beta)}$$ \quad with \quad $\beta = \frac{1}{\sqrt{v}} \hat{x}_{1,k} \cos\theta$ \quad (5.8.4)

and:

$$\text{erf}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{0}^{\infty} \exp(-\frac{1}{2}\tau^2) \, d\tau$$ \quad (5.8.5)

Because this example is so simple, it is also possible to calculate the exact solutions of all four iterative algorithms, as well as MMSE:

<table>
<thead>
<tr>
<th>Method</th>
<th>$\frac{\hat{x}_{1}}{\sqrt{v}}$</th>
<th>$\frac{\hat{y}_{1}}{\sqrt{r}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMSE:</td>
<td>$\psi(\lambda)$</td>
<td>$\psi(\lambda)$</td>
</tr>
<tr>
<td>MCEM:</td>
<td>$\eta(\lambda)$</td>
<td>$\eta(\lambda)$</td>
</tr>
<tr>
<td>XMAP:</td>
<td>$\lambda \sqrt{r} \eta(\lambda^2)$</td>
<td>$\eta(\lambda^2)$</td>
</tr>
<tr>
<td>YMAP:</td>
<td>$\eta(\lambda^2)$</td>
<td>$\lambda \sqrt{v} \eta(\lambda^2)$</td>
</tr>
<tr>
<td>XYMAP:</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
where \( \lambda = \left( \frac{v}{r} \right)^2 \cos \theta \), \( \eta(\lambda) \) is the solution to:

\[
\eta(\lambda) = \frac{1}{1-\lambda} \frac{\exp(-\frac{1}{2} \lambda^2 \eta^2(\lambda))}{\int_0^\infty \exp\left(-\frac{1}{2} (x - \lambda \eta(\lambda))^2\right) dx}
\]

(5.8.6)

and \( \psi(\lambda) \) is the MMSE solution:

\[
\psi(\lambda) = \frac{1}{\frac{2}{\sqrt{2\pi}} (1-\lambda) \int_0^\infty \int_0^\infty \exp\left(-\frac{1}{2} (x^2 + y^2 - 2\lambda xy)\right) dxdy}
\]

(5.8.7)

Figure 5.3 also illustrates the convergence and final solutions of the five estimation algorithms for the parameter values \( q = 3, \ r = 1, \ \theta = 45^\circ \). MMSE yields the "best" estimates in the sense that its estimates are unbiased and enjoy the pleasant symmetry \( \hat{x}_1 = \frac{\hat{y}_1}{\sqrt{r}} \). Unfortunately, it requires evaluating a double integral. (Actually, scientific software libraries such as IMSL contain a subroutine call which evaluates this integral. In more complicated examples, however, the integral required is usually prohibitively difficult.) The MCEM algorithm requires evaluating an error function to calculate each of the conditional expectations on every pass, and thus requires more effort than any of the other iterative schemes. Its estimates, however, are the closest to the MMSE estimates, and they show the same pleasant symmetry \( \hat{x}_1 = \frac{\hat{y}_1}{\sqrt{r}} \). Note from Figure 5.3 that MCEM's convergence rate is geometric until near convergence.

XYMAP is the simplest algorithm, in that each pass only solves simple projection problems. Note also the simple geometric convergence rate in Figure 5.5. Unfortunately, in this problem the signal and output estimates which are as close as possible and have as little energy as possible, are \( \hat{x} = \hat{y} = 0 \). Of all our iterative algorithms, these XYMAP
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estimates are the farthest from the MMSE estimates. The XMAP and YMAP algorithms give intermediate performance and have intermediate difficulty, using one error function evaluation per pass. Paradoxically, as noted before, XMAP has the better output estimate and YMAP has the better signal estimate.

Our conclusion is that MMSE would be the method of choice if the computation required were not excessively difficult. The MCEM algorithm is next best, provided that the conditional expectations can be calculated easily. XMAP and YMAP are less work than MCEM, since they require only one conditional expectation calculation per pass rather than two, but their estimates can be more biased. Finally, XYMAP is the easiest to calculate, but can give estimates which have a large bias.

9. Linear Variety Constraint Sets

These optimal signal reconstruction algorithms simplify considerably when the constraint spaces $X$ and $Y$ are linear varieties defined by linear equality constraints on the signal and output values:

$$X = \left\{ \mathbf{x} \mid G_x \mathbf{x} = \gamma_x \right\}$$

where: $G_x$ is a $p \times N$ matrix
$
\gamma_x$ is a $p \times 1$ vector

$$Y = \left\{ \mathbf{y} \mid G_y \mathbf{y} = \gamma_y \right\}$$

where: $G_y$ is a $q \times M$ matrix
$
\gamma_y$ is a $q \times 1$ vector

We will assume that the constraints on $x$ and $y$ are consistent and independent so that $G_x$ and $G_y$ have full row rank, and so that the constraint sets are non-empty. In chapters 7 and 8 we discuss in great detail two applications of this type of model: bandlimited signal extrapolation, and reconstruction of a finite length signal from knowledge of the noisy phase or other projection of its Fourier Transform or its Short-time Fourier Transform. From a theoretical point of view, this type of model is
interesting because much more powerful analysis techniques can be applied to this problem than are available for the more general case of convex constraint sets. In particular, we will prove:

a) MMSE and all four of our iterative MCEM and MAP algorithms all give the same unique estimate of $\hat{x}$ and $\hat{y}$, and all can be viewed as solving a constrained least squares problem.

b) Two categories of closed form solutions can be stated, corresponding to primal and dual optimization problems.

c) Two types of iterative algorithms can be stated, corresponding to the primal and dual problems, both of which are guaranteed to converge at a geometric rate to the unique globally optimum estimate.

d) The computational noise sensitivity of the algorithm can be analyzed, and can be shown to be directly related to the convergence rate of the algorithm and the ill-conditioning of the problem.

e) Each step of the iterative algorithm defines a linear mapping from $X$ to $Y$ and back again. The eigenvectors of the mapping form a complete orthonormal set, and the eigenvalues are all real, non-negative and less than $\nu_x \nu_y < 1$.

f) Acceleration methods are easily devised using line search extrapolation algorithms.

g) Both primal and dual problems can be transformed into problems which can be solved by PARTAN or a conjugate gradient algorithm. Each step of these methods is virtually identical to our accelerated algorithms, but convergence is achieved in a finite number of steps.
9.1. All Algorithms Give the Same Result

Because $X$ and $Y$ are linear varieties, integrating the Gaussian density $p(x,y)$ over these spaces simply yields another Gaussian. Thus $p_{X,Y}(x,y)$ is Gaussian, as is $p_{X|Y}(x|y)$, $p_{Y|X}(y|x)$ and all the other possible permutations. The signal and parameter density estimates will also be (non-truncated) Gaussians, $q_x(x) = p_{X|Y}(x|\hat{y})$ and $q_y(y) = p_{Y|X}(y|\hat{x})$. Since the mean and the mode of a Gaussian coincide, the mean of $p_{X,Y}(x,y)$ (the MMSE estimate) is identical to the mode of $p_{X,Y}(x,y)$ (the XYMAP estimate). In addition, our iterative algorithms differ only in that some estimate $\hat{x}$ or $\hat{y}$ by calculating the means $E_{X|Y}[x|\hat{y}_k]$ or $E_{Y|X}[y|\hat{x}_k]$, while others effectively calculate the modes $\max_{x\in X} p(x|\hat{y}_k)$ and $\max_{y\in Y} p(y|\hat{x}_k)$. Since the means and modes of a Gaussian coincide, all four algorithms will generate exactly the same sequence of estimates if we start them at the same estimate, and all will converge to exactly the same answer as MMSE. In discussing linear variety constraint sets, it is therefore sufficient to focus on any one of the approaches we have discussed - we will choose XYMAP since it is the easiest to understand.

9.2. The Primal Iterative Algorithm

The XYMAP log likelihood function is:

$$
\log p(x,y) = -\frac{1}{2} \left\{ \| A_x \|_2^2 + \| y-B_x \|_2^2 + K \right\}
$$

(5.9.1)

Because the constraint sets $X$ and $Y$ are closed, non-empty and convex, and because this density is uniformly log concave in $x$ and $y$, the XYMAP iterative algorithm is guaranteed to converge geometrically to the unique global maximum estimate at a rate $\nu_x \nu_y$ given in (5.4.7). To solve XYMAP, we iteratively maximize the density (5.9.1)
with respect to $x$ and then with respect to $y$, using Lagrange Multiplier techniques to enforce the constraints $G_x x = y_x$ and $G_y y = y_y$. (See, for example, Luenberger. [1])

Given an output estimate $\hat{y}_k$, we maximize $p(x, \hat{y}_k)$ over $x \in X$ by forming the Lagrangian:

$$L_{x_{k+1}} = \log p(x, \hat{y}_k) + \lambda_x^T \left[ G_x x - y_x \right]$$  \hspace{1cm} (5.9.2)

and then locating the stationary point of this function with respect to $\lambda_x$ and $\bar{x}$. Similarly, given $\hat{x}_{k+1}$, we can maximize $p(\hat{x}_{k+1}, y)$ over $y \in Y$ by finding the stationary point of the Lagrangian:

$$L_{y_{k+1}} = \log p(\hat{x}_{k+1}, y) + \lambda_y^T \left[ G_y y - y_y \right]$$  \hspace{1cm} (5.9.3)

Solving these problems gives:

Primal Iterative Algorithm:
Guess $\hat{y}_0 \in Y$
For $k = 0, 1, \ldots$
\[ \hat{x}_{k+1} = P_x H\hat{y}_k + \bar{x} \]
\[ \hat{y}_{k+1} = P_y B\hat{x}_{k+1} + \bar{y} \]

where:

$$P_x = \left[ I - V G_x^T (G_x V G_x^T)^{-1} G_x \right]$$  \hspace{1cm} (5.9.4)

$$P_y = \left[ I - R G_y^T (G_y R G_y^T)^{-1} G_y \right]$$

$$\bar{x} = V G_x^T (G_x V G_x^T)^{-1} x_x$$

$$\bar{y} = R G_y^T (G_y R G_y^T)^{-1} y_y$$

The matrix $H$, once again, is the filter which calculates the best unconstrained least squares estimate of $x$ from $y$. Matrices $P_x$ and $P_y$ are projection matrices (see Appendix G for a discussion of the properties of these matrices.) $P_x$ effectively projects $H\hat{y}_k$ onto the null space of the matrix $G_x$, thus removing the component which is orthogonal.
to the constraint set $X$ with respect to the inner product $<\cdot,\cdot>_V$. To get a signal estimate which satisfies the constraints, we add back the vector, $\bar{x}$, which satisfies $G_x \bar{x} = y$ and which is orthogonal to the null space of $G_x$. (The vector $\bar{x}$ is thus the minimum norm $\|\cdot\|_V$ element in the constraint space $X$.) From figure 5.4 it is clear that the resulting signal estimate $\hat{x}_{k+1}$ is the element of $X$ which is closest to $H\hat{y}_k$. To reestimate the output, pass this signal estimate through the filter $B$, then project the result onto the output constraint set $Y$ by multiplying by $P_y$. The matrix $P_y$ behaves in a similar manner as $P_x$, removing the component of $B\hat{x}_{k+1}$ which is orthogonal to the constraint set $Y$ with respect to the inner product $<\cdot,\cdot>_R$. This leaves only the component in the null space of the matrix $G_y$. The output estimate is then formed by adding back the vector, $\bar{y}$, which satisfies $G_y \bar{y} = y$ and which is orthogonal to the null space of $G_y$.

![Figure 5.4 - Behavior of Projection Operator $P_x$](image)

Each iteration increases the likelihood $p(\hat{x}_k,\hat{y}_k)$ and thus improves the estimates. Since $X$ and $Y$ are convex, the algorithm is guaranteed to converge at a geometric rate to the unique global maximum solution $\hat{x}^*,\hat{y}^*$.
\[ \| \hat{x}_{k+1} - x^* \|_R \leq v_x \| \hat{y}_{k+1} - y^* \|_V \leq v_x v_y \| \hat{y}_k - y^* \|_R \] (5.9.5)

Appendix F gives slightly better upper bounds for the convergence rates \( v_x, v_y \) for the linear problem:

\[ v_x = \left\| R^{1/2} V^{-1/2} P_x H P_y \right\|_R \leq \left( \frac{\mu_{\text{max}}}{\mu_{\text{max}} + 1} \right)^6 < 1 \] (5.9.6)

\[ v_y = \left\| V^{1/2} R^{-1/2} P_y B P_x \right\|_V \leq \left( \frac{\lambda_{\text{max}}}{\lambda_{\text{max}} + 1} \right)^6 < 1 \]

9.3. Eigenvalues and Eigenvectors of the Algorithm

Each iteration of the algorithm defines a linear mapping from the signal space to the output space and back again. Some insight into the convergence behavior of our algorithm can be gained by examining the eigenstructure of this mapping. Recognizing that the solution \( x^*, y^* \) is a stationary point of the algorithm, it is easy to show that:

\[ \hat{x}_{k+1} - x^* = P_x H P_y B (\hat{x}_k - x^*) \] (5.9.7)

\[ \hat{y}_{k+1} - y^* = P_y B P_x H (\hat{y}_k - y^*) \]

These equations can be put into a more symmetric form by recognizing that if \( \hat{x}_k, x^* \in X \) then \( \hat{x}_k - x^* \) must be in the null space of \( G_x \) and must satisfy \( P_x (\hat{x}_k - x^*) = \hat{x}_k - x^* \). Similarly, \( \hat{y}_k - y^* \) must be in the null space of \( G_y \), and so must satisfy \( P_y (\hat{y}_k - y^*) \). This implies that:

\[ \hat{x}_{k+1} - x^* = P_x H P_y B P_x (\hat{x}_k - x^*) \] (5.9.8)

\[ \hat{y}_{k+1} - y^* = P_y B P_x H P_y (\hat{y}_k - y^*) \]

Appendix G analyzes the eigenvalues and eigenvectors of these two matrices \( P_x H P_y, B P_x \) and \( P_y B P_x H P_y \) and proves the following results:

a) The eigenvalues of both matrices are all real, non-negative and less than \( v_x v_y \).
b) The eigenvectors $\phi_i$ of $P_x HP_y BP_x$ form a complete orthonormal basis for $\mathbb{R}^N$ with respect to the inner product $\langle \cdot , \cdot \rangle_\nu$. Similarly, the eigenvectors $\psi_i$ of $P_y BP_x HP_y$ form a complete orthonormal basis for $\mathbb{R}^M$ with respect to the inner product $\langle \cdot , \cdot \rangle_\rho$.

c) The non-zero eigenvalues $\lambda_i$ of these two matrices are identical, and there are less than $\min(N-p,M-q)$ such eigenvalues. Moreover, there is a one-to-one correspondence between the eigenvectors of the two matrices corresponding to non-zero eigenvalues, defined by $\psi_i = \frac{1}{\sqrt{\lambda_i}} P_y B \phi_i$ and $\phi_i = \frac{1}{\sqrt{\lambda_i}} P_x H \psi_i$.

All such eigenvectors $\phi_i$ are orthonormal elements of the null space of $G_x$, $P_x \phi_i = \phi_i$, and the eigenvectors $\psi_i$ are orthonormal elements of the null space of $G_y$, $P_y \psi_i = \psi_i$.

The fact that all eigenvalues of $P_y BP_x HP_y$ and $P_x HP_y BP_x$ are real and are between 0 and $\nu_x \nu_y$ implies that the convergence rate will be underdamped, and suggests that acceleration methods ought to be very effective at improving the convergence rate. It also suggests that since $\nu_x \nu_y \rightarrow 1$ as the signal-to-noise ratio $\rightarrow \infty$, that the eigenvalues of $P_y BP_x HP_y$ and $P_x HP_y BP_x$ may be very close to 1 at high SNR, and thus the convergence rate can be very slow. Finally, note that the eigenvalues and eigenvectors of these two matrices have all the properties of the famed prolate spheroid functions; in fact, we will show that in the special case of bandlimited signal extrapolation, these eigenvectors are the discrete prolate spheroid functions.

9.4. Closed-Form Solution - Primal Problem

A direct closed-form solution for this problem can be easily derived. The globally optimum solution $\hat{x}$, $\hat{y}$ must be a stationary point of the algorithm, and thus must
satisfy both the equations in (5.9.4). Thus:

\[
\begin{pmatrix}
I & -P_xH \\
-P_yB & I
\end{pmatrix}
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} =
\begin{pmatrix}
\ddot{x} \\
\ddot{y}
\end{pmatrix}
\] (5.9.9)

Adding \(P_yB\) times the first row to the second gives an alternate expression:

\[
\begin{pmatrix}
I - P_yBP_xH
\end{pmatrix}\ddot{y} =
\begin{pmatrix}
\ddot{y} + P_yB\ddot{x}
\end{pmatrix}
\] (5.9.10)

This can be put into a somewhat more convenient form by the same trick used in the previous section. Because \(\dot{x}, \ddot{y}\) is a stationary point of the algorithm, it can be expressed in the form: \(\ddot{y} = P_y\dot{y} + \ddot{y}\). Substituting this into (5.9.10) gives a more symmetric formula for \(\ddot{y}\):

\[
\begin{pmatrix}
I - P_yBP_xHP_y
\end{pmatrix}\ddot{y} =
\begin{pmatrix}
\ddot{y} + P_yB\ddot{x}
\end{pmatrix}
\] (5.9.11)

\[
\dot{x} = P_xH\dot{y} + \ddot{x}
\]

Similarly, a direct formula for \(\ddot{x}\) can be derived from (5.9.9) of the form:

\[
\begin{pmatrix}
I - P_xHP_yBP_x
\end{pmatrix}\ddot{x} =
\begin{pmatrix}
\ddot{x} + P_xH\ddot{y}
\end{pmatrix}
\] (5.9.12)

\[
\ddot{y} = P_xB\ddot{x} + \ddot{y}
\]

The chief problem with this closed-form solution is that in most applications the number of variables \(N\) and \(M\) is quite large, and storing and solving such a large set of simultaneous equations can be quite difficult. The iterative algorithm has the advantage that if \(G_xV G_x^T\) and \(G_yR G_y^T\) are diagonal or are easily diagonalizable, a situation that occurs in all the examples of chapter 7, then solving each step of the iteration is quite simple.

A much more robust approach to solving for \(\ddot{x}\) and \(\ddot{y}\) would be to return to the original constraint equation:

\[
\begin{pmatrix}
G_x & 0 \\
0 & G_y
\end{pmatrix}
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} =
\begin{pmatrix}
\ddot{x} \\
\ddot{y}
\end{pmatrix}
\] (5.9.13)
and to recognize that our algorithms are simply solving for a minimum norm solution to this underdetermined set of equations. Numerically robust algorithms such as Householder transforms could then be applied to solve this problem directly. This subject, however, is beyond the scope of this thesis (see, for example, Lawson and Hanson [2].)

9.5. Dual Problem - Iterative Algorithm

A rather different approach to solving this problem is to construct the dual optimization problem and solve that instead. Introduce Lagrange multipliers \( \lambda_x \) and \( \lambda_y \), and form the Lagrangian:

\[
L_{xy} = \log p(x, y) + \lambda_x^T \left[ G_x x - y_x \right] + \lambda_y^T \left[ G_y y - y_y \right]
\]  (5.9.14)

The maximum of \( p(x, y) \) over the domains \( x \in X, y \in Y \) corresponds to the stationary point of \( L_{xy} \) with respect to \( x, y, \lambda_x, \) and \( \lambda_y \). It is also well known (see, for example, Luenberger [1]) that this stationary point is a saddle point of \( L_{xy} \), and that it satisfies a min-max law:

\[
\min_{\lambda_x, \lambda_y} \left[ \max_{x, y} L_{xy} \right] = \max_{x, y} \left[ \min_{\lambda_x, \lambda_y} L_{xy} \right]
\]  (5.9.15)

The left hand side of this equation represents a dual algorithm for locating the solution to our problem. First maximize \( L_{xy} \) over all possible \( x, y \); this gives the estimates:

\[
\begin{pmatrix} \hat{x} \\ \hat{y} \end{pmatrix} = V_{xy} \begin{pmatrix} G_x^T & 0 \\ 0 & G_y^T \end{pmatrix} \begin{pmatrix} \lambda_x \\ \lambda_y \end{pmatrix}
\]  (5.9.16)

Substituting these values back into \( L_{xy} \) and simplifying leaves the dual problem:

\[
\begin{align*}
\lambda_x, \lambda_y & \rightarrow \min_{\lambda_x, \lambda_y} \frac{1}{2} \begin{pmatrix} \lambda_x^T & \lambda_y^T \end{pmatrix} \left[ \begin{pmatrix} G_x & 0 \\ 0 & G_y \end{pmatrix} V_{xy} \begin{pmatrix} G_x^T & 0 \\ 0 & G_y^T \end{pmatrix} \right] \begin{pmatrix} \lambda_x \\ \lambda_y \end{pmatrix} - \begin{pmatrix} y_x^T & y_y^T \end{pmatrix} \begin{pmatrix} \lambda_x \\ \lambda_y \end{pmatrix} \\
& = \min_{\lambda_x, \lambda_y} \frac{1}{2} \left\| G_x^T \lambda_x + G_y^T \lambda_y \right\|_{V_{xy}^{-1}}^2 - \begin{pmatrix} y_x^T & y_y^T \end{pmatrix} \begin{pmatrix} \lambda_x \\ \lambda_y \end{pmatrix}
\end{align*}
\]  (5.9.17)
This is a positive definite, uniformly concave quadratic function of \( \lambda_x, \lambda_y \). A formula for the solution is easily stated (see the next section), although the large number of equations, \( p + q \), may make a direct solution prohibitively difficult. We therefore consider an iterative approach, minimizing first with respect to \( \lambda_x \), then with respect to \( \lambda_y \), iterating back and forth until the estimates converge. The resulting algorithm can be put into a very elegant framework if we first transform to new variables. Let \( V_x \) and \( V_y \) represent the \textit{a priori} variances of \( x \) and \( y \) respectively:

\[
V_x = A^{-1}QA^{-T} \\
V_y = BA^{-1}QA^{-TB^T} + R
\]  

(5.9.18)

Then define:

\[
\rho_x = A^{-1}QA^{-TG_x^T}\lambda_x \quad (5.9.19) \\
\rho_y = \left[ BA^{-1}QA^{-TB^T} + R \right] G_y \lambda_y
\]

Beware that these variables \( \rho_x \) and \( \rho_y \) have dimensions \( N \) and \( M \), and are much larger than the original \( p \) and \( q \) dimensional Lagrange multipliers \( \lambda_x \) and \( \lambda_y \). The iterative dual algorithm can now be put into the form:

\begin{center}
\begin{tabular}{|l|}
\hline
\textbf{Dual Iterative Algorithm:} \\
Guess \( \hat{\rho}_{y_0} \) \\
For \( k = 0, 1, \ldots \) \\
\hspace{1cm} \( \hat{\rho}_{x_{k+1}} = -Q_x H \hat{\rho}_{y_k} + \rho_x \) \\
\hspace{1cm} \( \hat{\rho}_{y_{k+1}} = -Q_y B \hat{\rho}_{x_{k+1}} + \rho_y \) \\
\hspace{1cm} Iterate to convergence, then: \\
\hspace{1cm} \( \hat{x}_{k+1} = \hat{\rho}_{x_{k+1}} + H \hat{\rho}_{y_k} \) \\
\hspace{1cm} \( \hat{y}_{k+1} = B \hat{\rho}_{x_{k+1}} + \hat{\rho}_{y_{k+1}} \) \\
\hline
\end{tabular}
\end{center}

where:

\[
Q_x = V_x G_x^T \left[ G_x V_x G_x^T \right]^{-1} G_x
\]
\[ Q_y = V_y G_y^T \left[ G_y V_y G_y^T \right]^{-1} G_y \]  
\[ \tilde{\rho}_x = V_x G_x^T \left[ G_x V_x G_x^T \right]^{-1} \chi_x \]  
\[ \tilde{\rho}_y = V_y G_y^T \left[ G_y V_y G_y^T \right]^{-1} \chi_y \]  

and where \( H \) is the same filter matrix (5.4.3) used in our primal algorithm. Both \( Q_x \) and \( Q_y \) are projection matrices, playing a role similar to that of \( P_x \) and \( P_y \) in our primal algorithms, except that these matrices project vectors onto the orthogonal complement of the null spaces of \( G_x \) and \( G_y \) respectively. We start with an estimate of the "output multiplier" \( \hat{\rho}_y \). Filter this with the matrix \( H \), then multiply by \( Q_x \) to project the result onto the orthogonal complement of the null space of \( G_x \), with respect to an inner product \( <,>_{V_x} \). Subtracting this from the minimum norm \( \| \cdot \|_{V_x} \) element \( \bar{\rho}_x \) in \( X \) gives the "signal multiplier" estimate \( \hat{\rho}_{x_k+1} \) which points from \( H\hat{\rho}_y \) to the closest element in \( X \) (see figure 5.5).

Figure 5.5: \[ \hat{\rho}_x = -Q_x H\hat{\rho}_y + \bar{\rho}_x \]

Now to reestimate the "output multiplier", we pass the signal multiplier estimate \( \hat{\rho}_{x_k+1} \)
through the filter $B$, then multiply by $Q_y$ to project the result onto the orthogonal complement of the null space of $G_y$, with respect to an inner product $<·,·>_{Y'}$. Subtracting from the minimum norm $\|·\|_{Y'}$ element $\bar{\rho}_y$ in $Y$, thus estimates $\hat{\rho}_{y_{k+1}}$ as the vector pointing from $B\hat{\rho}_{x_{k+1}}$ to the nearest element in $Y$. On the next pass, this improved output multiplier estimate is used to improve the signal multiplier estimate. Each iteration decreases the quadratic objective function (5.9.17), and in fact all the convergence arguments presented for the primal algorithm apply to this dual algorithm as well. In particular, Appendix F proves that the estimates are guaranteed to converge to the unique global minimum solution $\rho_x$, $\rho_y$ at a geometric rate:

$$\|\hat{\rho}_{y_{k+1}} - \rho_y\|_{Y'} \leq \nu_y \|\hat{\rho}_{x_{k+1}} - \rho_x\|_{X'} \|\nu_x\nu_y\|\|\hat{\rho}_y - \rho_y\|_{Y'},$$

(5.9.21)

where $\nu_x$, $\nu_y$ are exactly the same convergence factors as in our primal algorithms. We can also show that:

$$\hat{\rho}_{x_{k+1}} - \rho_x = Q_xHQ_yBQ_x (\hat{\rho}_{x_k} - \rho_x),$$

(5.9.22)

$$\hat{\rho}_{y_{k+1}} - \rho_y = Q_yBQ_xHQ_x (\hat{\rho}_{y_k} - \rho_y),$$

and the eigenvalues and eigenvectors of $Q_xHQ_yBQ_y$ and $Q_yBQ_xHQ_x$ have similar properties as listed in section 9.3. All eigenvalues are real, non-negative and less than $\nu_x\nu_y$, the eigenvectors form a complete orthonormal basis, and there are at most $\min(p,q)$ non-zero eigenvalues, and their corresponding eigenvectors are elements of the orthogonal complements of the null spaces of $G_x$ and $G_y$ respectively.

After the multipliers $\hat{\rho}_{x_k}$, $\hat{\rho}_{y_k}$ converge, the signal and output are estimated by adding appropriate multiples of the signal and output multipliers. Note that with the formulas given, $G_xX = x_x$ and $G_yY = x_y$, so that $\hat{x}_{k+1}xX$ and $\hat{y}_{k+1}yY$. 

9.6. Dual Problem - Closed-Form Solution

Several different closed-form solutions can be found for this dual problem. Since the solution must be a stationary point of the algorithm, one approach would be to simply combine equations (5.9.20):

\[
\begin{pmatrix}
1 & Q_x H \\
Q_y B & 1
\end{pmatrix}
\begin{pmatrix}
\hat{\mu}_x \\
\hat{\mu}_y
\end{pmatrix}
= 
\begin{pmatrix}
\bar{\mu}_x \\
\bar{\mu}_y
\end{pmatrix}
\]  
(5.9.23)

Subtracting an appropriate multiple of the first row from the second or vice versa, and recognizing that \( \hat{\mu}_x = Q_x \hat{\mu}_x + \bar{\mu}_x \) and \( \hat{\mu}_y = Q_y \hat{\mu}_y + \bar{\mu}_y \), gives alternate versions:

\[
\begin{pmatrix}
1 - Q_x H Q_y B Q_x \\
Q_y B Q_x H Q_y
\end{pmatrix}
\begin{pmatrix}
\hat{\mu}_x \\
\hat{\mu}_y
\end{pmatrix}
= 
\begin{pmatrix}
\bar{\mu}_x - Q_x H \bar{\mu}_y \\
\bar{\mu}_y - Q_y B \bar{\mu}_x
\end{pmatrix}
\]  
(5.9.24)

or:

\[
\begin{pmatrix}
1 - Q_y B Q_x H Q_y \\
Q_x H Q_y B Q_x
\end{pmatrix}
\begin{pmatrix}
\hat{\mu}_y \\
\hat{\mu}_x
\end{pmatrix}
= 
\begin{pmatrix}
\bar{\mu}_y - Q_y B \bar{\mu}_x \\
\bar{\mu}_x - Q_x H \bar{\mu}_y
\end{pmatrix}
\]  
(5.9.25)

One potential difficulty with these equations is that in using the variable transformation (5.9.19), we have increased the number of variables from \( p + q \) to \( N + M \). A smaller number of equations would result, therefore, if we returned to the original dual problem (5.9.17) and solved it directly:

\[
\begin{pmatrix}
G_x & 0 \\
0 & G_y
\end{pmatrix}
V \begin{pmatrix}
G_x^T & 0 \\
0 & G_y^T
\end{pmatrix}
\begin{pmatrix}
\lambda_x \\
\lambda_y
\end{pmatrix}
= 
\begin{pmatrix}
\gamma_x \\
\gamma_y
\end{pmatrix}
\]  
(5.9.26)

In some applications, this dual closed-form solution may be easier to solve than our primal closed-form solution.
9.7. Computational Noise Characteristics

Because all the operations in these algorithms are linear, it is straightforward to compute the effect of computational noise in our iterative algorithms. We will analyze the primal algorithm only; the dual algorithm can be treated in exactly the same way. We consider two sources of computational noise. Suppose that the correct values of $\bar{x}$ and $\bar{y}$ in (5.9.4) are given with errors $\delta_x$ and $\delta_y$, and suppose that on each pass $\hat{x}_k$ and $\hat{y}_k$ are calculated with errors $\varepsilon_{x,k}$ and $\varepsilon_{y,k}$. Thus each iteration calculates corrupted estimates $\hat{x}_k$ and $\hat{y}_k$ given by:

\[
\hat{x}_{k+1} = P_x H \hat{y}_k + (\bar{x} + \delta_x) + \varepsilon_{x,k+1}
\]

\[
\hat{y}_{k+1} = P_y B \hat{x}_k + (\bar{y} + \delta_y) + \varepsilon_{y,k+1}
\]

Expanding both the noise-free iteration (5.9.4) and noisy iteration (5.9.27) recursively, using $P_y P_x = P_y$, and taking the difference:

\[
(\hat{y}_k - \hat{y}_k) = \sum_{m=0}^{k-1} (P_y B P_x H)^m \left[ (\delta_y + \varepsilon_{y,k-m}) + P_y B (\delta_x + \varepsilon_{x,k-m}) \right]
\]

(5.9.28)

Taking the norm of both sides:

\[
\|\hat{y}_k - \hat{y}_k\|_R \leq \sum_{m=0}^{k-1} \|P_y B P_x H\|_R \left( \|\delta_y + \varepsilon_{y,k-m}\|_R + \|P_y B (\delta_x + \varepsilon_{x,k-m})\|_R \right)
\]

(5.9.29)

The argument in Appendix F proves that $\|P_y B P_x H\|_R \leq v_x v_y$, and is thus less than 1. If we assume, furthermore, that the computation noises $\delta_x + \varepsilon_{x,k}$ and $\delta_y + \varepsilon_{y,k}$ have about the same norm $\|\delta_x + \varepsilon_{x,k}\|_V$ and $\|\delta_y + \varepsilon_{y,k}\|_R$ on each pass, then as $k \to \infty$:

\[
\|\hat{y}_k - \hat{y}_k\|_R \leq \frac{1}{1 - v_x v_y} \left( \|\delta_y + \varepsilon_y\|_R + \|P_y B (\delta_x + \varepsilon_x)\|_V \right)
\]

(5.9.30)

If the signal-to-noise level is very high, then $v_x v_y \approx 1$, and the computation noise sensitivity will be very high. Note that this is exactly the same situation in which we expect slow convergence and ill-behavior of the closed form solution. The difficulty is clearly
intrinsic to the formulation of the problem.

9.8. Acceleration of the Convergence Rate

As discussed in chapter 3, section 11, these iterative algorithms tend to zig-zag along the ridge in the probability density \( p(x,y) \) toward the global maximum. At high SNR, the contours of \( p(x,y) \) will become very elliptical, each zig and zag will become very short, and the convergence rate will slow to a standstill. One solution, as suggested in chapter 3, is to recognize that a line connecting successive estimates will follow the ridge, and thus searching along such a line for a maximum should give an estimate that is much closer to the global maximum. Since \( \log p(x,y) \) is quadratic, such a line search requires little additional computation. The resulting algorithm has the form:

Guess \( \hat{x}_0, \hat{y}_0 \)

For \( k = 0, 1, \cdots \)

\[
\begin{align*}
\hat{x}_k' &= P_x H \hat{y}_k' + \hat{x} \\
\hat{y}_k' &= P_y B \hat{y}_k' \\
(\hat{x}_{k+1}, \hat{y}_{k+1}) &= (1 - \lambda)(\hat{x}_k', \hat{y}_k') + \lambda(\hat{x}_{k-1}', \hat{y}_{k-1}')
\end{align*}
\]

where:

\[
\lambda = \frac{\hat{x}_k'^T A^T Q^{-1} A (\hat{x}_k' - \hat{x}_{k-1}') + \Delta_k'^T R^{-1} (\Delta_k' - \Delta_{k-1}')}{\| A (\hat{x}_k' - \hat{x}_{k-1}') \|^2_Q + \| \Delta_k' - \Delta_{k-1}' \|^2_R}
\]

\[
\Delta_k' = \hat{y}_k' - B \hat{y}_k'.
\]

In the above version, we use one iteration of our usual algorithm to estimate \( \hat{x}_k', \hat{y}_k' \), then search along the line connecting the last pre-extrapolation estimate \( \hat{x}_{k-1}', \hat{y}_{k-1}' \) and \( \hat{x}_k', \hat{y}_k' \) for a maximum of \( \log p(x,y) \). An alternative approach, which doesn't seem to be quite as effective, would be to try searching along the line connecting \( \hat{x}_k', \hat{y}_k' \) and the last post-extrapolation estimate \( \hat{x}_k', \hat{y}_k' \) for a maximum. These methods were suggested, in a somewhat different form and with a rather different interpretation, by
Hayes and Tom [3]. Similar techniques could also be used to accelerate the dual algorithm.

9.9. PARTAN and Conjugate Gradient Methods

The interesting point about the above acceleration technique is that by using both types of acceleration mentioned above on every step, we actually arrive at a PARTAN algorithm which is guaranteed to converge in a finite number of steps! We discuss the primal problem first. Let us start by trying to solve the closed-form problem in (5.9.12). Multiplying on the left by $V^{-1}$ gives:

$$\left[ V^{-1} - V^{-1} P_x H P_x B P_x \right] \tilde{x} = V^{-1} \left[ (I + P_x H P_x B) \tilde{x} + P_x H \tilde{y} \right]$$

(5.9.31)

It is easy to verify that the matrix on the left equals $V^{-1} - P_x^T B^T P_x B P_x$, and is thus symmetric and positive definite. Call the matrix on the left $T$, and call the vector on the right $\tilde{b}$. Solving $T \tilde{x} = \tilde{b}$ is equivalent to minimizing $\alpha^T T \tilde{x} - \tilde{b}^T \tilde{x}$, a problem than can be solved either with a PARTAN algorithm or a conjugate gradient algorithm in a finite number of steps. PARTAN is the easiest to state (see, for example, Luenberger. [1]) Start at an initial estimate $\tilde{x}_0$. Search in the direction of the gradient of $\alpha^T T \tilde{x} - \tilde{b}^T \tilde{x}$ for the minimum $\tilde{x}_1$. On every step following this, calculate the gradient $\tilde{\nabla}_k = T \tilde{x}_k - \tilde{b}$, and search along this gradient for a minimum $\tilde{x}_k'$. Next search along the line connecting $\tilde{x}_k$ and $\tilde{x}_k'$ for a minimum $\tilde{x}_k''$. Repeat for $N-p$ steps (the dimension of $X$) and the final estimate of $\tilde{x}_{N-p}$ will be exactly the correct global minimum to the problem. This simple approach can be simplified even further by several tricks. The gradient of $\alpha^T T \tilde{x} - \tilde{b}^T \tilde{x}$ happens to be calculated by one iteration of our original algorithm; also doing a line search for the minimum of $\alpha^T T \tilde{x} - \tilde{b}^T \tilde{x}$ happens to give the same answer as a line search of the function $\log p(x, y)$. The final PARTAN algorithm takes the form:
Guess: \( \hat{x}_{-1} = \hat{x}_0 \)
\( \hat{y}_{-1} = \hat{y}_0 = P_y B \hat{x}_0 + \bar{y} \)

For \( k = 0, 1, \ldots, N-p \):

\[
\hat{x}_k = P_x H \hat{y}_k + \bar{y}
\]
\[
\hat{y}_k = P_y B \hat{x}_k + \bar{y}
\]

\[
\hat{\alpha}_k = \frac{\hat{x}_k \cdot A^T Q^{-1} A (\hat{x}_k \cdot - \hat{x}_k) + \Delta_k \cdot R^{-1}(\Delta_k \cdot - \Delta_k)}{||A(\hat{x}_k \cdot - \hat{x}_k)||_Q^2 + ||\Delta_k \cdot - \Delta_k||_R^2}
\]

where: \( \Delta_k \cdot = \hat{y}_k \cdot - B \hat{x}_k \cdot \)

\[
\Delta_k = \hat{y}_k - B \hat{x}_k
\]

\[
(\hat{x}_k \cdot \cdot, \hat{y}_k \cdot \cdot) = (1-\hat{\alpha}_k)(\hat{x}_k \cdot \cdot, \hat{y}_k \cdot \cdot) + \hat{\alpha}_k (\hat{x}_k, \hat{y}_k)
\]

\[
\hat{\beta}_k = \frac{\hat{x}_k \cdot \cdot A^T Q^{-1} A (\hat{x}_k \cdot \cdot - \hat{x}_k -1) + \Delta_k \cdot \cdot R^{-1}(\Delta_k \cdot \cdot - \Delta_k -1)}{||A(\hat{x}_k \cdot \cdot - \hat{x}_k -1)||_Q^2 + ||\Delta_k \cdot \cdot - \Delta_k -1||_R^2}
\]

\[
(\hat{x}_{k+1}, \hat{y}_{k+1}) = (1-\hat{\beta}_k)(\hat{x}_k \cdot \cdot, \hat{y}_k \cdot \cdot) + \hat{\beta}_k (\hat{x}_k -1, \hat{y}_k -1)
\]

This algorithm is very similar to the accelerated iterative algorithm given in the previous section; it starts with the usual filter-project-filter-project step, followed by two simple line search steps. The major (!!!) difference is that this algorithm terminates in \( N-p \) steps. (Actually, meticulous analysis would indicate that the only directions searched belong to the space spanned by the eigenvectors of \( P_x H P_y B P_x \) whose eigenvalues are non-zero. Thus the algorithm should theoretically converge in a number of steps equal to the number of non-zero eigenvectors, which is at most \( \min(N-p, M-q) \).

Another equivalent version of this algorithm is the conjugate gradient algorithm. This version also terminates in at most \( N-p \) steps, but is more storage efficient. For details see Luenberger [1]; the final computation takes the form:

Guess: \( \hat{x}_0 \)
\( \hat{y}_0 = P_y B \hat{x}_0 + \bar{y} \)
\[ \hat{x}_1 = P_x H \hat{x}_0 + \bar{x} \]
\[ \hat{z}_0 = -d_0 = \hat{x}_0 - \hat{x}_1 \]
For \( k = 0, 1, \ldots, N-p \)
\[ e_k = d_k - P_x H P_y B d_k \]
\[ r_k = d_k^T V^{-1} e_k \]
\[ \hat{\alpha}_k = \frac{e_k^T V^{-1} e_k}{r_k} \quad \left( \text{or: } \hat{\alpha}_k = -\frac{e_k^T V^{-1} d_k}{r_k} \right) \]
\[ \hat{x}_{k+1} = \hat{x}_k + \hat{\alpha}_k d_k \]
\[ \bigg( \text{or: } \hat{x}_{k+1} = \hat{x}_k + P_x H P_y B \hat{x}_{k+1} \bigg) \]
\[ \hat{\beta}_k = \frac{\hat{e}_{k+1}^T V^{-1} e_k}{\hat{e}_k^T V^{-1} e_k} \quad \left( \text{or: } \hat{\beta}_k = -\frac{\hat{e}_{k+1}^T V^{-1} e_k}{r_k} \right) \]
\[ d_{k+1} = -e_{k+1} + \hat{\beta}_k d_k \]

The alternative formulas given above in parentheses are less convenient, though theoretically equivalent methods for calculating the required values. Note that, once again, each iteration requires one filter-project-filter-project step, plus two extrapolation-like steps with factors \( \hat{\alpha}_k \) and \( \hat{\beta}_k \).

Although these two algorithms theoretically converge exactly in at most \( \min(N-p, M-q) \) iterations, in practice more iterations are often needed to solve extremely ill-conditioned problems. If many more iterations will be needed, Luenberger suggests restarting the algorithm at intervals greater than or equal to \( \min(N-p, M-q) \) in order to avoid convergence problems caused by build-up of errors.

Finally, Luenberger also suggests various ways to modify these algorithms to solve problems with non-linear objective functions or non-linear constraint sets.

Another set of algorithms result if we start by trying to solve for \( x \) rather than \( \hat{x} \). In this case we would have used equation (5.9.11) instead of (5.9.12) in beginning our
analysis, and the algorithm would again terminate in at most \( \min(N-p,M-q) \) steps. The dual problem could also be solved by a similar approach, starting either with the equations (5.9.24) or (5.9.25) using the transformed variables \( \varrho_x \) and \( \varrho_y \), or starting with the equations (5.9.26) using the multipliers \( \lambda_x \) and \( \lambda_y \).

9.10. Infinite Dimensional Spaces

Although we will not prove this, nearly all the results above also apply to the case when \( x \) and \( y \) are infinite dimensional vectors. Assume that the infinite dimensional linear operators \( Q \) and \( R \) satisfy \( Q \geq \epsilon I \) and \( R \geq \epsilon I \), for some \( \epsilon > 0 \), that \( A \) is a bounded and invertible linear operator, and that \( B \) is a bounded linear operator. Then each iteration of our algorithm still defines a contraction mapping on the linear varieties \( X \) and \( Y \). The difference between successive estimates must therefore decrease at the rate \( \nu_x, \nu_y \), which implies that the estimates must converge at a geometric rate to the unique global optimizing solution. For a more complete discussion of infinite dimensional signal reconstruction problems, see Youla [4] or Mosca [5].

10. Linear Inequality Constraints

Another important special case is when the constraint sets \( X \) and \( Y \) are cones defined by sets of linear inequalities:

\[
X = \left\{ x \mid G_x x \leq \gamma_x \right\} \quad \text{(5.10.1)}
\]

\[
Y = \left\{ y \mid G_y y \leq \gamma_y \right\}
\]

A set of linear inequality constraints, or a mixture of equality and inequality constraints, defines a "simplex" constraint set, which is a convex, closed (though possibly infinite) polytope. Since \( X \) and \( Y \) are convex, all of our iterative algorithms are
guaranteed to converge linearly to the unique global solution of the MCEM, XMAP, YMAP or XYMAP problems. In general, our different estimation criteria will give different estimates of \( x \) and \( y \). Closed form solutions are difficult to derive except for the XYMAP problem, which only requires maximizing the quadratic function \( \log p(x, y) \) over a simplex constraint set \( X, Y \). The Kuhn-Tucker optimality conditions can be used to state necessary conditions for the point \((\hat{x}, \hat{y})\) to be the global maximum of \( \log p(x, y) \) (see, for example, Luenberger. [1]) A wide variety of quadratic programming algorithms have been developed for solving problems like this. Most of these are modified forms of linear programming which are able to calculate the exact solution with a finite amount of computation. The disadvantage of these algorithms is that most of them adjust only one variable at a time, and thus they can be very slow at solving large XYMAP problems. Further discussion of these techniques is beyond the scope of this thesis; for details see Boot\(^6\) or Künzi and Krelle.\(^7\) A dual XYMAP algorithm can also be developed; it will involve minimizing the same quadratic function of the Lagrange multipliers as in (5.9.17) but with the additional constraint that the multipliers be non-negative.

11. Summary

In this chapter we have applied our MMSE, MCEM and MAP approaches to a simple linear Gaussian system model of a stochastic signal corrupted by a linear filter and additive noise. When the parameters of this system are known, four different iterative algorithms were proposed for estimating the unknown signal and output given only incomplete knowledge of the values of these unknowns. These algorithms all iterate between filtering steps and a pair of projection and/or conditional expectation calculations. Each iteration of the algorithms improves the estimates, and if the con-
straint sets are convex, geometric convergence can be guaranteed to the unique global optimum solution. The MCEM algorithm appears to come closest to the MMSE estimates, but it involves more computation than the other iterative routines. XMAP and YMAP have intermediate performance at intermediate computational cost, and XYMAP is the simplest, though its estimates can be quite poor in some cases. If the constraint sets are defined by sets of linear equations, then all our methods give identical estimates. Both primal and dual approaches to the problem can be formulated; each leads to a different iterative algorithm whose convergence rate, computational noise sensitivity, and eigenvalues and eigenvectors have been analyzed in detail. Closed-form solutions for both primal and dual problems were derived. PARTAN or conjugate gradient algorithms were also presented, which solve these primal and dual problems in a finite number of steps; each step uses one pass of our usual iteration followed by two line searches. Another case that can be treated straightforwardly is when the constraint sets are defined by linear inequalities. Here the Kuhn-Tucker optimality conditions can be invoked to help find the solution, and quadratic programming algorithms are available for solving the primal or dual XYMAP problems in a finite number of steps.
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Chapter 6
Applications in Optimal Signal Reconstruction
Part II - Fisher Theory

1. Introduction

The signal reconstruction algorithms presented in chapter 5 take a very interesting form if we let the \textit{a priori} signal covariance Q become uniformly infinitely large, thus making the \textit{a priori} signal density $p(x)$ asymptotically "flat". In the limit $Q = \infty$, our four Bayesian MCEM and MAP algorithms will be converted into Fisher MCEM and MAP algorithms, in which the density $p(x,y)$ in the cross-entropy expression has been replaced by $p(y|x)$. In the case of XMAP and XYMAP these Fisher algorithms are equivalent to Maximum Likelihood estimation problems; the philosophical interpretation of the Fisher YMAP and MCEM algorithms is less clear. All four of these Fisher algorithms can be viewed as searching for a pair of signal and output estimates which come as close to each other as possible and yet still obey the known constraints on their values. Iterative algorithms for solving these Fisher algorithms can be derived which are similar to those of chapter 5, alternating between projections or conditional expectations on the signal and on the output constraint spaces, except that no filtering steps are used. Unfortunately, unlike the Bayesian algorithms, the Fisher estimation problems are not guaranteed to have a solution, and even if a solution exists it is not guaranteed to be unique. Our convergence rate factor $\nu_x \nu_y$ also approaches 1 in the limit as $Q = \infty$, and thus proving convergence of the algorithms is considerably more difficult; furthermore, the convergence rate can be sublinear. Once again, linear variety constraint sets will be analyzed in great detail. We will show in this case that the convergence rate and
computational noise sensitivity are a function of the "angle" between the constraint sets $X$ and $Y$. Closed form solutions, iterative projection algorithms and conjugate gradient algorithms will be developed for both the primal and dual optimization approaches.

2. Limiting Behavior of the Bayesian Algorithms as $Q \rightarrow \infty$

There are many practical signal reconstruction problems in which no real $a\ priori$ information is available about the energy in the unknown signal. One approach to this problem would be to treat the signal $x$ as a Fisher non-random constant, and then apply Maximum Likelihood to estimate its value. A more interesting and illuminating approach, however, is to consider the case of no $a\ priori$ information as a limiting form of the Bayesian problem, in which the $a\ priori$ signal covariance $Q$ becomes infinitely large, thus making the $a\ priori$ density $p(x)$ asymptotically flat. To avoid technical problems, let us assume that the dimensions of the signal and output spaces are equal, $N = M$, and that $B = I$. Let the $a\ priori$ covariance have the form $Q = \frac{1}{\alpha} Q_0$, where $Q_0$ is a positive definite covariance matrix, $Q_0 > 0$. Let $p_a(x, y)$ and $p_a(x)$ be the model densities corresponding to the $a\ priori$ covariance $Q = \frac{1}{\alpha} Q_0$, and let $H_a(q_x, q_{\phi})$ be the corresponding cross-entropy expression for any of our algorithms. Given any $\alpha > 0$, let $q_{x,a}(x)$ and $q_{\phi,a}(\phi)$ be the density estimates corresponding to the global minimum of the cross-entropy expression for any of our algorithms. If we let $N_{\Lambda}(m, V)$ represent a Gaussian density with mean $m$ and variance $V$ which has been truncated to the set $\Lambda$, then the four estimation approaches discussed in chapter 5 yield density estimates of the form:
\begin{center}

\begin{tabular}{|c|c|c|}
\hline
Bayesian & $\hat{q}_{X,a}$ & $\hat{q}_{\Phi,a}$ \\
\hline
MCEM: & $N_X(H_a\hat{x}_a, V_a)$ & $N_Y(\hat{x}_a, R)$ \\
XMAP: & $\delta(\hat{x} - \hat{x}_a)$ & $N_Y(\hat{x}_a, R)$ \\
YMAP: & $N_X(H_a\hat{x}_a, V_a)$ & $\delta(x - \hat{x}_a)$ \\
XYMAP: & $\delta(\hat{x} - \hat{x}_a)$ & $\delta(x - \hat{x}_a)$ \\
\hline
\end{tabular}
\end{center}

where $H_a$, $V_a$ are the matrices corresponding to $Q = \frac{1}{\alpha} Q_0$. If $X$ and $Y$ are convex, then these global minimizing solutions are guaranteed to exist and to be unique for all four algorithms. Even if $X$, $Y$ are not convex, the MAP algorithms are still guaranteed to have at least one global minimizing solution (we conjecture that MCEM will also always have at least one global minimizing solution.)

As discussed in section 8 of chapter 2, as $\alpha \to 0$ and the a priori density $p_a(x)$ becomes asymptotically flat, we would expect our Bayesian density estimates $\hat{q}_{X,a}(x)$, $\hat{q}_{Y,a}(x)$ to asymptotically minimize the "Fisher" cross-entropy expression $H_{ML}(q_X, q_Y)$. Remember that the Fisher cross-entropy is formed by replacing $p_a(x, x)$ in the Bayesian cross-entropy expression $H_a(q_X, q_Y)$ by $p(y | x)$, and that it satisfies:

$$H_a(q_X, q_Y) = H_{ML}(q_X, q_Y) - \int_X q_X(x) \log p_a(x) \, dx \quad (6.2.1)$$

Note that $p(y | x)$ and thus $H_{ML}(q_X, q_Y)$ are independent of $\alpha$. Since the integral of $p(y | x)$ over $X \times Y$ is not necessarily finite, $H_{ML}$ is not necessarily bounded below, and may not have a global minimizer. If, however, the Fisher cross-entropy does achieve its global minimum at a pair of densities $\hat{q}_X$, $\hat{q}_Y$, then this pair must satisfy:

$$\hat{q}_X \in \arg\min_{q_X} H_{ML}(q_X, \hat{q}_Y) \quad (6.2.2)$$
\[ \hat{q}_Y = \min_{\hat{q}_Y} H_{ML}(\hat{q}_X, q_Y) \]

With some algebra, it is easy to show that these global minimizing Fisher estimates must have the form:

<table>
<thead>
<tr>
<th>Fisher</th>
<th>( \hat{q}_X(x) )</th>
<th>( \hat{q}_Y(y) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM:</td>
<td>( N_X(\hat{x}, R) )</td>
<td>( N_Y(\hat{x}, R) )</td>
</tr>
<tr>
<td>XMAP:</td>
<td>( \delta(x - \hat{x}) )</td>
<td>( N_Y(\hat{x}, R) )</td>
</tr>
<tr>
<td>YMAP:</td>
<td>( N_X(\hat{y}, R) )</td>
<td>( \delta(x - \hat{y}) )</td>
</tr>
<tr>
<td>XYMAP:</td>
<td>( \delta(x - \hat{x}) )</td>
<td>( \delta(x - \hat{y}) )</td>
</tr>
</tbody>
</table>

Two questions remain: does the Fisher problem indeed have a solution, and how does the Bayesian solution \( \hat{q}_{X,a} \), \( \hat{q}_{Y,a} \) behave as \( \alpha \to 0 \)? To answer these, let us return to equation (6.2.1) linking the Bayesian and Fisher cross-entropies. Substituting our model density into this expression yields:

\[ H_{a}(q_X, q_Y) = H_{ML}(q_X, q_Y) + \frac{\alpha}{2} \int X \| A_x \|^2 q_X(x) \, dx + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_q \right| \quad (6.2.3) \]

The "Bayesian" cross-entropy is thus equal to the Fisher cross-entropy, plus a term proportional to \( \alpha \) measuring the average signal energy for the density \( q_X \), plus another term which is independent of the densities \( q_X \), \( q_Y \). From this relationship we would expect that if \( \alpha \) is very small, then the estimates which minimize the Bayesian cross-entropy \( H_a \) ought to be very similar to the estimates which minimize the Fisher cross-entropy \( H_{ML} \). This intuition can be proven formally. Because the densities \( \hat{q}_{X,a} \), \( \hat{q}_{Y,a} \) and \( \hat{q}_X \), \( \hat{q}_Y \) always have the form given in the preceding tables, to prove that the Bayesian estimates converge to the Fisher estimates, we need only prove that the centers of the densities converge. Appendix H proves:
Theorem 6.1 Let \( X, Y \) be closed and measurable sets. Assume that for any of
our four algorithms that for all \( \alpha > 0 \), \( H_a(q_X, q_Y) \) achieves its global minimum at
some value \( \bar{q}_{X, \alpha}, \bar{q}_{Y, \alpha} \) with means \( \bar{x}_\alpha, \bar{y}_\alpha \). Also assume that \( H_{ML}(q_X, q_Y) \) achieves
its global minimum at some value \( \hat{q}_X, \hat{q}_Y \) with means \( \hat{x}, \hat{y} \). Let \( \Psi = \{(\hat{q}_X, \hat{q}_Y)\} \) be
the set of all density pairs which minimize \( H_{ML} \). Then:

a) For \( \alpha > 0 \), the average signal energy of any of our Bayesian estimates is less
than the average signal energy of any Fisher estimate:

\[
\|A\hat{x}_\alpha\|_{Q_0}^2 \leq \int_X \|Ax\|_{Q_0}^2 \hat{q}_{X, \alpha}(x) \, dx \leq \inf_{q_X \in \Psi} \int_X \|Ax\|_{Q_0}^2 \hat{q}_X(x) \, dx
\]

b) Let \( \alpha_0, \alpha_1, \ldots \) be any monotonically decreasing sequence such that
\( \lim_{i \to \infty} \alpha_i = 0 \). Then the means \( \bar{x}_\alpha, \bar{y}_\alpha \) of the Bayesian density estimates remain
bounded as \( i \to \infty \), and every limit point \( \bar{x}, \bar{y} \) of the sequence corresponds to
the means of a pair of densities \( \hat{q}_X, \hat{q}_Y \) which minimize the Fisher cross-
entropy and have minimal signal energy:

\[
\hat{q}_X, \hat{q}_Y = \min_{q_X, q_Y} H_{ML}(q_X, q_Y)
\]

and:

\[
\int_X \|Ax\|_{Q_0}^2 \hat{q}_X(x) \, dx = \inf_{q_X \in \Psi} \int_X \|Ax\|_{Q_0}^2 \hat{q}_X(x) \, dx
\]

c) If there is no finite global minimizing solution to the Fisher problem, then the
Bayesian estimates diverge:

\[
\int_X \|Ax\|_{Q_0}^2 \bar{q}_{X, \alpha_i}(x) \, dx \to \infty \quad \text{as} \quad \alpha_i \to 0
\]

The Bayesian algorithm therefore always generates estimates with less average signal
energy than that of the Fisher algorithm's estimates. As $\alpha \to 0$ and our *a priori* estimate of the signal covariance $Q$ goes to infinity, the signal energy of our Bayesian MCEM and MAP algorithms will gradually increase, and the estimates will converge to a minimal signal energy solution to the corresponding Fisher problem. If the Fisher problem has no finite minimizing solution, then the Bayesian algorithm will diverge as $\alpha \to 0$, with $\|\hat{x}_a\|, \|\hat{y}_a\| \to \infty$.

3. The Fisher Algorithms

Let us examine the Fisher versions of our estimation problems. XYMAP is the easiest to analyze. The XYMAP cross-entropy expression satisfies:

$$H_{\text{ML}}(q_x, q_y) = -\log p(\hat{x} | \hat{x})$$  \hfill (6.3.1)

Thus minimizing this Fisher cross-entropy function is equivalent to solving:

$$\text{Fisher XYMAP: } \hat{x}, \hat{y} = \max_{\hat{x}, \hat{y}} p(\hat{y} | \hat{x})$$
$$- \min_{\hat{x}, \hat{y}} \| \hat{y} - \hat{x} \|_2$$  \hfill (6.3.2)

The Fisher XYMAP problem therefore tries to find the pair of signal and output values which not only meet the known constraints $\hat{x} \in X$ and $\hat{y} \in Y$, but which also come as close to each other as possible. The signal estimate $\hat{x}$ will meet all the signal constraints and come "close" to meeting the output constraints, while the output estimate $\hat{y}$ will meet all the output constraints, while coming "close" to meeting the signal constraints. In particular, if there exists some vector $\hat{x}$ which meets both signal and output constraints, $\hat{x} \in X$ and $\hat{y} \in Y$, then it will be the solution to the XYMAP Fisher algorithm.

Problems which are appropriately treated by an algorithm like this arise in a wide variety of applications in which a signal must be constructed which meets two different sets of constraints stated in different domains. For example, we might want to design a
Finite Impulse Response (FIR) filter which meets certain impulse response constraints and also certain frequency response constraints. Direct calculation of the filter coefficients is often very difficult [1], so we might try to put this problem into the form of a Fisher XYP map problem. Let $x$ and $y$ be filter coefficient sets, let $X$ be the set of time constraints, and let $Y$ be the set of frequency constraints. If there exists a unique filter $x_f$ which meets all these constraints, then the solution to (6.3.2) will exactly satisfy $\hat{x} = \hat{y} = x_f$. If no such solution exists, then the filter $\hat{x}$ will meet all the time constraints and come as close as possible to meeting all the frequency constraints, while the filter $\hat{y}$ will meet all the frequency constraints and come as close as possible to meeting all the time constraints.

The Fisher version of XYP is also relatively easy to characterize. We can easily show that for this algorithm:

$$\min_{q_x} H_{ML}(q_x, q_y) = -\log p(Y | x)$$  \hspace{1cm} (6.3.3)

and thus minimizing this Fisher cross-entropy is equivalent to solving the Maximum Likelihood problem:

$$\text{Fisher XYP: } \hat{x} = \max_{x \in X} p(Y | x)$$ \hspace{1cm} (6.3.4)

This algorithm effectively searches for the signal value $\hat{x}$ which comes as close as possible to the set $Y$.

The Fisher versions of YMAP and MCEM can not be stated in terms of traditional Maximum Likelihood estimation problems. We will therefore treat these two cases simply as limiting forms of the Bayesian problem when all $a \text{ priori}$ knowledge is absent.
4. Iterative Fisher Algorithms

Starting with the Fisher form of the cross-entropy expression for our four algorithms, we can iteratively solve for the global minimizer of $H_{ML}$ by minimizing first with respect to the signal density $q_X$, then with respect to the output density $q_Y$, iterating back and forth until the estimates converge. Using precisely the same derivation used in chapter 5, the resulting signal and output density estimates can be shown to have the form:

$$
\hat{q}_X(x) = \begin{cases} 
N_X(\hat{x}_{k-1}, R) & \text{for MCEM, YMAP} \\
\delta(x - \hat{x}_k) & \text{for XMAP, XYMAP}
\end{cases} 
$$

(6.4.1)

$$
\hat{q}_Y(y) = \begin{cases} 
N_Y(\hat{y}_k, R) & \text{for MCEM, XMAP} \\
\delta(y - \hat{y}_k) & \text{for YMAP, XYMAP}
\end{cases}
$$

where the centers of these densities $\hat{x}_k, \hat{y}_k$ are iteratively calculated as follows:

<table>
<thead>
<tr>
<th></th>
<th>Signal Estimates</th>
<th>Output Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MCEM:</strong></td>
<td>$\hat{x}_{k+1} = E_X[x \mid \hat{y}_k]$</td>
<td>$\hat{y}<em>{k+1} = E_Y[y \mid \hat{x}</em>{k+1}]$</td>
</tr>
<tr>
<td><strong>XMAP:</strong></td>
<td>$\hat{x}<em>{k+1} = \min</em>{x \in X} | x - \hat{y}_k |_R^2$</td>
<td>$\hat{y}<em>{k+1} = E_Y[y \mid \hat{x}</em>{k+1}]$</td>
</tr>
<tr>
<td><strong>YMAP:</strong></td>
<td>$\hat{x}_{k+1} = E_X[x \mid \hat{y}_k]$</td>
<td>$\hat{y}<em>{k+1} = \min</em>{y \in Y} | y - \hat{x}_{k+1} |_R^2$</td>
</tr>
<tr>
<td><strong>XYMAP:</strong></td>
<td>$\hat{x}<em>{k+1} = \min</em>{x \in X} | x - \hat{y}_k |_R^2$</td>
<td>$\hat{y}<em>{k+1} = \min</em>{y \in Y} | y - \hat{x}_{k+1} |_R^2$</td>
</tr>
</tbody>
</table>

The XYMAP procedure alternates between projecting the estimate $\hat{y}_k$ onto the constraint set $X$ to estimate $\hat{x}_{k+1}$, then projecting this signal estimate onto the constraint set $Y$ to estimate $\hat{y}_{k+1}$. Each pass therefore simply alternates between moving $x$ closer to
y and moving y closer to \( x \). The MCEM, XMAP and YMAP algorithms are similar, except that one or both projection operations are replaced by a conditional expectation operation, using the truncated Gaussians \( N_X(\hat{x}_k, R) \) or \( N_Y(\hat{x}_k, R) \). Using a conditional expectation operator instead of a projection operator is usually more complicated, but we would expect the resulting estimate to come closer on average to the actual value of the unknown. Each pass of any of our algorithms strictly decreases the appropriate cross-entropy expression unless a stationary point has already been reached. The XMAP and XYMAP methods also strictly increase the likelihood functions \( p(Y | \hat{x}_k) \) and \( p(Y | \hat{x}_k) \) respectively on each pass. In the case of XYMAP, this implies that:

\[
\| \hat{x}_{k+1} - \hat{x}_k \|_R^2 < \| \hat{y}_k - \hat{x}_{k+1} \|_R^2 < \| \hat{y}_k - \hat{x}_k \|_R^2
\]

(6.4.2)

so that the distance between the estimates strictly decreases on each pass.

5. An Example

Figure 6.1 shows the behavior of our four iterative algorithms for the same example used in chapter 5, section 8. Here we have set the \emph{a priori} signal covariance to \( Q=10^9 \); all the other parameters have the same values as in chapter 5. For comparison, the figure also shows the limiting estimates of MMSE as \( \alpha \rightarrow 0 \). MCEM alternates between a pair of conditional expectations on \( X \) and \( Y \) to calculate \( \hat{x}_k, \hat{y}_k \). Note that of all the algorithms, MCEM again comes closest to the MMSE estimates, and also shows the same symmetry as MMSE, setting \( \hat{x} = \hat{y} \). The convergence rate is roughly linear. The XYMAP algorithm uses projections instead of conditional expectations to calculate its estimates. As a result, the estimates converge at a geometric rate to the pair of signal and output values which are as close to each other as possible, namely \( \hat{x} = \hat{y} = 0 \). Unfortunately, these XYMAP estimates are the worst of all our algorithms. XMAP and YMAP alternate between a conditional expectation and a projection
Figure 6.1 - Convergence of Fisher Algorithm for Example
operation. Note again the peculiar fact that XMAP generates better output estimates, while YMAP generates better signal estimates.

6. Convergence of the Fisher Algorithms

Proving convergence of the estimates to a global minimizing solution is considerably more difficult for these Fisher problems that it was for the Bayesian problems. In general, our convergence theorems guarantee that if our estimates remain bounded, then they must converge to the set of stationary points and local minima of the appropriate cross-entropy function. However, in the Fisher problem there is no guarantee that the estimates will remain bounded, and there may not even be a finite global minimizing solution. Consider the example shown in figure 6.2, where the set $X$ is a convex set in $\mathbb{R}^2$ bounded by a hyperbola, while $Y$ is a (convex) half plane in $\mathbb{R}^2$. Clearly $X$ and $Y$ approach each other more and more closely as we go farther and farther to the right, but though the infimum of the distance between the sets is zero, no finite elements of $X$ and $Y$ attain this minimum distance. All of our iterative algorithms will generate estimates $\hat{x}_k, \hat{y}_k$ which diverge at a very slow rate toward the right.
Figure 6.2 - Hyperbola Constraint Sets

When $X$ and $Y$ are convex, closed and non-empty, then our convergence analysis can be strengthened considerably. The key property, as in chapter 5, is that projection operators on convex sets, as well as expectation operators of truncated Gaussians on convex sets, are both non-expansive and uniformly continuous mappings. Appendix I uses this fact together with the log concavity of the model density $p(x|\hat{x})$ to prove the following theorem:

**Theorem 6.2** Let $X$ and $Y$ be convex, closed and non-empty. Start at any initial estimate $\hat{x}_0 \in X$, $\hat{y}_0 \in Y$. Then the sequence of estimates $(\hat{x}_k, \hat{y}_k)$ generated by any of our four algorithms will converge to a finite global minimizing solution of the appropriate Fisher cross-entropy function if and only if such a solution exists. Furthermore, the distance from the estimates to any solution $\hat{x}$, $\hat{y}$ decreases on each iteration:

$$
\| \hat{x}_{k+1} - \hat{y} \|_R \leq \| \hat{x}_k - \hat{y}_k \|_R \leq \| \hat{x}_0 - \hat{y}_0 \|_R
$$

(6.6.1)
(In the case of XYMAP, this distance strictly decreases on each iteration.) If the Fisher problem has no finite minimizing solution, then the sequence \((\hat{x}_k, \hat{y}_k)\) is unbounded and diverges. \(\square\)

The following corollary is sometimes useful:

**Corollary 6.2** If \(X, Y\) are bounded, or if either \(X\) or \(Y\) is bounded and the other is convex, then all four Fisher algorithms are guaranteed to converge to a finite solution. \(\square\)

Let us leave the topic of convex constraint sets with one final warning. Although we have proven that the iteration converges, it is not necessarily true that the convergence rate is linear. For example, in the problem illustrated in figure 6.3, the constraint set \(X\) is a disk of radius 1, while \(Y\) is a half plane. Clearly the unique solution to the Fisher problem is \(\hat{x} = \hat{y} = (1 \ 0)\).

![Figure 6.3 - Non-geometric Convergence Rate for Fisher Problem](image)

From the figure, it is evident that if \(\hat{y}_k = (1 \ \zeta)\) then:
\[ \| \hat{y}_{k+1} - \hat{y} \| = \cos(\theta_k) \| \hat{y}_k - \hat{y} \| \]

As \( \hat{y}_k - \hat{y} \), then \( \cos(\theta_k) = 1 \) and the convergence rate will be slower than linear. We will see in the next section, however, that if the constraints are linear equalities, then the convergence rate is guaranteed to be geometric.

7. Linear Equality Constraints

When the constraint sets \( X \) and \( Y \) are linear varieties defined by the linear equations \( G_x x = \gamma_x \) and \( G_y x = \gamma_y \), then as in chapter 5, our algorithms are particularly easy to analyze. Nearly all the results proven in chapter 5 for linear equality constraints hold even when \( Q = \infty \). The major change is that the convergence rate factor \( v_x v_y \) equals 1, and that the set of equations defining the closed-form solution is not necessarily invertible. Despite this, if the constraint spaces are finite dimensional, we will see that both the primal and dual problems always have a (possibly non-unique) solution, and both the primal and dual iterative algorithms still converge at a geometric rate. Conjugate gradient algorithms converging in a finite number of steps can also be devised. Unfortunately, if the solution is not unique, then the noise sensitivity of our algorithms is infinite. The derivation of the dual algorithm is also quite a bit messier than in chapter 5, since the required limits may not exist. Finally, when the spaces are infinite dimensional, many of our previous results will no longer apply because new forms of degeneracy can arise. We will indicate why these difficulties occur, though we will not treat the matter in great detail (see Youla [2] or Mosca [3] for a treatment of the infinite dimensional case.) Much of the material in this section has appeared in one form or another in the literature (see, for example, [4, 5, 6, 7]), though our eigenvalue analysis, the symmetric closed-form solutions, and the dual algorithm appear to be new.
7.1. Primal Iterative Algorithm

We proved in section 2 that the Bayesian estimation methods of chapter 5 must asymptotically converge to the solution to the corresponding Fisher estimation problem as the *a priori* signal density becomes flat. We will show later that the Fisher problem does indeed have a solution in the case of linear variety constraint spaces. Our previous proof then guarantees that as $\alpha \to 0$ our Bayesian algorithms will converge to the solution to the Fisher problem with the smallest signal energy $\| A_{x_0} \|^2$. Since all our Bayesian algorithms were identical, however, this suggests that all of our Fisher estimation algorithms will also be identical. We therefore only need to consider the iterative XYMAP algorithm:

$$\hat{x}, \hat{y} = \min_{x \in X, y \in Y} \| y - x \|^2 \quad (6.7.1)$$

The primal iterative algorithm solves this problem by minimizing with respect to $x$ and then $y$; using Lagrange multipliers in the same manner as in chapter 5 to calculate the resulting estimates yields:

---

**Primal Iterative Algorithm:**

Guess $\hat{x}_0 \in Y$

For $k = 0, 1, \ldots$

\[
\hat{x}_{k+1} = P_x \hat{x}_k + \bar{x} \quad (6.7.2)
\]

\[
\hat{y}_{k+1} = P_y \hat{y}_{k+1} + \bar{y}
\]

---

where:

\[
P_x = \left[ I - R G_x^T (G_x R G_x^T)^{-1} G_x \right] \]

\[
P_y = \left[ I - R G_y^T (G_y R G_y^T)^{-1} G_y \right] \quad (6.7.3)
\]

\[
\bar{x} = R G_y^T (G_y R G_y^T)^{-1} x
\]
\[ \tilde{y} = RG_y^T(G_yRG_y^T)^{-1}y, \]

Note the similarity between these equations and those of the Bayesian XYMAP problem in chapter 5; the only change is that by setting \( \alpha = 0 \) and \( B=1 \), we get \( H=I \) and \( V=R \). Once again, \( P_x \) and \( P_y \) are projection matrices. To estimate the signal, we multiply the latest output estimate \( \hat{x}_k \) by \( P_x \) to remove the component orthogonal to \( X \), then add back an offset \( \bar{x} \) which is the minimum norm \( \| \cdot \|_R \) element in \( X \) (and is thus orthogonal to the null space of \( G_x \)). The output is then reestimated by multiplying by \( P_y \) to remove the component of \( \hat{x}_{k+1} \) orthogonal to \( Y \), then adding back an offset \( \bar{y} \) which is the minimum norm \( \| \cdot \|_R \) element in \( Y \) (and is thus orthogonal to the null space of \( G_y \)).

The only problem with this algorithm, as we will see in section 7.4, is that if the null spaces of the constraint matrices \( G_x \) and \( G_y \) overlap, then although the algorithm converges at a geometric rate, the solution it converges to will depend on the initial starting estimate \( \hat{y}_0 \).

### 7.2. Primal Algorithm - Closed-form Solution

A closed-form solution can be calculated by recognizing that any global minimizing solution \( \hat{x}, \hat{y} \) must be a stationary point of the algorithm, and thus must satisfy:

\[
\begin{pmatrix}
I & -P_x \\
-P_y & I
\end{pmatrix}
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix}
= 
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix}
\]

(6.7.4)

Adding \( P_y \) times the first row to the second or \( P_x \) times the second row to the first, and using \( \tilde{x} = P_x \hat{x} + \bar{x} \) and \( \tilde{y} = P_y \hat{y} + \bar{y} \) gives alternate forms:

\[
\begin{pmatrix}
I - P_xP_yP_x
\end{pmatrix}
\tilde{x} = \tilde{x} + P_x(\bar{x} + P_y\bar{x})
\]

(6.7.5)

\[ \tilde{y} = P_y\tilde{x} + \bar{y} \]
or:

\[
\left( I - P_x P_y P_y \right) \hat{y} = \bar{y} + P_y (\bar{x} + P_x \bar{y}) \tag{6.7.6}
\]

\[
\hat{x} = P_x \hat{y} + \bar{x}
\]

The only problem with these closed-form solutions is that if the null spaces of \( G_x \) and \( G_y \) overlap, then although equations (6.7.5) and (6.7.6) can still be solved, the matrices in the equations are non-invertible, and there will be many different solutions to the problem.

7.3. Primal Algorithm - Eigenstructure

The proof given in Appendix J that the iterative algorithm converges and that the formulas (6.7.5) and (6.7.6) can always be solved relies heavily on a careful analysis of the eigenstructure of \( P_x P_y P_x \) and \( P_y P_x P_y \). This analysis is quite similar to that given in chapter 5, although the problem has several new features. Let \( N_x \) and \( N_y \) be the null spaces of the \( G_x \) and \( G_y \) matrices, and let \( N_x^\perp \) and \( N_y^\perp \) be their orthogonal complements:

\[
N_x^\perp = \left\{ y \mid y \in \mathbb{R}^N \text{ and } <y, w> = 0 \text{ for all } w \in N_x \right\} \tag{6.7.7}
\]

and \( N_y^\perp \) is defined similarly. Appendix J now proves:

a) All eigenvalues \( \lambda_i \) of \( P_x P_y P_x \) are real, non-negative and less than or equal to 1. The eigenvectors \( \psi_i \) form a complete orthonormal basis with respect to the inner product \( <\cdot, \cdot> \). Similar statements also hold for the eigenvalues of \( P_y P_x P_y \) and its eigenvectors \( \phi_i \).

b) The matrices \( P_x P_y P_x \) and \( P_y P_x P_y \) have exactly the same non-zero eigenvalues \( \lambda_i \), and there is a one-to-one correspondence between the eigenvectors corresponding to these non-zero eigenvalues:
\[ \phi_i = \frac{1}{\sqrt{\lambda_i}} P_y \psi_i \]
\[ \psi_i = \frac{1}{\sqrt{\lambda_i}} P_x \phi_i \]  
(6.7.8)

These eigenvectors \( \psi_i \) corresponding to non-zero \( \lambda_i \) are elements of the null space \( N_x \) of \( G_x \), so that \( P_x \psi_i = \psi_i \), and the eigenvectors \( \phi_i \) are elements of the null space \( N_y \) of \( G_y \), so that \( P_y \phi_i = \phi_i \). This implies that there can be at most \( \min(N-p,N-q) \) non-zero eigenvalues. If the eigenvectors \( \psi_i \) corresponding to non-zero eigenvalues are chosen to be orthonormal, then the eigenvectors \( \phi_i \) constructed from (6.7.8) will also be orthonormal.

c) All elements of the intersection \( N_x \cap N_y \) are eigenvectors of \( P_x \) and \( P_y \), and thus also of \( P_x P_y P_x \) and \( P_y P_x P_y \), with eigenvalue of one. All other eigenvectors of \( P_x P_y P_x \) and \( P_y P_x P_y \) are orthogonal to \( N_x \cap N_y \) and have eigenvalues strictly less than one.

d) There can be at most \( \min(p,q,N-p,N-q) \) non-zero eigenvalues strictly less than 1. (See also section 7.11.)

7.4. Primal Algorithm - Convergence Rate

We can analyze the convergence rate of this algorithm by methods similar to those we used before. First of all, we recognize that the estimates \( \hat{\lambda}_k, \hat{\lambda}_k \) can be written in the form:

\[ \hat{x}_k = P_x \hat{\lambda}_k + \bar{x} \]
\[ \hat{\lambda}_k = P_y \hat{\lambda}_k + \bar{\lambda} \]

(6.7.9)

Substituting these expressions into our primal iteration, and using some algebra gives:

\[ \hat{x}_{k+1} - \hat{x}_k = P_x P_y (\hat{\lambda}_k - \hat{\lambda}_{k-1}) \]
\[ \hat{\lambda}_{k+1} - \hat{\lambda}_k = P_y P_x (\hat{\lambda}_{k+1} - \hat{\lambda}_k) \]  
(6.7.10)
Analyzing the convergence properties of this algorithm is more difficult than in chapter 5, because with $\alpha = 0$ our previous analysis would give $\nu_x \nu_y = 1$, which only implies that:

$$\| \hat{y}_{k+1} - \hat{y}_k \|_R^2 \leq \| \hat{x}_{k+1} - \hat{x}_k \|_R^2 \leq \| \hat{y}_k - \hat{y}_{k-1} \|_R^2$$  \hspace{1cm} (6.7.11)

This is no longer sufficient to prove convergence. A more careful analysis must consider two different cases.

**Case 1:** $N_x \cap N_y = \{0\}$

The simplest case is when the intersection of the null spaces of $G_x$ and $G_y$ is the zero vector, $N_x \cap N_y = \{0\}$. In finite dimensional spaces $\mathbb{R}^N$, this is equivalent to:

$$\mathbb{R}^N = (N_x \cap N_y)^\perp = \text{row space of } \begin{pmatrix} G_x \\ G_y \end{pmatrix}$$  \hspace{1cm} (6.7.12)

and thus $N_x \cap N_y = \{0\}$ is equivalent to requiring that the rank of $\begin{pmatrix} G_x \\ G_y \end{pmatrix}$ equals $N$, the dimension of $x$ and $y$. Since the null space $N_x \cap N_y$ is empty, according to property (c) of section 7.3 all the eigenvalues of $P_x P_y P_x$ must be strictly less than 1. If there are a finite number of non-zero eigenvalues (a situation that will occur if $\min(N - p, N - q) < \infty$), then one of these eigenvalues $\lambda_{\text{max}}$ must be the largest, and it will be strictly less than one, $\lambda_{\text{max}} < 1$. In this case, Appendix J proves that the matrices in (6.7.5) and (6.7.6) are invertible (since their smallest eigenvalue will be $1 - \lambda_{\text{max}} > 0$) and thus there is a unique solution to the Fisher problem. Furthermore,

$$\| P_x P_y \|_R^2 = \| P_y P_x \|_R^2 = \lambda_{\text{max}} < 1$$  \hspace{1cm} (6.7.13)

and the iterative algorithm will converge at a geometric rate to the unique solution $(\hat{x}, \hat{y})$:

$$\| \hat{y}_{k+1} - \hat{y} \|_R^2 \leq \| P_y P_x \|_R^2 \| \hat{x}_{k+1} - \hat{x} \|_R^2 = \lambda_{\text{max}} \| \hat{x}_{k+1} - \hat{x} \|_R^2$$  \hspace{1cm} (6.7.14)

$$\| \hat{x}_{k+1} - \hat{x} \|_R^2 \leq \| P_x P_y \|_R^2 \| \hat{y}_k - \hat{y} \|_R^2 = \lambda_{\text{max}} \| \hat{y}_k - \hat{y} \|_R^2$$  \hspace{1cm} (6.7.15)
Case 2: \( N_x \cap N_y \neq \{0\} \)

If the null spaces of \( G_x \) and \( G_y \) overlap, \( N_x \cap N_y \neq \{0\} \), or equivalently in finite dimensions, if \( \text{rank} \left( \begin{array}{c} G_x \\ G_y \end{array} \right) < N \), then the analysis is more difficult. The problem, as noted in property (c) of section 7.3 is that every element of \( N_x \cap N_y \) is an eigenvector of \( P_x P_y P_x \) and \( P_y P_x P_y \), with eigenvalue of 1. Thus the matrices \( (I - P_x P_y P_x) \) and \( (I - P_y P_x P_y) \) will have a non-trivial null space \( N_x \cap N_y \), and will not be invertible. Thus although Appendix J proves that the equations still have a solution, that solution is not unique, since \( (\hat{x} + \gamma, \hat{x} + \gamma) \) will also be a solution for any \( \gamma \in N_x \cap N_y \).

Proving convergence of the iterative algorithm is also more difficult in this case because \( \|P_y P_x\|_R^2 = \|P_x P_y\|_R^2 \) will be equal to the largest eigenvalue of \( P_x P_y P_x \) and \( P_y P_x P_y \), which is one. To prove convergence, we will have to decompose the space \( \mathbb{R}^N \) into a direct sum of \( N_x \cap N_y \) and its orthogonal complement:

\[
\mathbb{R}^N = (N_x \cap N_y) \oplus (N_x \cap N_y)^\perp \quad (6.7.16)
\]

Then we can show that the matrices \( P_x P_y \) and \( P_y P_x \) map the space \( (N_x \cap N_y) \) onto itself, and also map \( (N_x \cap N_y)^\perp \) onto itself. Assuming that the number of non-zero eigenvalues less than 1 is finite (a condition that is guaranteed if \( \min(p,q,N-p,N-q) < \infty \)), the maximum eigenvalue \( \lambda_{\max} \) of \( P_x P_y P_x \) and \( P_y P_x P_y \) on the set \( (N_x \cap N_y)^\perp \) will be strictly less than 1. Let us decompose our initial guess \( \hat{x}_0 \) into a component \( \gamma_0 \) in \( N_x \cap N_y \) and a component \( \hat{x}_0 \) orthogonal to \( N_x \cap N_y \):

\[
\hat{x}_0 = \hat{x}_0 + \gamma_0 \quad \text{where} \quad \hat{x}_0 \in (N_x \cap N_y)^\perp \\
\gamma_0 \in (N_x \cap N_y) \quad (6.7.17)
\]

Then Appendix J shows that if there is no quantization noise in the calculation, then the algorithm converges at a geometric rate to the solution \( (\hat{x}_{\min} + \gamma_0, \hat{x}_{\min} + \gamma_0) \):
\[
\| \hat{\mathbf{x}}_{k+1} - (\hat{\mathbf{x}}_{\text{min}} + \mathbf{y}_0) \|_R^2 \leq \lambda_{\text{max}} \| \hat{\mathbf{x}}_{k+1} - (\hat{\mathbf{x}}_{\text{min}} + \mathbf{y}_0) \|_R^2 \\
\leq \lambda_{\text{max}}^2 \| \hat{\mathbf{x}}_k - (\hat{\mathbf{x}}_{\text{min}} + \mathbf{y}_0) \|_R^2
\] (6.7.18)

where \( \hat{\mathbf{x}}_{\text{min}} \) and \( \hat{\mathbf{x}}_{\text{min}} \) are orthogonal to \( N_x \cap N_y \) and are thus the solutions to the Fisher X Y M A P problem with the smallest norm \( \| \cdot \|_R \).

\[
\| \hat{\mathbf{x}}_{\text{min}} \|_R^2 \leq \| \hat{\mathbf{x}} \|_R^2 \\
\| \hat{\mathbf{y}}_{\text{min}} \|_R^2 \leq \| \hat{\mathbf{y}} \|_R^2
\] for any other solution \( \hat{\mathbf{x}}, \hat{\mathbf{y}} \) (6.7.19)

and \( (\hat{\mathbf{x}}_{\text{min}} + \mathbf{y}_0, \hat{\mathbf{x}}_{\text{min}} + \mathbf{y}_0) \) is the solution to the Fisher problem which is "closest" to \( \hat{\mathbf{y}}_0 \).

Thus if we wish to calculate the minimum norm solution \( \hat{\mathbf{x}}_{\text{min}}, \hat{\mathbf{y}}_{\text{min}} \), we need only start with an initial output estimate \( \hat{\mathbf{y}}_0 \) which is orthogonal to \( N_x \cap N_y \); the easiest way to do this is to choose \( \hat{\mathbf{y}} = \hat{\mathbf{y}} \), the minimum norm element in \( Y \).

To summarize: the iterative algorithm converges at a geometric rate \( \lambda_{\text{max}} \) to the nearest solution to the Fisher problem, where \( \lambda_{\text{max}} \) is the largest eigenvalue of \( P_x P_y P_x \) and \( P_y P_x P_y \) which is less than 1. If \( N_x \cap N_y = \{0\} \) then the Fisher problem has a unique solution.

7.5. Primal Algorithm - Noise Sensitivity

Beware that for practical computation, this proof of convergence must be treated with some caution. If our computation uses finite arithmetic, so that quantization errors occur, then the same noise analysis used in chapter 5 suggests that the error between our computed estimate \( \hat{\mathbf{y}}_k \) and the exact estimate \( \hat{\mathbf{y}}_k \) will be:

\[
\hat{\mathbf{y}}_k - \hat{\mathbf{y}}_k = \sum_{m=0}^{k-1} (P_y P_x)^m \left[ (\delta_y + \epsilon_{y_k-m}) + P_y (\delta_x + \epsilon_{x_k-m}) \right]
\] (6.7.20)

Let us decompose the errors into components belonging to and orthogonal to \( N_x \cap N_y \):

\[
(\delta_y + \epsilon_{y_k}) + P_y (\delta_x + \epsilon_{x_k}) = \Delta_k + \Delta_k^\perp
\] (6.7.21)

where \( \Delta_k \in (N_x \cap N_y) \) and \( \Delta_k^\perp \in (N_x \cap N_y)^\perp \).
Then $\Delta_k$ is an eigenvector of $P_y$ and $P_x$ with eigenvalue 1. Liberally using the fact that $P_x P_z = P_x$ and $P_y P_y = P_y$ gives:

$$
\hat{\xi}_k - \hat{\xi}_k = \sum_{m=0}^{k-1} \Delta_{k-m} + \Delta_k^\perp + \sum_{m=1}^{k-1} \left( (P_y P_x)(P_x P_y)^{-1} (P_y P_x) \Delta_{k-m}^\perp \right) \tag{6.7.22}
$$

Appendix J now shows that if the average energy of the errors $\|\Delta_k\|^2_R$ and $\|\Delta_k^\perp\|^2_R$ is about $\bar{\Delta}$ and $\bar{\Delta}^\perp$ respectively, then:

$$
\|\hat{\xi}_k - \hat{\xi}_k\|^2_R \leq k \bar{\Delta} + \left( 1 + \frac{\lambda_{\max}^2 (1-\lambda_{\max}^2)^{-1}}{1-\lambda_{\max}^2} \right) \bar{\Delta}^\perp \tag{6.7.23}
$$

The iteration is unable to affect any component in the null space $N_x \cap N_y$; thus the components of the computation error in $N_x \cap N_y$ simply accumulate, leading to a linearly growing error term (the first term in (6.7.23).) Components of the computation noise orthogonal to $N_x \cap N_y$, however, are reduced by further iterations at a rate $\lambda_{\max}^2$. Thus the error that accumulates orthogonal to $N_x \cap N_y$ (the second term in (6.7.23) ) is bounded above and proportional to $\frac{1}{1-\lambda_{\max}^2}$. If $N_x \cap N_y \neq \{0\}$ so that the solution is unique, then the first term does not exist, and the computational error is bounded. If $N_x \cap N_y \neq \{0\}$, however, the noise sensitivity is infinite.

This infinite noise sensitivity is not necessarily fatal. Adding any vector in $N_x \cap N_y$ to a solution simply gives another solution; therefore since the linearly growing error term is in $N_x \cap N_y$, it changes which solution the algorithm is heading toward, but the estimates will still converge geometrically to the set of solutions. Of course, if the error term in $N_x \cap N_y$ grows infinitely large as $k \to \infty$, then the estimates will be unbounded. Conceptually, the problem results from the algorithm's attempt to solve the perturbed problem:

$$
(1-P_y P_x P_y) \chi = \left[ (\bar{\chi} + \bar{\xi}_y) + P_y \left( (\bar{\chi} + \bar{\xi}_x) + P_x (\bar{\chi} + \bar{\xi}_y) \right) \right] \tag{6.7.24}
$$
where the perturbation of the right hand side has a component orthogonal to the range of \( I - P_x P_y P_y \), and thus the equation no longer has any solution at all.

7.6. Primal Problem - Infinite Dimensions

Much of this analysis can be carried over to infinite dimensional Hilbert Space (see Youla [2] \( \dagger \)), but new complications arise. If the number of non-zero eigenvalues of \( P_x P_y P_x \) and \( P_y P_x P_y \) is finite, then we pointed out that the problem always has a solution, and the convergence rate is geometric because the largest eigenvalue \( \lambda_{\text{max}} \) of \( P_x P_y P_x \) and \( P_y P_x P_y \) on the space orthogonal to \( N_x \cap N_y \) must be strictly less than 1. If \( \min(N - p, N - q) = \infty \) and these matrices have an infinite number of non-zero eigenvalues, however, then the eigenvalues of \( P_x P_y P_x \) in the space \((N_x \cap N_y)\perp\) can get arbitrarily close to 1, and the supremum of these, \( \lambda_{\text{max}} \), may in fact equal 1. The iteration will still converge to a solution, since it is strictly non-expansive, but even if \( N_x \cap N_y \neq \{0\} \), the convergence rate can be slower than geometric, and the noise sensitivity can be infinitely large.

7.7. Primal Problem - Geometric Angle Interpretation

Youla also pointed out an interesting geometric interpretation of the quantity \( \lambda_{\text{max}} = \| P_x P_y \|_R^2 = \| P_y P_x \|_R^2 \leq 1 \), which is the factor which determines the convergence rate and noise sensitivity of the algorithm. In the simple example given in section 5, the magnitude of the estimates generated by the XYMAP algorithm satisfy:

\[
\| \hat{y}_{k+1} \|_R = \cos \theta \| \hat{x}_{k+1} \|_R = \cos^2 \theta \| \hat{y}_k \|_R
\]

(6.7.25)

Thus the estimates converge to the limiting value \( \hat{x} = \hat{y} = 0 \) at a rate which is determined

\( \dagger \) Note that while Youla's arguments are perfectly valid, his error bounds and convergence rate limits could be made much tighter by using our analysis.
by the cosine of the angle between the line $X$ and the line $Y$. This idea was exploited in depth by Youla. Let us define the angle between two arbitrary vectors $x$ and $y$ by using the inner product $\langle x, y \rangle_R$:

$$\cos \theta(x, y) = \frac{|\langle x, y \rangle_R|}{\|x\|_R \|y\|_R}$$  \hfill (6.7.26)

By Schwartz's inequality:

$$\cos \theta(x, y) \leq 1$$  \hfill (6.7.27)

To define the angle between two linear varieties $X$ and $Y$, note that $X$ and $Y$ are cosets of the linear subspaces $N_x$ and $N_y$. Since they differ from $N_x$ and $N_y$ only by a constant offset, $X$ and $Y$ are "parallel" to $N_x$ and $N_y$, respectively. The angle between $X$ and $Y$ can thus be defined as the angle between $N_x$ and $N_y$, which in turn is defined as the smallest angle between any two elements $x \in N_x, y \in N_y$:

$$\theta(X, Y) = \inf_{x \in N_x, y \in N_y} \theta(x, y)$$  \hfill (6.7.28)

or equivalently, since $\cos \theta$ is a monotonic decreasing function of $\theta$ in the interval $0 \leq \theta \leq \frac{\pi}{2}$:

$$\cos \theta(X, Y) = \sup_{x \in N_x, y \in N_y} \frac{|\langle x, y \rangle_R|}{\|x\|_R \|y\|_R}$$  \hfill (6.7.29)

Youla then showed that:

**Lemma:** $\cos \theta(X, Y) = \|P_x P_y\|_R = \|P_y P_x\|_R = \lambda_{max}$

The proof is given in Appendix J. Our previous discussion of the properties of our iterative algorithm can now be restated using this concept of angles. If the angle between $X$ and $Y$ is greater than zero, $\cos \theta(X, Y) < 1$, then $N_x \cap N_y = \{0\}$, the problem will have a unique solution, the iteration will converge at a rate $\cos^2 \theta(X, Y)$ and the noise sensitivity will be bounded. If, however, $\cos \theta(X, Y) = 1$, then the algorithm still
converges, but the noise sensitivity is infinite.

7.8. Dual Algorithm

Because the Fisher XYMAP objective function (6.7.1) is only a positive semi-
definite, rather than a positive definite quadratic function, deriving a dual algorithm via
the Lagrange multiplier saddlepoint theorem is no longer always possible. We will
instead derive a dual algorithm for this problem by taking the limit as \( \alpha \to 0 \) in our Baye-
sian dual algorithm of chapter 5, then verifying that the method actually gives the same
answer as the primal algorithm. We stress at the outset that this approach is unconven-
tional, and in fact does not entirely work without substantial fudging.

Let \( Q = \frac{1}{\alpha} Q_0 \) in our Bayesian dual objective function (5.9.17). Solving for \( \lambda_x, \lambda_y \),
letting \( \hat{Q} = A^{-1}Q_0A^{-T} \), then transforming to the variables \( \rho_x, \rho_y \), and finally letting
\( \alpha \to 0 \), gives:

\[
\begin{pmatrix}
\hat{\alpha}_x \\
\hat{\alpha}_y
\end{pmatrix} = \begin{pmatrix}
\hat{Q}G_x^T & 0 \\
0 & \hat{Q}G_y^T
\end{pmatrix} \begin{pmatrix}
G_x\hat{Q}G_x^T & G_x\hat{Q}G_y^T \\
G_y\hat{Q}G_x^T & G_y\hat{Q}G_y^T
\end{pmatrix}^{-1} \begin{pmatrix}
\gamma_x \\
\gamma_y
\end{pmatrix} \tag{6.7.30}
\]

\[
\begin{pmatrix}
\hat{x} \\
\hat{y}
\end{pmatrix} = \begin{pmatrix}
1 & 1 \\
1 & 1
\end{pmatrix} \begin{pmatrix}
\hat{\alpha}_x \\
\hat{\alpha}_y
\end{pmatrix}
\]

Beware that in deriving these equations, the estimated Lagrange multipliers \( \hat{\lambda}_x, \hat{\lambda}_y \) tend
to \( Q \) as \( \alpha \to 0 \); this effect is canceled out, however, in transforming to the variables \( \hat{x}, \hat{y} \).
Next note that the matrix \( R \) has disappeared, and its role has been taken over,
apparently, by the \textit{a priori} signal covariance matrix \( \hat{Q} = A^{-1}Q_0A^{-T} \). This is rather
peculiar, since in the primal algorithm it is the matrix \( Q \) which disappears, not \( R \).
Another anomaly is that the formula deriving \( \hat{x}, \hat{y} \) from \( \hat{\alpha}_x, \hat{\alpha}_y \) always sets \( \hat{x} = \hat{y} \).
Finally, note that the matrix on the right side of the equation for \( \hat{\alpha}_x, \hat{\alpha}_y \) is not always
invertible.

Blithely ignoring these difficulties, we will state a dual iterative algorithm for computing $\hat{\alpha}_x$, $\hat{\alpha}_y$ and $\hat{x}$, $\hat{y}$. If the constraint sets $X$ and $Y$ overlap, so that there exists a single vector $\hat{x} = \hat{y}$ meeting both the signal and output constraints, then we will show that the formula in (6.7.30) gives the solution $(\hat{x}_\text{min}, \hat{y}_\text{min})$ to the Fisher XYMAP problem (6.7.1) with the least energy $\|Ax\|_F^2$. Furthermore, the iterative dual algorithm will converge at a geometric rate to this solution. Thus the dual algorithm gives exactly the same answer as our Bayesian algorithm in the limit $\alpha \to 0$. This is also in sharp contrast to the primal algorithm, which will only converge to the nearest solution. Unfortunately, in the dual algorithm if there is no single vector meeting all the constraints, then we will show that the formula in (6.7.30) has no solution at all. It is just a fortunate stroke of luck, therefore, that if we set $\hat{Q} = R$ then the dual algorithm we present will still converge at a geometric rate to the minimal energy solution to the Fisher XYMAP problem. We also present a dual closed-form solution for $\hat{\alpha}_x$, $\hat{\alpha}_y$ and $\hat{x}$, $\hat{y}$ which works under all circumstances.

We derive our dual algorithm by setting $B=I$ and letting $\alpha \to 0$ in our Bayesian dual iterative algorithm. Noting that $H-I$, $V_x \frac{1}{\alpha} \hat{Q}$, $V_y \frac{1}{\alpha} \hat{Q}$, we get:
Dual Iterative Algorithm:

Guess \( \hat{\nu}_x \)

For \( k = 0, 1, \ldots \)

\[
\hat{\nu}_{x+1} = -Q_x \hat{\nu}_x + \bar{\nu}_x \tag{6.7.31}
\]

\[
\hat{\nu}_{y+1} = -Q_y \hat{\nu}_{x+1} + \bar{\nu}_y
\]

After sufficient iterations calculate:

\[
\hat{x}_{k+1} = \hat{\nu}_{x+1} + \hat{\nu}_x
\]

\[
\hat{y}_{k+1} = \hat{\nu}_{x+1} + \hat{\nu}_y
\]

where:

\[
Q_x = \hat{Q} G_x \left( G_x \hat{Q} G_x^T \right)^{-1} G_x^T
\]

\[
Q_y = \hat{Q} G_y \left( G_y \hat{Q} G_y^T \right)^{-1} G_y^T \tag{6.7.32}
\]

\[
\bar{\nu}_x = \hat{Q} G_x \left( G_x \hat{Q} G_x^T \right)^{-1} \eta_x
\]

\[
\bar{\nu}_y = \hat{Q} G_y \left( G_y \hat{Q} G_y^T \right)^{-1} \eta_y
\]

The structure of this algorithm is virtually identical to that of the primal algorithm. \( Q_x \) and \( Q_y \) are projection matrices onto the orthogonal complements \( N_x^\perp \) and \( N_y^\perp \) of the null spaces of \( G_x \) and \( G_y \). (In the primal algorithm, \( P_x \) and \( P_y \) project onto the null spaces \( N_x \) and \( N_y \).) Starting with an output multiplier estimate \( \hat{\nu}_y \), we estimate the signal multiplier by projecting \( \hat{\nu}_x \) onto the orthogonal complement \( N_x^\perp \), then adding an offset \( \bar{\nu}_x \).

The output multiplier is then reestimated by projecting \( \hat{\nu}_{x+1} \) back onto the orthogonal complement null space \( N_y^\perp \) and adding an offset \( \bar{\nu}_y \). After sufficient iteration, the signal and output are estimated by combining the appropriate multipliers.

It is not hard to show that \( G_x \hat{x}_k = \eta_x \) and \( G_y \hat{y}_k = \eta_y \), so that \( \hat{x}_k \in \mathcal{X} \) and \( \hat{y}_k \in \mathcal{Y} \) as
claimed. More importantly, rearranging the equations of the iteration gives:

\[
\begin{align*}
\hat{x}_{k+1} &= (I - Q_x) \hat{x}_k + \tilde{u}_x \\
\hat{y}_{k+1} &= (I - Q_y) \hat{x}_{k+1} + \tilde{u}_y
\end{align*}
\]  

(6.7.33)

This is precisely the primal algorithm that would result if we tried to solve:

\[
\min_{x \in X, y \in Y} \| y - x \|_Q^2
\]  

(6.7.34)

Thus despite the flaky derivation, this dual algorithm still solves the right type of problem; the only difficulty is that we seem to have switched to a different norm. We could fix this simply by setting \( \tilde{Q} = R \) in our dual algorithm; then the dual algorithm would exactly solve the same problem as our primal algorithm. Moreover, the exact correspondence between primal and dual, expressed in (6.7.33) guarantees that the final signal and output estimates generated by this dual algorithm must converge at a geometric rate to a solution to the Fisher problem.

The importance of the dual algorithm is that we do not actually compute the signal and output estimates until the algorithm terminates. The projection operators used are "orthogonal" to those used in the primal algorithm, projecting onto the orthogonal complements of the null spaces of \( G_x \) and \( G_y \), rather than onto the null spaces themselves. More importantly, by only computing estimates of the multipliers \( \hat{u}_x, \hat{u}_y \), we are dealing with a problem whose dimensions can be significantly smaller than the primal problem, and which therefore may be much more convenient to solve. In analyzing the dual algorithm, therefore, it is important to consider the convergence properties of the multipliers \( \hat{u}_x, \hat{u}_y \) themselves, rather than just the signal and output estimates.

The approach we use is quite similar to that used in our primal algorithm. Note, first of all, that the signal multiplier \( \hat{u}_x \) and the offset \( \tilde{u}_x \) are both elements of the orthogonal complement null space \( N_x^\perp \), while the output multiplier \( \hat{u}_y \) and the offset \( \tilde{u}_y \)
are both elements of the orthogonal complement null space $N_y^\perp$. This implies that $Q_x \hat{\mu}_x = \hat{\mu}_x$ and $Q_y \hat{\mu}_y = \hat{\mu}_y$. Combining this with the iteration equations gives:

\begin{equation}
Q_x \hat{\mu}_{x+1} - \hat{\mu}_x = -Q_x Q_y (\hat{\mu}_y - \hat{\mu}_{y+1}) \\
Q_y \hat{\mu}_{y+1} - \hat{\mu}_y = -Q_y Q_x (\hat{\mu}_x - \hat{\mu}_{x+1})
\end{equation}

The fact that the projection operators are contraction mappings then guarantees that:

\begin{equation}
\| \hat{\mu}_{x+1} - \hat{\mu}_x \|_Q \leq \| \hat{\mu}_{x+1} - \hat{\mu}_x \|_Q \leq \| \hat{\mu}_{y+1} - \hat{\mu}_y \|_Q
\end{equation}

This, however, is not sufficient to prove convergence of the multipliers. In fact, close analysis will show that in certain cases the multiplier estimates actually grow infinitely large, despite the fact that the corresponding signal and output estimates converge at a geometric rate. We will divide the analysis into two cases:

**Case 1:** $N_x^\perp \cap N_y^\perp = \{0\}$

Suppose that the orthogonal complement null spaces $N_x^\perp$ and $N_y^\perp$ of $G_x$ and $G_y$ do not intersect except at $0$. This is equivalent to saying that the constraint matrix has full row rank:

\begin{equation}
\text{rank} \begin{pmatrix} G_x \\ G_y \end{pmatrix} = p + q
\end{equation}

In particular, since this matrix has dimension $(p + q) \times N$, we will need $p + q \leq N$. This also implies that:

\begin{equation}
0 = \| G_x^T \lambda_x + G_y^T \lambda_y \|_{\hat{Q}^{-1}}^2 = \begin{pmatrix} \lambda_x^T \\ \lambda_y^T \end{pmatrix} \begin{pmatrix} G_x \hat{Q} G_x^T & G_y \hat{Q} G_y^T \\ G_y \hat{Q} G_x^T & G_y \hat{Q} G_y^T \end{pmatrix} \begin{pmatrix} \lambda_x \\ \lambda_y \end{pmatrix}
\end{equation}

if and only if $\lambda_x = 0$ and $\lambda_y = 0$. Thus this matrix on the right hand side must be positive definite and invertible, and the closed form solution suggested in (6.7.30) for $\hat{\mu}_x$ and $\hat{\mu}_y$ really can be solved.
Now to explain the anomalies of the closed-form solution (6.7.30). Because
\[
\begin{pmatrix} G_x \\ G_y \end{pmatrix}
\]
has full row rank, its range must include all of \( \mathbb{R}^{p+q} \), and its null space will have
dimension \( N - p - q \). Thus there exists at least one vector \( \hat{x} = \hat{y} \) such that:
\[
\begin{pmatrix} G_x \\ G_y \end{pmatrix} \hat{x} = \begin{pmatrix} x_x \\ x_y \end{pmatrix}
\] (6.7.39)

This \( \hat{x} \) satisfies both the signal and output constraints simultaneously, \( \hat{x} \in X \) and \( \hat{x} \in Y \); also at this solution \( \hat{x} = \hat{y} \) the Fisher XYZMAP objective function is zero, so that \( \hat{x} = \hat{y} \) is
not only a solution to the "wrong" Fisher problem (6.7.34) with norm \( \| \cdot \|_Q \), but is also
a solution to the original Fisher XYZMAP problem (6.7.1) with norm \( \| \cdot \|_R \).

If the null space of \( \begin{pmatrix} G_x \\ G_y \end{pmatrix} \) is nontrivial, then there will be many possible solutions
to the Fisher XYZMAP problem. Clearly, if \( y \) is any element of \( N_x \cap N_y \) so that
\[
\begin{pmatrix} G_x \\ G_y \end{pmatrix} y = 0,
\]
then the vector \( \hat{x} + y \) is still an element of both \( X \) and \( Y \), and must also
solve the XYZMAP problem. As proved in Appendix J, however, the dual algorithm
always calculates the solution with the minimal signal energy \( \| A \hat{x} \|_O^2 \). (This is unlike
the primal algorithm, which must be initialized at an output estimate \( \hat{y}_0 \in (N_x \cap N_y) \) in
order to find the minimal energy solution.)

Taking the norms of all sides in equation (6.7.35) gives:
\[
\begin{align*}
\| \hat{a}_{q_{k+1}} - \hat{a}_{q_k} \|_O^2 & \leq \| Q_x Q_y \|_O^2 \| \hat{a}_{q_k} - \hat{a}_{q_{k-1}} \|_O^2 \\
\| \hat{a}_{q_{k+1}} - \hat{a}_{q_k} \|_O^2 & \leq \| Q_y Q_x \|_O^2 \| \hat{a}_{q_{k+1}} - \hat{a}_{q_k} \|_O^2
\end{align*}
\] (6.7.40)

Appendix J proves that when \( N_x \mid N_y \mid = \{0\} \), then the convergence factors are strictly less
than one: \( \lambda_{\text{max}} = \| Q_x Q_y \|_O^2 = \| Q_y Q_x \|_O^2 < 1 \). Thus the multiplier estimates (and the
corresponding signal and output estimates) converge at a geometric rate \( \lambda_{\text{max}} \) to the
unique solution to the dual problem.

Closed-form solutions for the multipliers \( \hat{\mu}_x \) and \( \hat{\mu}_y \) can be derived by the usual methods. Recognizing that the solution must be a stationary point of the iterative algorithm gives:

\[
\begin{pmatrix}
I & Q_x \\
Q_y & I
\end{pmatrix}
\begin{pmatrix}
\hat{\mu}_x \\
\hat{\mu}_y
\end{pmatrix} =
\begin{pmatrix}
\bar{\mu}_x \\
\bar{\mu}_y
\end{pmatrix}
\]  

(6.7.41)

Subtracting \( Q_x \) times the second row from the first, or \( Q_y \) times the first row from the second, and recognizing that \( Q_x \hat{\mu}_x = \bar{\mu}_x \) and \( Q_y \hat{\mu}_y = \bar{\mu}_y \) gives the alternative formulas:

\[
\begin{pmatrix}
I - Q_x Q_y & Q_x \\
Q_y & I
\end{pmatrix}
\begin{pmatrix}
\hat{\mu}_x \\
\hat{\mu}_y
\end{pmatrix} =
\begin{pmatrix}
\bar{\mu}_x - Q_x \bar{\mu}_y \\
\bar{\mu}_y - Q_y \bar{\mu}_x
\end{pmatrix}
\]  

(6.7.42)

or:

\[
\begin{pmatrix}
I - Q_y Q_x & Q_y \\
Q_x & I
\end{pmatrix}
\begin{pmatrix}
\hat{\mu}_y \\
\hat{\mu}_x
\end{pmatrix} =
\begin{pmatrix}
\bar{\mu}_y - Q_y \bar{\mu}_x \\
\bar{\mu}_x - Q_x \bar{\mu}_y
\end{pmatrix}
\]  

(6.7.43)

Case 2: \( N_x^\perp \cap N_y^\perp \neq \{0\} \)

When \( N_x^\perp \) and \( N_y^\perp \) have a nontrivial intersection, then the analysis is much more difficult. This condition implies that:

\[
\text{rank} \begin{pmatrix} G_x \\ G_y \end{pmatrix} < p + q
\]  

(6.7.44)

which means that the matrix:

\[
\begin{pmatrix}
G_x \hat{Q} G_x^T & G_x \hat{Q} G_y^T \\
G_y \hat{Q} G_x^T & G_y \hat{Q} G_y^T
\end{pmatrix} =
\begin{pmatrix} G_x \\ G_y \end{pmatrix} \hat{Q} \begin{pmatrix} G_x^T G_x^T \\ G_y^T G_y^T \end{pmatrix} \geq 0
\]  

(6.7.45)

will only be positive semidefinite and will not be invertible. Thus if \( N_x^\perp \cap N_y^\perp \neq \{0\} \), then the formula in (6.7.30) for \( \hat{\mu}_x, \hat{\mu}_y \), which uses the inverse of this matrix, may not be solvable. The derivation of our dual algorithm when \( N_x^\perp \cap N_y^\perp \neq \{0\} \) is therefore
completely bogus, and it is just lucky that it still solves the correct problem, provided we set $Q = R$.

Analyzing the convergence behavior of the dual algorithm and finding a correct closed-form solution when $N_x \cap N_y \neq \emptyset$ is rather complicated, so we leave the details to Appendix J. This Appendix proves:

**Theorem 6.3** The following procedure gives a closed-form solution to our dual problem in all circumstances (provided we set $Q = R$).

a) Compute a best least squares solution $\hat{x}_0$ to:

$$
\left( I - Q_x Q_y Q_x \right) \hat{x}_0 = \tilde{x}_0 - Q_x \tilde{y}_0 \quad (6.7.46)
$$

with respect to the inner product $\langle \cdot, \cdot \rangle_Q$. (There may be many solutions - any of them will do.)

b) Compute an output multiplier estimate and a second signal estimate $\hat{x}_1$:

$$
\hat{y}_1 = -Q_y \hat{x}_0 + \tilde{y}_0 \quad (6.7.47)
$$

$$
\hat{x}_1 = -Q_x \hat{y}_1 + \tilde{x}_0
$$

c) The signal and output estimates are then given by:

$$
\hat{x}_{\text{min}} = \hat{x}_1 + \hat{y}_1 
$$

$$
\hat{y}_{\text{min}} = \hat{x}_0 + \hat{y}_1 \quad (6.7.48)
$$

These signal and output estimates will be the minimal energy solution to the Fisher XYMAP problem:

$$
\hat{x}, \hat{y} - \min_{\hat{x} \in \mathbb{X}, \hat{y} \in \mathbb{Y}} \| y - \hat{x} \|_Q^2 \quad (6.7.49)
$$

and:

$$
\| \hat{x}_{\text{min}} \|_Q^2 \leq \| \hat{x} \|_Q^2 \quad \| \hat{y}_{\text{min}} \|_Q^2 \leq \| \hat{y} \|_Q^2 \quad \text{where } \hat{x}, \hat{y} \text{ are any other solution} \quad (6.7.50)
$$
By the "best least squares solution" in part (a), we mean that if there is no single vector \( \hat{\epsilon} = \hat{\nu} \) which will satisfy all the signal and output constraints simultaneously, then equation (6.7.46) will not have any solution at all. Thus we choose \( \hat{\nu}_0 \) to minimize the equation error:

\[
\hat{\nu}_0 = \min_{\nu} \left\{ \left\| (1 - Q_x Q_y Q_x) \nu_x - (\bar{\nu}_x - Q_x \bar{\nu}_y) \right\|_Q^2 \right\}.
\]  

(6.7.51)

Any solution to this minimization may be used. A different, but equivalent closed-form solution would be:

a) Find a best least square solution to:

\[
\begin{pmatrix} 1 - Q_x Q_y \end{pmatrix} \hat{\nu}_0 = \bar{\nu}_y - Q_y \bar{\nu}_x
\]  

(6.7.52)

b) \( \hat{\nu}_x = -Q_x \hat{\nu}_0 + \bar{\nu}_x \)  
\( \hat{\nu}_y = -Q_y \hat{\nu}_1 + \bar{\nu}_y \)  

(6.7.53)

c) \( \hat{x}_{\text{min}} = \hat{\nu}_x + \hat{\nu}_0 \)  
\( \hat{y}_{\text{min}} = \hat{\nu}_x + \hat{\nu}_1 \)  

(6.7.54)

This set of estimates \( \hat{x}, \hat{y} \) is identical to that generated by the previous algorithm.

Appendix J also analyzes the convergence properties of the dual iterative algorithm. In the general case, \( N_x^{-1} \cap N_y^{-1} \neq \{0\} \), it shows that if the number of non-zero eigenvalues of \( Q_x Q_y Q_x \) and \( Q_y Q_x Q_y \) is finite, (a condition which will occur if \( \min(p, q) < \infty \) ), then the multiplier estimates \( \hat{\nu}_x, \hat{\nu}_y \) are the sum of a constant, plus a linear ramp \( k(\hat{x}_{\text{min}} - \hat{x}_{\text{min}}) \) which grows on each iteration, plus another term which decays at a geometric rate given by the largest eigenvalue \( \lambda_{\text{max}} \) of \( Q_x Q_y Q_x \) which is not one. The multipliers will thus converge in the usual sense only if the solution to the Fisher problem satisfies \( \hat{x} = \hat{y} \). Otherwise, the multiplier estimates grow by a fixed amount on each iteration. Fortunately, the linear ramp term cancels out when we
compute the signal and output estimates. Thus if \( \hat{x}_{\text{min}}, \hat{y}_{\text{min}} \) is the minimal energy solution to (6.7.34), then:

\[
\| (\hat{x}_{k+1} - \hat{x}_{k+1}) - (\hat{x}_{\text{min}} - \hat{x}_{\text{min}}) \|_Q^2 \leq \lambda_{\text{max}} \| (\hat{x}_k - \hat{x}_k) - (\hat{x}_{\text{min}} - \hat{x}_{\text{min}}) \|_Q^2 \quad (6.7.55)
\]

\[
\leq \lambda_{\text{max}}^2 \| (\hat{x}_k - \hat{x}_k) - (\hat{x}_{\text{min}} - \hat{x}_{\text{min}}) \|_Q^2
\]

7.9. Dual Algorithm - Eigenstructure, Noise Sensitivity, Geometric Angle

Because \( Q_x \) and \( Q_y \) are projection matrices just like \( P_x \) and \( P_y \), the eigenstructures of \( Q_x Q_y Q_x \) and \( Q_y Q_x Q_y \) will have exactly the same properties as \( P_x P_y P_x \) and \( P_y P_x P_y \). In particular, all eigenvalues are real, non-negative and less than or equal to one, and the eigenvectors form a complete orthonormal basis. The only difference is that \( Q_x \) and \( Q_y \) project onto the orthogonal complements of the null spaces \( N_x \) and \( N_y \), unlike \( P_x \) and \( P_y \) which project onto \( N_x \) and \( N_y \). Every vector in \( N_x \cap N_y \) will be an eigenvector of \( Q_x Q_y Q_x \) with eigenvalue of one; all the other eigenvectors will have eigenvalue strictly less than 1, and are orthogonal to \( N_x \cap N_y \). The number of non-zero eigenvalues is no larger than \( \min(p, q) \), and there is a one-to-one mapping between the eigenvectors \( \xi \) and \( n_i \) of \( Q_x Q_y Q_x \) and \( Q_y Q_x Q_y \) corresponding to the same non-zero eigenvalue. The number of non-zero eigenvalues strictly less than 1 is smaller than \( \min(p, q, N-p, N-q) \).

7.10. Dual Algorithm - Noise Sensitivity

The noise sensitivity analysis of the dual algorithm looks very similar to that of the primal algorithm, and so we will not include the details. Once again, the actual multiplier estimates are corrupted by computation noise which linearly accumulates in the space \( N_x \cap N_y \), plus additional computation noise orthogonal to \( N_x \cap N_y \) which is reduced by further iterations at a rate \( \lambda_{\text{max}}^2 \). The major difference is that in computing
the signal and output estimates from the multipliers, this linear error ramp in $N_x^\perp \cap N_y^\perp$ almost exactly cancels out, leaving only a bounded error term orthogonal to $N_x^\perp \cap N_y^\perp$. Thus the noise sensitivity of the dual algorithm's signal and output estimates is finite, though still proportional to $\frac{1}{1 - \lambda_{\max}^2}$. (The noise sensitivity of the multiplier estimates, however, is infinite if $N_x^\perp \cap N_y^\perp \neq \{0\}$.)

7.11. Link Between Primal and Dual Algorithms

As equation (6.7.33) strongly suggests, there is a strong link between the dual and primal problems. Set $\hat{Q} = R$; then the primal algorithm's projection matrices $P_x, P_y$ are related to the dual algorithm's projection matrices $Q_x, Q_y$ by:

$$P_x = I - Q_x$$
$$P_y = I - Q_y$$

(6.7.56)

Appendix J proves the following property:

The non-zero eigenvalues of $Q_x Q_y Q_x$ and $Q_y Q_x Q_y$ which are strictly less than 1, are identical to the non-zero eigenvalues of $P_y P_x P_y$ and $P_x P_y P_x$ which are strictly less than 1. Furthermore, if $\{\psi_i\}$ are an orthonormal set of eigenvectors of $P_x P_y P_x$ with non-zero eigenvalues less than 1, then the vectors:

$$\phi_i = \frac{1}{\sqrt{\lambda_i}} P_y P_x \psi_i$$
$$\eta_i = \frac{1}{\sqrt{1 - \lambda_i}} Q_y P_x \psi_i$$
$$\xi_i = \frac{1}{\sqrt{1 - \lambda_i}} Q_y P_x \phi_i$$

(6.7.57)

are orthonormal eigenvectors of the other matrices with exactly the same eigenvalue:

$$P_y P_x P_y \phi_i = \lambda_i \phi_i$$
\[ Q_yQ_xQ_yu = \lambda_i u \]  \hspace{1cm} (6.7.58)

\[ Q_xQ_yQ_x\xi = \lambda_i \xi \]

Since \( u \in N_x, \xi \in N_y, \eta \in N_y^1, \xi \in N_x^1 \), the total number of non-zero eigenvalues strictly less than 1 must be smaller than the dimensions of all these spaces, \( \min(p, q, N - p, N - q) \).

The only difference between the primal and dual algorithms, therefore, is in the arrangement of eigenvectors with eigenvalues of exactly zero or one. Since the convergence rate is determined by the largest eigenvalue \( \lambda_{\text{max}} \) less than one, we would expect both the primal and dual algorithms to converge at exactly the same rate.

The case \( N_x \cap N_y = \{0\} \) and \( N_y^1 \cap N_y^1 = \{0\} \) is particularly interesting. This situation occurs only if the number of constraints equals the number of points, \( p + q = N \), and the matrix \( \begin{pmatrix} G_x \\ G_y \end{pmatrix} \) is invertible. Thus the Fisher solution will not only be unique, but will also satisfy \( \hat{x} = \hat{y} \). Both the primal and dual problems will be well behaved. Furthermore, the reasoning above guarantees that:

\[ \cos \theta = \lambda_{\text{max}} = \|P_xP_x\|_R = \|P_xP_y\|_R = \|Q_yQ_x\|_R = \|Q_xQ_y\|_R < 1 \quad (6.7.59) \]

In this case, the constraint equations could actually be solved directly:

\[ \begin{pmatrix} G_x \\ G_y \end{pmatrix} \hat{x} = \begin{pmatrix} x_x \\ x_y \end{pmatrix} \]

(6.7.60)

7.12. Estimating the Convergence Rate

The convergence rate \( \lambda_{\text{max}} \) of these algorithms can be estimated by a variety of methods. For example, the derivation in Appendix J suggests:

\[ \lambda_{\text{max}} \geq \frac{||x_{t+1} - \hat{x}_t||_2^2}{||x_{t+1} - \hat{x}_t||_2^2} \]  \hspace{1cm} (6.7.61)
and:

\[ \lambda_{\text{max}}^2 \geq \frac{\| \tilde{x}_{k+1} - \tilde{x}_k \|_R^2}{\| \tilde{x}_k - \tilde{x}_{k-1} \|_R^2} \]  \hspace{1cm} (6.7.62)

An *a priori* estimate of the convergence rate can also be found from the primal closed form solution:

\[ \| \tilde{x} \| = \left\| (I - P_x P_y P_x)^{-1} (\bar{x} + P_y (\bar{x} + P_x \bar{y})) \right\|_R \tag{6.7.63} \]

\[ \leq \frac{1}{1 - \lambda_{\text{max}}} \| \bar{x} + P_y (\bar{x} + P_x \bar{y}) \|_R \]

or:

\[ \lambda_{\text{max}} \geq 1 - \frac{\| \bar{x} + P_y (\bar{x} + P_x \bar{y}) \|_R}{\| \tilde{x} \|_R} \tag{6.7.64} \]

This last estimate is usually very conservative (\( \lambda_{\text{max}} \) is usually much closer to one than this would suggest) but it will be very useful in getting a rough estimate of how "well-posed" various problems are.

### 7.13. Acceleration Techniques, Conjugate Gradient Algorithms

Exactly the same acceleration techniques which solve the Bayesian algorithms in chapter 5 can be used to accelerate these Fisher algorithms. The only change is that with \( B=I \) and \( a=0 \), then \( H=I \) and \( V=R \), so that the calculation required simplifies.

For example, the line search acceleration formula for PARTAN will take the form:

\[ \alpha_k = \frac{\langle \Delta_{k+1}, \Delta_{k+1} - \Delta_k \rangle_R}{\| \Delta_{k+1} - \Delta_k \|_R^2} \tag{6.7.65} \]

The interested reader can easily write down the appropriate PARTAN or conjugate gradient algorithms for solving either the primal or the dual problems. Note that if the global optimizing solution does not satisfy \( \hat{x} = \bar{y} \), then exact dual closed form solutions do not exists, and the dual conjugate gradient methods will diverge. Conjugate
gradient will always solve the primal problem, however, since the primal problem always has a solution, even when the matrices are non-invertible.

8. Linear Inequality Constraints

The case when the constraint sets are defined by linear inequalities $G_x \mathbf{x} \leq y$ and $G_y \mathbf{y} \leq z$ can also be analyzed with relative ease. If the constraint sets are non-empty, then the Fisher XYMAP algorithm is guaranteed to have a finite solution (see Künzi and Krelle [8] or Goldstein [9] chapter 3). (We would conjecture that MCEM, XMAP and YMAP will also always have a solution.) Lagrange multipliers can be used together with the Kuhn-Tucker conditions to state necessary conditions for each required maximization. Because the constraint sets are convex, closed and non-empty, the set of solutions will be convex and closed, and in the case of XYMAP, any two distinct global maxima $(x_1, y_1)$ and $(x_2, y_2)$ will satisfy:

$$y_1 - x_1 = y_2 - x_2$$

All four iterative algorithms will converge to a finite global optimum solution if and only if such a solution exists, and the distance from the estimates $\hat{x}_k$, $\hat{y}_k$ to any such solution is decreasing. Various quadratic programming algorithms, such as Wolfe's, Beale's or Dantzig's algorithms [10, 8] are available for solving problems such as this using a finite amount of computation. The chief drawback of these algorithms is that they are based on the simplex method of linear programming, and thus adjust only one variable at a time. Total computation time could therefore be worse than our iterative algorithm, which though it never terminates, improves all the variable estimates simultaneously and can thus potentially give reasonably good answers relatively quickly.
9. Summary

In this chapter we have examined the structure of our four iterative signal reconstruction algorithms when we assume no \textit{a priori} knowledge of the signal covariance. We first showed that as our \textit{a priori} signal covariance estimate $Q \rightarrow \infty$, then our four Bayesian algorithms asymptotically locate the minimal signal energy solution to the corresponding "Fisher" estimation problem. These four "Fisher" estimation algorithms can be interpreted as trying to find a pair of signal and output estimates which come as close to each other as possible. The iterative algorithm which solves these problems uses projection or expectation operators to estimate the signal from the output, and then the output from the signal, iterating back and forth until the estimates converge. No filtering step is used because without \textit{a priori} knowledge of the difference in the statistical behavior of the signal and noise, filtering is not possible. When the constraint sets are convex, we showed that the iterative algorithms will converge to a global minimizing solution if and only if such a solution exists.

When the constraints are defined by linear equalities, then all four algorithms are identical. The primal algorithm is the most straightforward; the iteration always converges at a geometric rate to the nearest solution, the closed-form solution can always be calculated, and if the solution is unique then the noise sensitivity will be bounded (though it may be quite large.) The dual algorithm has the same form as the primal algorithm, but it uses projection operators which are orthogonal to the primal algorithm's projection operators. The effective dimension of the dual algorithm is $\min(p, q)$, which is usually different than the effective dimension $\min(N-p, N-q)$ of the primal algorithm. The dual signal and output estimates will always converge at a geometric rate to the minimal energy solution regardless of how we initialize the algo-
rithm, and the noise sensitivity will be finite. However, if the solution does not satisfy \( \hat{x} = \hat{y} \), then the multiplier estimates actually grow by a fixed amount on each iteration, and their noise sensitivity will be infinite. If the solution does not satisfy \( \hat{x} = \hat{y} \), then the dual closed-form solution will not have an exact solution, although signal and output estimates can still be constructed from any best least squares solution to the formulas. PARTAN and conjugate gradient algorithms could also be applied to solve either the primal or dual problems in a finite number of steps. These algorithms use one pass of our original algorithm followed by two line search acceleration steps. The primal and dual algorithms are actually very closely linked; the eigenvalues which are non-zero and strictly less than one are identical in the two problems, and the convergence rates will be the same. The difference is that the computational effort of one may be very much smaller than the other. We ended by briefly treating linear inequality constraints, mentioning that the Fisher XYMAP algorithm will always have a solution in this case, and pointing out the availability of quadratic programming algorithms to help solve the problem.
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Chapter 7
Applications of Optimal Signal Reconstruction
Part III - Time and Frequency Constraints

1. Introduction

In the last two chapters we have applied our MCEM and MAP estimation methods to the problem of optimally reconstructing a Gaussian signal corrupted by Gaussian noise, when we are only given constraints which the signal and output are known to satisfy. In the next 2 chapters we will apply these algorithms to a variety of specific applications. This chapter deals with several applications in which a signal must be reconstructed given noisy information about its behavior in both the time and frequency domains. We first consider a general model for this class of problems, and show that the algorithms take a particularly simple form if the signal covariance matrix is diagonal and the noise is white. All the algorithms start with a signal estimate, take its Discrete Fourier transform, then find the "nearest" output estimate whose frequency samples obey the known frequency constraints. The output estimate is then inverse Discrete Fourier transformed, filtered, and the "nearest" signal is found which satisfies the known time domain constraints.

When the constraint sets are linear, all four iterative algorithms give the same estimates, and we can develop both primal and dual iterative algorithms, closed-form solutions, and conjugate gradient algorithms. The best known application of this type is extrapolating a band-limited signal. We show that our analysis in the last two chapters not only covers most of the known properties of this algorithm, as presented by Papoulis [1] and Jain and Ranganath [2], but also suggests some new ones. Another
linear equality constraint application is reconstructing a finite length signal from knowledge of its phase modulo $\pi$, a problem originally considered by Hayes [3]. Several examples are given illustrating the various Bayesian and Fisher algorithms. We also point out that this problem is inherently ill-conditioned as the signal length grows large.

Next we consider some applications involving linear inequality constraints. Reconstruction of a finite signal from knowledge of the phase modulo $2\pi$ is considered, and we show that although the MCEM algorithm is somewhat more complicated than the others, it appears to generate the best signal reconstruction. We also compare our algorithms with that of Hayes, Lim and Oppenheim [4, 5, 3] who originally proposed this problem, derived an iterative algorithm to solve it, and proved conditions for the uniqueness of the solution. A second linear inequality constraint application we consider is designing multidimensional Finite Impulse Response Filters to meet arbitrary time and frequency domain constraints.

Finally, we consider problems in which the constraint sets are non-convex. Our success with these, however, has not been very good. We consider the problem of reconstructing a multi-dimensional signal from the magnitude of its spectrum. Our XYMAP algorithm for this problem is identical to that proposed by Fienup, [6] Gerchberg and Saxton, [7] and Hayes, Lim and Oppenheim. [4, 3] Unfortunately, although Hayes has proven that reconstruction from the magnitude is theoretically possible if the finite sequence is irreducible, in practice the problem appears to have a very large number of local minima and critical points. Convergence to the true global minimizer is therefore virtually impossible unless the initial starting point is very close to the true solution.
Section A - Reconstruction from Time and Frequency Constraints

2. The Model

The most interesting applications of our optimal signal reconstruction algorithms, of course, are those in which the minimizations or conditional expectations required at each step are easy to compute. The simplest case in which this will happen is when the covariance matrices are diagonal and the constraints on \( X \) and \( Y \) are related by an orthogonal transform. The most appealing and useful situation of this type is when we must reconstruct a Gaussian signal \( x \) and noisy Gaussian output \( y \), given only a set of constraints on the time domain behavior of \( x \), and a set of constraints on the frequency domain behavior of \( y \). In order to state this model concisely, let us define the \( N \times N \) Discrete Fourier Transform (DFT) matrix \( W_N \) by:

\[
[W_N]_{k,j} = \frac{1}{\sqrt{N}} \exp \left[ -j2\pi \frac{kl}{N} \right]
\]  

(7.2.1)

It is well known [8, 9] that the eigenvalues of \( W_N \) are \( \pm 1, \pm j \) (to prove this, note that \( W_N^4 = I \)). Its determinant is therefore \( |W_N| = 1 \), and its inverse is \( W_N^{-1} = W_N^H = W_N^3 \). Let the vector \( x \) represent an \( N \) point signal \( x = \begin{pmatrix} x(0) & \cdots & x(N-1) \end{pmatrix}^T \), and let \( X(\omega_i) \) be its Discrete Fourier Transform (DFT):

\[
X(\omega_i) = \sum_{n=0}^{N-1} x(n) e^{-j\omega_i n} \quad \text{for } \omega_i = \frac{2\pi i}{N}
\]  

(7.2.2)

It is easy to see that:

\[
\xi_f = W_N x = \frac{1}{\sqrt{N}} \begin{pmatrix} X(\omega_0) \\ \vdots \\ X(\omega_{N-1}) \end{pmatrix}
\]

where: \( \omega_i = \frac{2\pi i}{N} \)  

(7.2.3)
is the DFT of \( x \). Note that the signal \( x \) can be recovered from the DFT vector \( x_f \) by:

\[
x = W_N^H x_f
\]

(7.2.4)

Because \( W_N^H W_N = W_N W_N^H = I \), Parseval’s theorem also follows easily:

\[
\sum_{n=0}^{N-1} |x(n)|^2 = x^H x
\]

(7.2.5)

\[
= x_f^H W_N W_N^H x_f
\]

\[
= x_f^H x_f
\]

\[
= \frac{1}{N} \sum_{i=0}^{N-1} |X(\omega_i)|^2
\]

The model we will consider is the simplest example in which noisy time and frequency domain constraints are given:

---

**Figure 7.2.1 - Time/Frequency Constraint Model**
Model: \[ x = w \quad \text{where: } p(w) = N(0,Q) \]
\[ y = x + v \quad \text{where: } p(v) = N(0,R) \]

where: \[ Q = \text{diag}(q(0) \cdots q(N-1)) \]
\[ R = \text{diag}(r \cdots r) \]

Observations: \[ x(n) \in X_n \quad \text{where: } X = X_0 \times X_1 \times \cdots \times X_{N-1} \]
\[ y(\omega_i) \in Y_i \quad \text{where: } Y = Y_0 \times Y_1 \times \cdots \times Y_{N-1} \]

The signal \( x(n) \) is a white Gaussian random sequence with zero mean and time varying variance \( q(n) \). All signal samples are thus assumed to be stochastically independent of each other. The output \( y \) is formed by adding white Gaussian noise with variance \( r \) to \( x \). The observation information specifies only that each sample \( x(n) \) is known to lie in some range \( X_n \), and each sample \( y(\omega_i) \) of the Discrete Fourier Transform of the output is known to lie in a set \( Y_i \). These sets \( X_n \) and \( Y_i \) are assumed to be independent of the value of any other samples of \( x \) or \( y \).

![Diagram](image)

**Figure 7.2.2 - Typical Constraint Sets**

Because the signals are assumed to be real, their DFT's must be conjugate symmetric, and so we will assume that \( Y_{N-i} = Y_i^* = \{ Y^*(\omega_i) \mid Y(\omega_i) \in Y_i \} \). (If complex signals are
considered, this restriction is unnecessary.) Given this data, our goal is to try to reconstruct the most likely value of the signal $\hat{\mathbf{x}}$ and the output $\hat{\mathbf{y}}$.

3. Separability of the Conditional Densities

The most important feature of this model, for our purposes, is that the conditional densities $p_{\mathbf{x} | \mathbf{y}}(\mathbf{x} | \hat{\mathbf{y}}) = N_{\mathbf{x}}(H\hat{\mathbf{y}}, V)$ and $p_{\mathbf{y} | \mathbf{x}}(\mathbf{y} | \hat{\mathbf{x}}) = N_{\mathbf{y}}(\hat{\mathbf{x}}, R)$ are separable. This fact will allow us to estimate each time domain sample $x(n)$ independently of all the other samples of $x$, and each frequency domain sample $Y(\omega_i)$ independently of all the other samples of $Y(\omega)$.

Note first that the covariance matrices $R$ and $Q$ are diagonal, and so the covariance matrix $V$ and filter $H$ are also diagonal:

$$V = (Q^{-1} + R^{-1})^{-1} = \begin{pmatrix} v(0) & 0 \\ 0 & v(N-1) \end{pmatrix} \quad \text{where} \quad v(n) = \frac{q(n)r}{q(n)+r}$$

$$H = \begin{pmatrix} h(0) & 0 \\ 0 & h(N-1) \end{pmatrix} \quad \text{where} \quad h(n) = \frac{q(n)}{q(n)+r} \quad (7.3.1)$$

Furthermore, because the signal constraint set is the cartesian product of the sets $X_0, \ldots, X_{N-1}$, the conditional probability of each sample $x(n)$ will depend only on the corresponding output sample $\hat{y}(n)$, and will be independent of all other samples of $\hat{y}$. Thus the conditional probability density $p_{\mathbf{x} | \mathbf{y}}(\mathbf{x} | \hat{\mathbf{y}}) = N_{\mathbf{x}}(H\hat{\mathbf{y}}, V)$ can be written as a product of truncated Gaussian densities over each sample value $x(n)$ and centered at $h(n)\hat{y}(n)$:

$$p_{\mathbf{x} | \mathbf{y}}(\mathbf{x} | \hat{\mathbf{y}}) = \prod_{i=0}^{N-1} p_{\mathbf{x}}(x(n) | \hat{y}(n)) \quad (7.3.2)$$
where:

\[ p_{X^*}(x(n) | \hat{y}(n)) = N_{X^*} \left[ h(n)\hat{y}(n), v(n) \right] \]

\[ = \begin{cases} 
K_{X^*} \exp \left[ -\frac{1}{2v(n)} (x(n) - h(n)\hat{y}(n))^2 \right] & \text{for } x(n) \in X^* \\
0 & \text{else}
\end{cases} \]

We can decompose \( p_{Y|X}(y | \hat{x}) \) in a similar way, except that we must first transform to the frequency domain. Let us define the DFT variables \( \mathbf{x}_f, \mathbf{y}_f \) by:

\[ \mathbf{x}_f = W_N \mathbf{x} = \frac{1}{\sqrt{N}} \begin{bmatrix} X(\omega_0) \\ \vdots \\ X(\omega_{N-1}) \end{bmatrix} \]

\[ \mathbf{y}_f = W_N \mathbf{y} = \frac{1}{\sqrt{N}} \begin{bmatrix} Y(\omega_0) \\ \vdots \\ Y(\omega_{N-1}) \end{bmatrix} \]

Then:

\[ p(\mathbf{x}_f | \mathbf{x}_f) = p(\mathbf{x} | \mathbf{x}) \left| \frac{\partial \mathbf{y}}{\partial \mathbf{x}_f} \right| = p(\mathbf{x} | \mathbf{x}) |W_N^{-1}| = p(\mathbf{x} | \mathbf{x}) \]  \hspace{1cm} (7.3.3)

or because \( R \) is a multiple \( r \) of an identity matrix:

\[ p(\mathbf{x}_f | \mathbf{x}_f) = N_T(\mathbf{x}_f, W_N r W_N^H) = N_T(\mathbf{x}_f, r I) \]  \hspace{1cm} (7.3.4)

Now because the covariance \( R \) is diagonal, and because the constraint set \( Y \) decomposes into an independent set of constraints on the components of \( \mathbf{y}_f \), the probability density \( p(\mathbf{x}_f | \mathbf{x}_f) \) can be decomposed into a product of densities over the individual components of \( \mathbf{x}_f \):

\[ p_{Y|X}(\mathbf{y}_f | \mathbf{x}_f) = \prod_{i=0}^{N-1} p_{Y_i} \left( \frac{1}{\sqrt{N}} Y(\omega_i) \right| \frac{1}{\sqrt{N}} \hat{X}(\omega_i) \right) \]  \hspace{1cm} (7.3.5)

where:

\[ p_{Y_i} \left( \frac{1}{\sqrt{N}} Y(\omega_i) \right| \frac{1}{\sqrt{N}} \hat{X}(\omega_i) \right) = N_{Y_i} \left( \frac{1}{\sqrt{N}} \hat{X}(\omega_i), r \right) \]  \hspace{1cm} (7.3.6)
\[
\begin{align*}
K_y, \exp \left[ -\frac{1}{2r} \frac{1}{N} \left| Y(\omega_i) - \hat{\mathbf{x}}(\omega_i) \right|^2 \right] & \quad \text{for } Y(\omega_i) \in Y, \\
0 & \quad \text{else}
\end{align*}
\]

Each output frequency component \( Y(\omega_i) \) has a truncated complex Gaussian distribution centered at \( \hat{\mathbf{x}}(\omega_i) \), and is thus stochastically independent of any other samples of the signal or output spectrum.

4. MCEM and MAP Estimation Algorithms

The four Bayesian MCEM and MAP estimation algorithms which we developed for this problem in chapter 5 iteratively calculate signal and output estimates as follows:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Signal Estimate</th>
<th>Output Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM:</td>
<td>( \hat{x}<em>{k+1} = E</em>{\mathbf{x}} [ \mathbf{x}</td>
<td>H\hat{y}_k ] )</td>
</tr>
<tr>
<td>XMAP:</td>
<td>( \hat{x}<em>{k+1} - \min</em>{\mathbf{x} \in \mathbf{X}} | \mathbf{x} - H\hat{y}_k |_V^2 )</td>
<td>( \hat{y}<em>{k+1} = E</em>{\mathbf{y}} [ \mathbf{y}</td>
</tr>
<tr>
<td>YMAP:</td>
<td>( \hat{x}<em>{k+1} = E</em>{\mathbf{x}} [ \mathbf{x}</td>
<td>H\hat{y}_k ] )</td>
</tr>
<tr>
<td>XYMAP:</td>
<td>( \hat{x}<em>{k+1} - \min</em>{\mathbf{x} \in \mathbf{X}} | \mathbf{x} - H\hat{y}_k |_V^2 )</td>
<td>( \hat{y}<em>{k+1} - \min</em>{\mathbf{x} \in \mathbf{Y}} | \mathbf{y} - \hat{x}_{k+1} |_R^2 )</td>
</tr>
</tbody>
</table>

where the conditional expectations are with respect to the conditional densities \( N_{\mathbf{x}}(H\hat{y}_k, \mathbf{V}) \) and \( N_{\mathbf{y}}(\hat{x}_{k+1}, \mathbf{R}) \). Because of the separability of the conditional probability densities and the constraint sets, these formulas can be dramatically simplified. In the signal estimation step, the expectation of each component \( x(n) \) of \( \mathbf{x} \) can be computed independently using only the corresponding output component \( \hat{y}_k(n) \). The minimum of \( \| \mathbf{x} - H\hat{y}_k \|_V^2 \) can also be computed by expanding the norm as:

\[
\| \mathbf{x} - H\hat{y}_k \|_R^2 = \sum_{n=0}^{N-1} \frac{1}{v(n)} \left| x(n) - h(n)\hat{y}_k(n) \right|^2
\]  \hfill (7.4.1)
and then minimizing with respect to each component $x(n)$. The output can be estimated in a similar way if we first transform to the variables $x_j, y_j$ in (7.3.3). The conditional expectation of $y$ is just the inverse DFT of the expectation of $x_j$, which in turn can be computed over each component $\frac{1}{\sqrt{N}} Y(\omega_i)$ independently. Similarly, the norm $||y - \hat{x}_{k+1}||_2^2$ can be computed in the frequency domain by Parseval's theorem:

$$
||y - \hat{x}_{k+1}||_2^2 = \frac{1}{r} \sum_{\omega_i} \left( Y(\omega_i) - \hat{X}_{k+1}(\omega_i) \right)^2 
$$

(7.4.2)

$$
= \frac{1}{r} \sum_{\omega_i} \frac{1}{N} \left| Y(\omega_i) - \hat{X}_{k+1}(\omega_i) \right|^2
$$

Thus we need only minimize over each output frequency sample $Y(\omega_i)$ independently. Putting this all together, our four algorithms take the form shown in Table 7.4.1. All four algorithms share the same structure. We start with an estimate of the output $\hat{Y}_k(\omega_i) \in Y_i$. Inverse Discrete Fourier Transform to calculate the time domain value $\hat{y}_k(n)$, filter by multiplying by $h(n) = \frac{q(n)}{q(n) + r}$, (a "time domain Weiner-Hopf filter"), then apply a projection or conditional expectation operator to choose the best estimate of each signal sample $\hat{x}_{k+1}(n)$. To reestimate the output, we Discrete Fourier Transform the signal, $\hat{X}_{k+1}(\omega_i)$, and apply a projection or conditional expectation operator to choose the best estimate of each output frequency sample $\hat{Y}_{k+1}(\omega_i)$ given $\hat{X}_{k+1}(\omega_i)$. This improved output estimate is used on the next pass to improve the next signal estimate. The algorithm thus alternates between filtering, forcing the time domain constraints, and then forcing the frequency domain constraints. Each iteration strictly decreases the cross-entropy, and the MAP methods also strictly increase the corresponding likelihood function on each pass. Each iteration therefore generates "better" signal and output estimates. If the estimates remain bounded (the MAP estimates always remain bounded) then they converge to a critical point or local minimum
of the cross-entropy function (and a critical point or local maximum of the likelihood function.) If each constraint set $X_s$ and $Y_i$ is convex, then the entire constraint sets $X$ and $Y$ will be convex and geometric convergence is guaranteed to the unique global optimizing solution $\hat{x}^*, \hat{y}^*$:

$$\sum_{s=0}^{N-1} \frac{1}{r} |\hat{y}_{k}(n) - \hat{y}(n)|^2 \leq v_{y} \sum_{s=0}^{N-1} \frac{1}{v(n)} |\hat{x}_{k+1}(n) - \hat{x}(n)|^2$$

$$\leq v_{x} v_{y} \sum_{i=0}^{N-1} \frac{1}{r} |\hat{y}_{k}(n) - \hat{y}(n)|^2$$

where: $v_{x} = v_{y} = \max_{s} \left( \frac{q(n)}{q(n)+r} \right)$

Geometric convergence will be guaranteed even if $N$ is infinite.
### Table 7.4.1 - Time/Frequency Constraint Iterative Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Signal Estimate</th>
<th>Output Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM: (x_{k+1}(n) = E_{X_n}[x(n) \mid h(n)\hat{y}_k(n)])</td>
<td>(\frac{1}{\sqrt{N}}\hat{Y}<em>{k+1}(\omega_i) = E</em>{Y_i}\left[\frac{1}{\sqrt{N}} Y(\omega_i) \left</td>
<td>\frac{1}{\sqrt{N}} \hat{X}_{k+1}(\omega_i) \right. \right] )</td>
</tr>
<tr>
<td>XMAP: (\hat{x}<em>{k+1}(n) = \min</em>{x(\omega) \in X_n} \left</td>
<td>x(n) - h(n)\hat{y}_k(n) \right</td>
<td>^2)</td>
</tr>
<tr>
<td>YMAP: (\hat{x}<em>{k+1}(n) = E</em>{X_n}[x(n) \mid h(n)\hat{y}_k(n)])</td>
<td>(\frac{1}{\sqrt{N}}\hat{Y}<em>{k+1}(\omega_i) = \min</em>{r(\omega_i) \in Y_i} \frac{1}{N} \left</td>
<td>Y(\omega_i) - \hat{x}_{k+1}(\omega_i) \right</td>
</tr>
<tr>
<td>XYMAP: (\hat{x}<em>{k+1}(n) - \min</em>{x(\omega) \in X_n} \left</td>
<td>x(n) - h(n)\hat{y}_k(n) \right</td>
<td>^2)</td>
</tr>
</tbody>
</table>

where the conditional expectations are calculated with respect to the conditional densities:

\[
P_{X_n}\left(x(n) \mid \hat{y}_k(n)\right) = N_{X_n}\left(h(n)\hat{y}_k(n), \nu(n)\right)
\]

\[
P_{Y_i}\left(\frac{1}{\sqrt{N}} Y(\omega_i) \left| \frac{1}{\sqrt{N}} \hat{X}_{k+1}(\omega_i) \right. \right] = N_{Y_i}\left(\frac{1}{\sqrt{N}} \hat{X}_{k+1}(\omega_i), r\right)
\]

where:

- **Bayesian:** \(h(n) = \frac{q(n)}{q(n) + r}\)
- **Fisher:** \(h(n) = 1\)
- \(\nu(n) = \frac{q(n)r}{q(n) + r}\)
- \(\nu(n) = r\)
Figure 7.4.1 - Iterative Estimates

Note that although we have stated the algorithm using one-dimensional signals, the idea can be extended in an obvious way to multi-dimensional signals. Finally, note that although the conditional densities are separable, in general the original model density \( p_{X,Y}(x,y) \) will not be separable. Thus calculating the MMSE estimate will usually be extremely difficult, since it will require a 2N dimensional integration.
5. Fisher MCEM, MAP Algorithms

In many applications we really do not know the a priori covariance \( q(n) \) of each signal sample. We will treat this Fisher estimation problem by assuming \( q(n) = \frac{1}{\alpha} q_0(n) \), then letting \( \alpha \to 0 \), so that the a priori density \( p(x) \) becomes asymptotically flat. As \( \alpha \to 0 \), our four Bayesian problems will asymptotically approach the minimum signal energy solution to the corresponding Fisher problem, provided of course that such a solution exists. In the limit as \( \alpha = 0 \), the resulting iterative algorithms have exactly the same form as in table 7.1, but with the filter \( h(n) = 1 \) and the conditional signal covariance \( v(n) = r \). The Fisher algorithm thus simply alternates between forcing the time domain constraints and forcing the frequency domain constraints. Each iteration strictly decreases the appropriate Fisher cross-entropy function, and XMAP and XYMAP strictly increase the appropriate likelihood functions. If the estimates remain bounded, they must converge to a critical point or local minimizer of the cross-entropy. If the constraint sets \( X_a, Y_i \) are convex, then the algorithms are always guaranteed to converge to a global minimizing solution if and only if such a solution exists. The convergence rate, however, may be sublinear, and the solution may be non-unique.

6. Alternative Time and Frequency Constraint Model

Our choice of setting time domain constraints on \( x \) and frequency domain constraints on \( y \) was clearly arbitrary, and could easily be reversed. Thus an alternative time-frequency constraint model would be:
Model:

\[ x = \mathbf{w} \quad \text{where: } p(\mathbf{w}) = N(\mathbf{0}, Q) \]

\[ y = x + \mathbf{v} \quad \text{where: } p(\mathbf{v}) = N(\mathbf{0}, R) \quad (7.6.1) \]

where:

\[ [Q]_{i,j} = q(i-j) \]

\[ [R]_{i,j} = r \delta_{i,j} \]

Observations:

\[ X(\omega_i) \in X_i \]

\[ y(n) \in Y_n \]

We start with a stationary Gaussian signal with covariance \( Q \). Note that \( Q \) is a cyclic matrix, so that \( Q = W_N^H Q_f W_N \) where \( Q_f \) is diagonal with samples \( Q(\omega_i) \) of the DFT of \( q(n) \) on the diagonal. White Gaussian noise with variance \( r \) is added to form the output. Constraints are given for the value of each signal spectrum sample \( X(\omega_i) \) and each output time sample \( y(n) \). The algorithm for estimating \( x \) and \( y \) now looks exactly like our previous algorithm, but with the time and frequency domains reversed. To estimate the signal, we Fourier transform the output estimate, \( \hat{Y}_k(\omega_i) \), filter by multiplying by \( \frac{Q(\omega_i)}{Q(\omega_i) + r} \) (the Weiner-Hopf filter), then use a projection or conditional expectation to estimate \( \hat{X}_{k+1}(\omega_i) \). Inverse transform, then use a projection or conditional expectation to estimate \( \hat{y}_{k+1}(n) \) from \( \hat{x}_{k+1}(n) \). Each iteration thus alternates between forcing the time constraints, filtering in the frequency domain, and forcing the frequency constraints. Each iteration decreases the cross-entropy and improves the estimates. The Fisher version of this algorithm is actually identical to the Fisher algorithm for the previous model, except with the roles of \( x \) and \( y \) reversed.
Section B - Linear Equality Constraints

7. Reconstruction from Linear Equality Constraint Sets

The first set of applications we will consider are models involving constraints defined solely by linear equations. We will only treat the model in section 2; modifications to treat the model in section 6 simply involve swapping the time and frequency domains. Because each signal sample is real, there are only two different types of linear variety signal constraint sets. $X_s$ could be zero-dimensional, consisting of a single point, $X_s = \{x(n)\}$, so that this sample is known exactly. The other possibility is that $X_s$ is one-dimensional, consisting of the entire real line, $X_s = \mathbb{R}$, so that the sample's value is completely unknown:

![Diagram](image)

**Figure 7.7.1 - Linear Variety Signal Constraint Sets**

Because the output frequency samples are complex, there are three different types of linear variety output constraint sets. $Y_i$ could be zero-dimensional, consisting of a
single point, \( Y_i = \{ Y(\omega_i) \} \), so that the frequency sample is known exactly. \( Y_i \) could also be one-dimensional, consisting of a line \( Y_i = \left\{ Y(\omega_i) \right\} \{ \text{Im} \left( Y(\omega_i)e^{-j\phi} \right) \} = \bar{Y}_i \) where \( \phi \) is the angle of the line, and \( \bar{Y}_i \) is its distance from the origin. Note that in this case, all samples on this line have values \((v_i + j\bar{Y}_i)e^{j\phi}\) for some \( v_i \in R \). Lastly, the constraint set could be two-dimensional, \( Y_i = C \), so that the frequency sample \( Y(\omega_i) \) is completely unknown. (Beware that if the signals are real, we will require that \( Y_{N-i} = Y_i^* \) since the transform must be conjugate symmetric.)
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**Figure 7.7.2 - Linear Variety Output Constraint Sets**

Because all these constraint sets are defined by linear equalities, all our results about linear variety constraint sets can be directly applied. First of all, all four of our MCEM and MAP estimation approaches will give results identical to MMSE; we therefore focus exclusively on the XYMAP algorithm. To derive the iterative primal algorithm, we could write down the equations \( G_x \chi = \chi_x \) and \( G_y \chi = \chi_y \), defining all the constraint sets above, then plug into our general algorithm of chapter 5. An easier approach, how-
ever, is to solve the original minimization problem directly:

\[
\hat{x}_{k+1}(n) = \min_{x(n) \in X_k} \left| x(n) - \frac{q(n)}{q(n)+r} \hat{y}_k(n) \right|^2
\]  

(7.7.1)

\[
\hat{y}_{k+1}(\omega_i) = \min_{Y(\omega_i) \in Y_i} \left| Y(\omega_i) - \hat{x}_{k+1}(\omega_i) \right|^2
\]

This gives the following Bayesian algorithm:

**Primal Iterative Algorithm (Linear Equality Constraints)**

Guess \( \hat{y}_0(\omega_i) \in Y_i \)

For \( k = 0, 1, \ldots \)

\[
\hat{x}_{k+1}(n) = \begin{cases} 
  x(n) & \text{if } X_k = \{x(n)\} \\
  \frac{q(n)}{q(n)+r} \hat{y}_k(n) & \text{if } X_k = \mathbb{R}
\end{cases}
\]

(7.7.2)

\[
\hat{y}_{k+1}(\omega_i) = \begin{cases} 
  Y(\omega_i) & \text{if } Y_i = \{Y(\omega_i)\} \\
  \left( \text{Re}\left(\hat{x}_{k+1}(\omega_i)e^{-j\phi_i}\right) + j\bar{y}_i \right)e^{j\phi_i} & \text{if } Y_i \text{ is a line} \\
  \hat{x}_{k+1}(\omega_i) & \text{if } Y_i = \mathbb{C}
\end{cases}
\]

The Fisher algorithm is identical, except that \( q(n) = \alpha \) so that the filtering step is omitted. We start with an estimate of the output \( \hat{y}_0 \). A good choice is usually to pick the minimal norm element in \( Y \), since in the Fisher algorithm, this ensures convergence to the minimum norm solution if the answer should not be unique.

\[
\hat{y}_0(\omega_i) = \begin{cases} 
  Y(\omega_i) & \text{if } Y_i = \{Y(\omega_i)\} \\
  j\bar{y}_i e^{j\phi_i} & \text{if } Y_i \text{ is a line} \\
  0 & \text{if } Y_i = \mathbb{C}
\end{cases}
\]

(7.7.3)

Given this output estimate, we inverse Fourier transform to get the time domain sequence \( \hat{y}_k(n) \), and multiply by the "time domain Wiener-Hopf filter" \( \frac{q(n)}{q(n)+r} \) (this is
skipped in the Fisher algorithm since \( q(n) = \infty \) and \( \frac{q(n)}{q(n)+r} = 1 \). We then set the samples where \( x(n) \) is known to their correct values and use the result as the new signal estimate. Now to reestimate the output, Fourier transform the signal, \( \hat{X}_{k+1}(\omega_i) \), then find the output spectrum values which comes closest to this. If the output spectrum sample is known, we use its correct value; if it is completely unknown, we set it equal to \( \hat{X}_{k+1}(\omega_i) \). If the output sample is only known to lie on a given line in the complex plane, then we retain the component of \( \hat{X}_{k+1}(\omega_i) \) parallel to the line, \( \text{Re} \left( \hat{X}_{k+1}(\omega_i) e^{-j\phi_i} \right) e^{j\phi_i} \), and add it to the known component \( j\bar{Y}_i e^{j\phi_i} \). Figure 7.7.3 illustrates this calculation:

\[
\begin{align*}
\hat{Y}_i \quad &\text{estimate of } Y_i \text{ at } \omega_i \\
\bar{Y}_i \quad &\text{known value of } Y_i \\
\text{Re} \left( \hat{X}_k(\omega_i) e^{-j\omega_i} \right) e^{j\phi_i} \quad &\text{parallel component of } \hat{X}_{k+1}(\omega_i) \\
\text{Re} \left( \hat{X}_k(\omega_i) e^{-j\omega_i} \right) \quad &\text{known component of } \hat{X}_{k+1}(\omega_i)
\end{align*}
\]

Figure 7.7.3 - Estimating \( \hat{Y}(\omega_i) \) when Constraint Set is a Line

Each iteration strictly decreases the likelihood function \( \frac{1}{2} \| \xi_k \|_Q^2 + \frac{1}{4} \| \tilde{y}_i - \tilde{x}_k \|_R^2 \), and the Bayesian algorithm's estimates (computed with finite \( q(n) \)) are guaranteed to converge to the unique global optimizing solution at a rate given in (7.4.3). This geometric convergence rate is guaranteed even if \( N = \infty \).
Analyzing the convergence rate of the Fisher algorithm \((q(n) = \infty)\) is, as usual, slightly more difficult. The number of signal constraints \(p\) and output constraints \(q\) is given by:

\[
p = \text{number of zero-dimensional sets } X_a
\]

\[
q = 2 \times \text{number of zero-dimensional sets } Y_i \text{ for } 0 < \omega_i < \pi
\]

\[
+ \text{ number of one-dimensional sets } Y_i \text{ for } 0 < \omega_i < \pi
\]

\[
+ 1 \text{ if } Y_0 \text{ is zero-dimensional}
\]

\[
+ 1 \text{ if } N \text{ is even and } Y_{N/2} \text{ is zero-dimensional}
\]

Counting the output constraints is complicated by the conjugate symmetry of the constraint sets, \(Y_{N-i} = Y_i^*\). Now our previous results guarantee that a global minimizing solution to the Fisher problem always exists, and the iterative algorithm above will converge to the nearest global minimizing solution. Assuming no computation noise, if we start at the minimum norm element in \(Y\), as suggested in (7.7.3), then the algorithm converges to the minimum energy solution \((\hat{x}_{\text{min}}, \hat{y}_{\text{min}})\). If \(\min(p, q, N - p, N - q) < \infty\), then the number of non-zero eigenvalues which are strictly less than one must be finite. The supremum of these, \(\lambda_{\text{max}}\), will therefore be strictly less than 1, and the algorithm will converge at the rate \(\lambda_{\text{max}}\) to the limit \(\hat{x}, \hat{y}\):

\[
\sum_{n=0}^{N-1} |\hat{y}_{n-1}(n) - \hat{y}(n)|^2 \leq \lambda_{\text{max}} \sum_{n=0}^{N-1} |\hat{x}_{n+1}(n) - \hat{x}(n)|^2
\]

\[
\leq \lambda_{\text{max}}^2 \sum_{n=0}^{N-1} |\hat{y}_n(n) - \hat{y}(n)|^2 \leq \lambda_{\text{max}}^2 \sum_{n=0}^{N-1} |\hat{y}_n(n) - \hat{y}(n)|^2
\]

Finally, the solution will be non-unique if the intersection \(N_x \cap N_y \neq \{0\}\), or in other words, if there exists a non-zero signal \(v(n)\) such that:

\[
v(n) = 0 \quad \text{wherever the sample } x(n) \text{ is known}
\]

\[
V(\omega_i) = 0 \quad \text{wherever the sample } Y(\omega_i) \text{ is known exactly} \quad (7.7.5)
\]

\[
\text{Im} \left[ V(\omega_i) e^{-j\theta_i} \right] = 0 \quad \text{wherever the sample } Y(\omega_i) \text{ is known to lie on a line}
\]
In particular, if there are fewer constraints than points, \( p - q < N \), then there will be an \( N - p - q \) dimensional subspace of such signals \( v(n) \). Then if \((\hat{x}, \hat{y})\) is any solution to the Fisher problem, then \((\hat{x} - y, \hat{y} - y)\) will be another solution. If the solution is non-unique, the computation noise can accumulate at a constant rate as the iteration progresses, possibly growing infinitely large. If the solution is unique, the computational noise sensitivity is proportional to \( \frac{1}{1 - \lambda_{\text{max}}} \).

8. Dual Algorithm

The dual algorithm takes a form similar to that of the primal algorithm, except that the projection operators are orthogonal to those used in the primal algorithm. This can change the dimensionality of the problem quite dramatically. Substituting the model density and constraint sets into the dual algorithm in chapter 5 gives the following iteration:

**Dual Iterative Algorithm:**

**Guess** \( \hat{\mu}_0(\omega_i) \)

For \( k = 0, 1, \ldots \)

\[
\hat{\mu}_{k+1}(\omega_i) = \begin{cases} 
  x(n) - \frac{q(n)}{q(n) + r} \hat{\mu}_k(n) & \text{if } X_k = \{x(n)\} \\
  0 & \text{if } X_k = \mathbb{R}
\end{cases}
\]

\[
\hat{\mu}_{k+1}(\omega_i) = \begin{cases} 
  Y(\omega_i) - \hat{\mu}_{k+1}(\omega_i) & \text{if } Y_i = \{Y(\omega_i)\} \\
  j \left( \tilde{Y}_i - \text{Im} \left( \tilde{X}_{k+1}(\omega_i) e^{-j\Phi_i} \right) \right) e^{j\Phi_i} & \text{if } Y_i \text{ is a line} \\
  0 & \text{if } Y_i = \mathbb{C}
\end{cases}
\]
Iterate sufficiently, then:

\[ x_{k-1}(n) = \hat{\rho}_{x_k}(n) = \frac{q(n)}{q(n) + r} \hat{\rho}_{y_k}(n) \]

\[ y_{k+1}(n) = \hat{\rho}_{y_k}(n) + \hat{\rho}_{y_{k+1}}(n) \]

The Fisher algorithm is identical, except that the \textit{a priori} signal covariance \( q(n) \) is infinite, and so the filtering step can be skipped. Start with an estimate of the Fourier transform of the output multiplier; the initial estimate is arbitrary, so we might just as well choose \( \hat{\rho}_{y_0}(\omega_i) = 0 \). Inverse Fourier transform to find the time domain vector \( \hat{\rho}_{y_k}(n) \). To estimate the signal multiplier, wherever the signal sample is unknown, set \( \hat{\rho}_{x_k}(n) \) to zero; wherever \( x(n) \) is known, subtract a filtered output multiplier estimate \( \frac{q(n)}{q(n) + r} \hat{\rho}_{y_k}(n) \) from \( x(n) \) to estimate \( \hat{\rho}_{x_{k+1}}(n) \). Now to reestimate the output multiplier, Fourier transform the signal multiplier, giving \( \hat{\rho}_{x_{k+1}}(\omega_i) \). Wherever the frequency sample \( Y(\omega_i) \) is unknown, set \( \hat{\rho}_{y_{k+1}}(\omega_i) \) to zero. At frequencies where \( Y(\omega_i) \) is known, estimate \( \hat{\rho}_{y_{k+1}}(\omega_i) \) by subtracting \( \hat{\rho}_{x_{k+1}}(\omega_i) \) from \( Y(\omega_i) \). Finally, wherever \( Y(\omega_i) \) is known to lie on the line \( \text{Im} \left( Y(\omega_i)e^{j\phi_i} \right) = \tilde{Y}_i \), throw away all but the component of \( \hat{\rho}_{x_{k+1}}(\omega_i) \) which is \textit{perpendicular} to the line, and subtract from the known component \( \tilde{Y}_i \) of \( Y(\omega_i) \) (see figure 7.8.1).
Figure 7.3.1 - Calculation of $\hat{\beta}_y(\omega_i)$ when Constraint Set is a Line

After enough iterations, signal and output estimates can be calculated by adding the signal and output multiplier estimates. Each iteration gives better estimates, and the Bayesian algorithm is guaranteed to converge to the unique global optimum solution at the same geometric rate as the primal algorithm. The Fisher algorithm ($\hat{\sigma}(\omega) = \infty$) will converge to the minimal energy estimates ($\hat{\chi}_{\text{min}}, \hat{\chi}_{\text{min}}$) regardless of the initial estimate $\hat{\beta}_{\gamma_0}$. If the signal and output estimates are not equal, however, the signal and output multipliers $\hat{\beta}_x$, $\hat{\beta}_y$ will only converge to a linear ramp, growing proportionally to $k (\hat{\chi}_{\text{min}} - \hat{\chi}_{\text{min}})$. The signal and output estimates $\hat{x}_k$, $\hat{y}_k$ still converge geometrically, however. If $\min(p, q, N - p, N - q)$ is finite, then there are a finite number of non-zero eigenvalues less than 1. The largest of these, $\lambda_{\max}$, will be strictly less than 1, and the Fisher algorithm will therefore converge at the rate $\lambda_{\max}$.

The major difference between the dual and primal algorithms is that the dimensions of the problems can be quite different. In the primal algorithm, $N - p$ signal components and $N - q$ output components are unknown and must be estimated. In the dual
algorithm, \( p \) signal multiplier components are unknown and \( q \) output multiplier components are unknown. In some applications, most notably the band-limited extrapolation problem we discuss below, there may be a large computational advantage to choosing the algorithm with the fewest unknowns.

9. Closed-Form Solutions

Formulas for \( x, y, \rho_x \) and \( \rho_y \) can be stated by constructing the equations defining the constraint sets, \( G_{x, x} = \chi_x \) and \( G_{y, y} = \chi_y \), and substituting these into our formulas in chapters 5 and 6. The chief point of interest is that the number of equations to be solved can be reduced by solving only for the unknown components of these vectors. Since \( N - p \) components of \( x \), \( N - q \) components of \( y \), \( p \) components of \( \rho_x \) and \( q \) components of \( \rho_y \) are unknown, we can minimize the computational difficulty by solving for the variable with the fewest unknowns.

We will state the primal formula for \( x \) and the dual formula for \( \rho_x \); the derivation of these is not very illuminating, and thus we will skip the intermediate steps. The hardest part is keeping track of the indexing. Let us define:

\[
\begin{align*}
n_1, \ldots, n_p & \quad \text{known signal samples} \\
n_{p+1}, \ldots, n_N & \quad \text{unknown signal samples} \\
i_1, \ldots, i_s & \quad \text{known frequency samples} \\
i_{s+1}, \ldots, i_l & \quad \text{frequency samples on line} \\
i_{l+1}, \ldots, i_N & \quad \text{unknown frequency samples}
\end{align*}
\]

Then the primal solution for the unknown components of \( x \) is:

\[
M_x \begin{bmatrix} x(n_{p+1}) \\ \vdots \\ x(n_N) \end{bmatrix} = \begin{bmatrix} \hat{x}_1(n_{p+1}) \\ \vdots \\ \hat{x}_1(n_N) \end{bmatrix} \tag{7.9.1}
\]
where $\hat{x}_0$ is the signal estimate generated by one pass of our iterative algorithm starting at:

$$
\hat{x}_0 = \begin{cases} 
x(n) & n = n_1, \ldots, n_p \\
0 & \text{else} 
\end{cases} 
$$

and the matrix $M_x$ is given by:

$$
[M_x]_{l,m} = \delta_{l,m} - \frac{q(n_l)}{q(n_l) + r} \frac{1}{N} \left[ \sum_{i=l+1}^{l+p} e^{j\omega_i(n_l - n_m)} + \frac{1}{2} \sum_{i=l+1}^{l+p} \left( e^{j\omega_i(n_l - n_m)} + e^{j(\omega_i(n_l + n_m) + 2\phi_i)} \right) \right]
$$

The rows and columns of $M_x$ have indices $l,m = p + 1, \ldots, N$.

Similarly, the dual closed form solution for the unknown components of $\hat{y}_x$ can be put into the form:

$$
M_{px} \begin{pmatrix} \rho_x(n_1) \\
\vdots \\
\rho_x(n_p) \end{pmatrix} = \begin{pmatrix} x(n_1) - \bar{\rho}_y(n_1) \\
\vdots \\
x(n_p) - \bar{\rho}_y(n_p) \end{pmatrix}
$$

where $\bar{\rho}_y$ is the inverse DFT of the known frequency components:

$$
\bar{\rho}_y(\omega_i) = \begin{cases} 
Y(\omega_i) & \text{if } Y(\omega_i) \text{ known} \\
j Y(\omega_i) e^{j\phi_i} & \text{if } Y(\omega_i) \text{ on line} \\
0 & \text{if } Y(\omega_i) \text{ unknown} 
\end{cases}
$$

and the matrix $M_{px}$ looks similar to $M_x$, but with the indexing modified:

$$
[M_{px}]_{l,m} = \delta_{l,m} - \frac{q(n_l)}{q(n_l) + r} \frac{1}{N} \left[ \sum_{i=l+1}^{l+p} e^{j\omega_i(n_l - n_m)} + \frac{1}{2} \sum_{i=l+1}^{l+p} \left( e^{j\omega_i(n_l - n_m)} - e^{j(\omega_i(n_l + n_m) + 2\phi_i)} \right) \right]
$$
The rows and columns of $M_{\rho_x}$ have indices $l, m = 1, \ldots, p$. Beware that if $\hat{\lambda}_{\text{min}} \neq \hat{\epsilon}_{\text{min}}$, then this dual formula will have no solution, and a best least squares solution for $\hat{\rho}_x$ must be found instead. The remaining components of $\hat{\rho}_x$ are zero. To calculate signal and output estimates, run one pass of the dual algorithm, starting with $\hat{\rho}_x$, then add the signal and output multipliers together. Formulas for $\gamma$ and $\rho_y$ also can be derived, but they are somewhat messier.

The Lagrange multiplier solution used in the dual algorithm can be interpreted as finding a minimum norm solution to the original constraint equations:

$$
\begin{pmatrix}
G_x & 0 \\
0 & G_y \\
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
\end{pmatrix}
= 
\begin{pmatrix}
\chi_x \\
\chi_y \\
\end{pmatrix}
$$

(7.9.7)

where these equations always have at least one solution because we have assumed that $G_x$ and $G_y$ have full row rank. A more numerically robust procedure for calculating $x$ and $\gamma$, therefore, would use a Singular Value Decomposition to solve (7.9.7) directly via orthogonal transformations. This topic, however, is beyond the scope of this thesis (see, for example, Lawson and Hanson [10]).

10. Conjugate Gradient Algorithms

Solving these closed-form solutions directly usually requires a lot of storage and computation. The iterative primal and dual algorithms also tend to converge rather slowly. A more efficient approach, therefore, is to use either a PARTAN or conjugate gradient algorithm to solve any of our four formulas for $x$, $\gamma$, $\rho_x$, or $\rho_y$. Each step of the algorithm looks like one step of our primal or dual iteration followed by two line search extrapolation steps. Convergence, however, is guaranteed in a number of steps equal to the number of unknowns. Common sense would therefore suggest using the
procedure to estimate the variable $x$, $y$, $g_x$, or $g_y$ which has the fewest unknown components. We will not repeat the details of the algorithm, since we have already stated it in chapters 5 and 6. We will note, however, that there are two strategies that could be used. The key step in the conjugate gradient algorithm for solving:

$$(1 - P_x H P_y P_z) \tilde{\epsilon} = \tilde{x} + P_z H (\tilde{y} + P_y \tilde{x})$$  \hspace{1cm} (7.10.1)

for example, is multiplying the direction vector $d_k$ by the matrix $(1 - P_x H P_y P_z)$ to get $\epsilon_k$. This could be implemented by performing the indicated series of projections and filtering steps on $d_k$, thus making it unnecessary to compute or store this matrix directly. Alternatively, in some cases it may be easier to exploit the fact that $p$ components of $\tilde{x}$ are already known, so that the conjugate gradient algorithm only searches over directions $d_k$, $\epsilon_k$, $g_k$ having $N - p$ non-zero points located at sample values where $x(n)$ is unknown. We can therefore reduce the dimensionality of the problem by removing the $p$ unnecessary rows and columns from the matrix $(1 - P_x H P_y P_z)$, thus leaving a smaller number of equations to be solved. This is exactly the same trick used to derive the reduced primal (7.9.1) and dual (7.9.4) formulas. Now it will be necessary on each step to multiply the search direction $d_k$ by the matrix $M_x$ or $M_{p_x}$, and thus this matrix will have to be stored or be computed on each pass. In applications where this matrix $M_x$ or $M_{p_x}$ has a simple form, this "brute force" approach can be easier and faster than actually computing all the FFT's and projections.

11. Eigenvalues/Eigenvectors of Fisher Problem

Finally, we interpret the eigenvalue/eigenvector properties discussed in chapter 6 for the Fisher problem. Let $\{\psi_m\}$ be an orthonormal set of eigenvectors of $P_x P_y P_z$ with non-zero eigenvalues $\lambda_m > 0$. Thus $\psi_m \in N_x$, which implies that $\psi_m(n)=0$ wherever the signal $x(n)$ is known. Let us define $\phi_m = \frac{1}{\sqrt{\lambda_m}} P_y \psi_m$, or in other words:
\[ \phi_m(\omega_i) = \begin{cases} 
0 & \text{if } Y_m = \{Y(\omega_m)\} \\
\frac{1}{\sqrt{\lambda_m}} \Re \left( \psi_m(\omega_i) e^{-j\phi_i} \right) e^{j\phi_i} & \text{if } Y_m \text{ is a line} \\
\frac{1}{\sqrt{\lambda_m}} \psi_m(\omega_i) & \text{if } Y_m = C 
\end{cases} \] (7.11.1)

These vectors \( \phi_m \), which are simply projections of \( \psi_m \) onto the output constraint null space, are orthonormal eigenvectors of \( P_y P_x P_y \) with eigenvalue \( \lambda_m \). Projecting \( \phi_m \) back onto the signal constraint null space by setting its inverse transform to zero wherever \( x(n) \) is known, gives back the original vector \( \psi_i = \frac{1}{\sqrt{\lambda_i}} P_x \phi_i \).

Now consider the subset \( \{\psi_m\} \) of orthonormal eigenvectors of \( P_y P_x P_y \) with non-zero eigenvalues which are strictly less than 1, \( 0 < \lambda_m < 1 \). Project \( \psi_m \) onto the orthogonal complement null space of the output constraint, \( n_m = \frac{1}{\sqrt{1-\lambda_m}} Q_y \psi_m \) by setting the frequency components of \( \psi_m \) to zero wherever \( Y(\omega_i) \) is unknown. Then the vectors \( n_m \) are an orthonormal set of eigenvectors of the dual iteration matrix \( Q_y Q_x Q_y \) with eigenvalue \( \lambda_m \). Furthermore, setting \( n_m(n) \) to zero wherever \( x(n) \) is unknown, \( \xi_m = \frac{1}{\sqrt{1-\lambda_m}} Q_x n_m \), gives an orthonormal set of eigenvectors of the dual iteration matrix \( Q_x Q_y Q_x \) with eigenvalue \( \lambda_m \).

12. Special Case - Bandlimited Extrapolation

The best known example of an optimal signal reconstruction problem with linear equality time and frequency constraints is the problem of extrapolating a finite segment of a bandlimited sequence. The usual statement of this problem sets \( N = \infty \), assumes that \( x(0), \ldots, x(p-1) \) are known, and assumes that the signal is low pass, so that all frequency samples beyond a certain point are zero, \( Y(\omega) = 0 \) for \( |\omega| > \omega_c \):
\[ X_n = \begin{cases} \mathbb{R} & \text{for } n = 0, \ldots, p - 1 \\ \{0\} & \text{else} \end{cases} \]  

\[ Y_i = \begin{cases} \mathbb{C} & \text{for } |\omega_i| \leq \omega_c \\ \{0\} & \text{else} \end{cases} \]

Using these constraint sets, we can now apply our primal and dual algorithms above, state four different closed form solutions for \( x, y, \varphi_x, \) and \( \varphi_y, \) and list the usual variety properties which the eigenvalues and eigenvectors satisfy.

Due to its importance, this problem has been studied by numerous researchers. The original results for this problem, developed in the 50's and 60's, concerned extrapolating continuous-time bandlimited signals. The theory for continuous-time signals has many similarities to that for discrete time signals, but there are some major differences. The most important difference is that a bandlimited continuous-time signal is analytic, and thus in theory the unique extrapolation can be calculated simply by representing the infinite length signal by its Taylor series expansion about any point in the known interval:

\[ f(x) = f(x_0) + f'(x_0)(x - x_0) + \frac{1}{2}f''(x_0)(x - x_0)^2 + \cdots \]  

(7.12.2)

This procedure, however, is excruciatingly sensitive to errors in the measurement of the derivatives. Slepian, et. al. [11] and others at Bell Labs [12, 13, 14] studied this problem in a search for a more robust extrapolation procedure. They analyzed the eigenfunctions of the problem, calling them the "prolate spheroidal wave functions", and showed that the eigenvalues were between 0 and 1, that the eigenfunctions formed a complete orthonormal basis, and that the eigenfunction decomposition could be used to construct the correct extrapolation. Papoulis [1] suggested an iterative procedure for solving the problem, which is the continuous-time analog of our primal algorithm, and used the properties of prolate spheroidal wave functions to prove that the algorithm converges.
Gerchberg [15] suggested a similar algorithm for reconstructing the high frequency components of a finite length signal which has been low pass filtered.

As digital computers became more available, attention shifted to the discrete-time problem of extrapolating a bandlimited sequence. Unlike the continuous-time problem, the extrapolation of a discrete bandlimited sequence is generally non-unique. Sabri and Steennaart [16] studied the discrete-time problem and presented a discrete-time solution corresponding to our primal closed-form solution for \( x \). Cadzow [17] reconsidered the problem and by sampling the continuous time problem derived a new closed-form solution, corresponding to our dual closed-form solution for \( \varphi \). Jain and Ranganath [2] present an excellent analysis of the problem which comes closest to our approach (it was published half a year after this thesis proposal was submitted.) They use both Bayesian and Fisher approaches to the problem and focus attention on the minimum norm solution to the primal problem, which they define as the unique best extrapolation of the sequence. They also present our dual closed-form solution, a conjugate gradient algorithm (we borrowed this idea from them), a detailed discussion of the properties of the eigenvectors and eigenvalues (the "discrete prolate spheroidal functions"), consider both clutter and noise, and add a comparison of periodic versus non-periodic (finite \( N \) versus infinite \( N \)) extrapolation. Our major improvements to this paper are recognizing that the iterative algorithm is most naturally developed by starting with the problem of minimizing \( \| y - x \|^2 \), and also recognizing that virtually all the properties that have been derived for this problem can be extended to the general problem of reconstruction from linear equality constraints. Our dual iterative algorithm and its interpretation in terms of Lagrange multipliers also appears to be new.

We will not repeat the presentation of our results for this particular problem, but
will merely point out some features of the problem which are unique. The primal iterative algorithm simply alternates between filtering, forcing the known signal samples to their correct values, and then low pass filtering the result. The dual iterative algorithm alternates between filtering, truncating the output multiplier to the length of the given signal and subtracting it from the given segment, then high pass filtering and negating the result. Both of these algorithms decrease the objective function on each iteration and are guaranteed to converge to a solution. The problem with these simple iterative algorithms is that if $N$ is very large, then calculating the necessary FFT’s will be cumbersome. Also, since any computation will have to take $N$ to be finite rather than infinite, aliasing errors will be introduced. Another problem is that the total number of known signal samples, $p$, and known frequency samples, $q$, is usually much smaller than the number of points, $p + q < N$. In theory, this does not affect the Bayesian algorithms ($q(n) < \infty$), since these will always converge at a geometric rate to the unique global minimizing solution. In the Fisher algorithms, however, with $q(n) = \infty$, the extrapolation will be non-unique. The primal algorithm must therefore be initialized to start at the minimum energy initial spectral estimate, $\hat{Y}_{0}(\omega) = 0$, to ensure convergence to the minimum energy extrapolation. The dual algorithm, on the other hand, will always give the minimal energy solution. The total number of non-zero eigenvalues less than 1 will be bounded above by $p < \infty$; this ensures that both the primal and dual Fisher problems will converge at a rate of $\lambda_{\text{max}} < 1$.

An a priori estimate of the convergence rate for the Fisher problem with $q(n) = \infty$ is given by:

$$\lambda_{\text{max}} \approx 1 - \frac{\| \tilde{x} + \tilde{P} \tilde{x} \|}{\| \tilde{y} \|} \approx 1 - \left( \frac{\sum_{n=0}^{s-1} \tilde{x}^2(n)}{\sum_{n=-\infty}^{\infty} \tilde{x}^2(n)} \right)^{\frac{1}{2}}$$

(7.12.3)
Thus the largest eigenvalue less than 1 is bounded below by the ratio of energy in the known segment to the energy of the total reconstructed signal. If the reconstructed signal tails are large compared to the known signal segment, then \( \lambda_{\text{max}} \) must be very close to 1, which will make the problem ill-conditioned, slow the convergence rate, and make the problem very sensitive to computation noise. Our Bayesian algorithms try to cure this ill-conditioning by using filtering. However, the resultant signal tail estimate will have less energy than the Fisher algorithm's estimates (see chapter 6, section 2). Furthermore, the closer the eigenvalue \( \lambda_{\text{max}} \) is to one and the more ill-conditioned the Fisher problem becomes, the more drastic is the effect of the filter.

Closed-form solutions for both the primal and dual problems are easy to state. With some algebra, setting \( N = \infty \) in the primal closed form solution for \( \hat{x} \) gives:

\[
M_x \hat{x} = \hat{x}_1
\]  
(7.12.4)

where:

\[
\hat{x}_1 = \text{result of one pass of primal algorithm, starting at:}
\]

\[
\hat{x}_0(n) = \begin{cases} 
  x(n) & n = 0, \ldots, p-1 \\
  0 & \text{else}
\end{cases}
\]

and:

\[
\left[ M_x \right]_{l,m} = \begin{cases} 
  \delta_{l,m} & \text{if } 0 \leq l < p \text{ or } 0 \leq m < p \\
  \delta_{l,m} - \left( \frac{q(l)}{q(l)+r} \right) \frac{\sin(\omega_c(l-m))}{\pi(l-m)} & \text{else}
\end{cases}
\]

Unfortunately, since \( p + q < N \), the solution for \( \hat{x} \) is non-unique, and the matrix on the left will be non-invertible.

The closed-form solution for \( \rho_x \) can also be easily computed. Recognizing that all the components of \( \rho_x \) will be zero except for \( n = 0, \ldots, p-1 \), it is easy to simplify this dual-form solution so that it involves only a \( p \times p \) matrix:
\[
M_{\rho_x} \begin{bmatrix}
\rho_x(0) \\
\vdots \\
\rho_x(p-1)
\end{bmatrix} = \begin{bmatrix}
x(0) \\
\vdots \\
x(p-1)
\end{bmatrix}
\]  \hspace{1cm} (7.12.5)

where: 
\[
[M_{\rho_x}]_{i,m} = \left( \frac{r}{q(l)+r} \right) \delta_{i,m} + \left( \frac{q(l)}{q(l)+r} \right) \frac{\sin(\omega_c(l-m))}{\pi(l-m)}
\]

Because \( p + q < N \), there will be many solutions satisfying \( \hat{x} = \hat{x} \), and thus this equation for \( \hat{\rho}_x \) can always be solved. Moreover, it can be shown that since \( q \geq p \) then \( \hat{\rho}_x \) must be unique and thus this matrix \( M_{\rho_x} \) will be invertible. Furthermore, \( M_{\rho_x} \) is Toeplitz, and so we can solve for \( \hat{\rho}_x \) by using the Levinson-Trench algorithm [18,19,20]. Finally, since \( \hat{\rho}_x \) is finite length, we will not have any aliasing errors. Clearly this dual problem is the method of choice for the bandlimited extrapolation problem.

The conjugate gradient algorithm is also easily implemented for this dual problem. The key step on each iteration will be computing the vector \( \varepsilon_k = (I - Q_x HQ_x Q_x) d_k \).

Although this could be done by performing the indicated series of high pass, filter and truncation operations, a much faster approach would be to recognize that only components \( n = 0, \ldots, p-1 \) of all the vectors \( \varepsilon_k, \rho_k, d_k \), and \( \varepsilon_k \) will be non-zero. Eliminating the unnecessary rows and columns of \( (I - Q_x HQ_x Q_x) \) leaves the matrix \( M_{\rho_x} \) in (7.12.5). Thus we only need to calculate \( \varepsilon_k = M_{\rho_x} d_k \) on each step, an operation requiring only a small amount of calculation.

The eigenvectors of this problem are the discrete prolate spheroid vectors. Our previous analysis guarantees that they form an orthonormal basis and at most \( p \) of them have non-zero eigenvalues less than 1. Furthermore, not only are the eigenvectors \( \psi_i \) of \( P_x P_y P_x \) orthonormal, but so are the low pass vectors \( \phi_i = \frac{1}{\sqrt{\lambda_i}} P_y \psi_i \), the high pass vectors \( \eta_i = \frac{1}{\sqrt{1 - \lambda_i}} (I - P_y) \psi_i \), and the truncated low pass vectors
\[ \xi_i = \frac{1}{\sqrt{1-\lambda_i}} (I-P_x) \phi_i. \]

We could also extend our analysis to include arbitrary signal \( Q \) and noise \( R \) covariance matrices. Jain and Ranganath [2] consider one particular choice. The only difficulty will be that calculating the projection matrices and filter will be more difficult, and the matrix \( M_{\phi_x} \) in the dual algorithm will have a more complicated form.

We conclude by mentioning that there is a much simpler approach available for the problem of extrapolating a band-limited finite signal segment, if we are willing to approximate the bandpass characteristic by an autoregressive-moving-average (ARMA) filter response. Musicus has developed an extrapolation/interpolation/filtering algorithm for noisy ARMA models which is based on the linear equality constraint algorithms developed in this thesis. This method iteratively filters the observed data in the frequency domain, linearly predicts the signal tails, uses these tails as its estimate of the noisy observation tails, then repeats the process. Convergence is usually achieved in a very small number of iterations.

13. Special Case - Phase-Only Reconstruction Modulo \( \pi \)

Another application of recent interest is reconstructing a finite length sequence given noisy samples of the phase of its transform. Hayes [3, 4] proved that it is possible to uniquely reconstruct a finite length one- or multi-dimensional signal from samples of its phase modulo \( \pi \) or \( 2\pi \) together with the value of its first non-zero point, provided only that the signal has no symmetric factors (a situation which has measure-zero probability if the sequences are random.) Hayes, Lim and Oppenheim suggested two closed-form solutions for the signal given the phase modulo \( \pi \) or \( 2\pi \), and they also suggested an iterative procedure for solving the problem given the phase modulo \( 2\pi \). This
procedure iterates between forcing the time domain constraints, and then replacing the phase of the Fourier Transform with its correct value. Tom, Hayes, Quatieri, and McClellan [21] use non-expansive mapping theory to prove that if there exists a unique sequence meeting all the given constraints, then this algorithm converges to that solution. (Otherwise their algorithm can diverge.) Quatieri and Oppenheim [22] considered using a similar algorithm for reconstructing a minimum phase signal from its phase, and Espy [23] investigated the noise sensitivity of the problem.

There is a much simpler approach to this problem than that used by Hayes, et al., which also suggests iterative algorithms for reconstructing a finite signal from the phase modulo \( \pi \), rather than \( 2\pi \). Knowledge of the phase \( \phi_i \) modulo \( \pi \) of the transform sample \( Y(\omega_i) \) is equivalent to knowing that the transform lies on a line in the complex plane:

\[
\begin{align*}
\text{Im} \left( Y(\omega_i) \right) & \quad \text{Im} \\
\text{Re} \left( Y(\omega_i) \right) & \quad \text{Re}
\end{align*}
\]

\( Y_i \)

\( \phi_i \)

\( \bar{Y}_i = 0 \). The time domain constraints, knowing certain

![Figure 7.14.1 - Constraint Corresponding to Knowing Phase Modulo \( \pi \)](image-url)
signal points and being ignorant of others, are also linear equality constraints. Therefore, we can directly apply our general linear equality constraint analysis to the phase-only reconstruction problem. In particular, we get both primal and dual iterative algorithms, closed-form solutions for \( x, y, \varphi_x \) and \( \varphi_y \), and conjugate gradient algorithms converging in a finite number of steps.

Suppose the signal is constrained to be finite length, \( x(0), \ldots, x(p-1) \), and also suppose that the first point \( x(0) \) is non-zero and is known. Also suppose that the phase \( \phi_i \) modulo \( \pi \) of the noisy output transform sample \( Y(\omega_i) \) is known at each sample of the DFT. We now use our XYPAM algorithm to to find the minimal energy finite length signal which comes as close as possible to having the correct phase. The primal iterative algorithm for solving this has the form:

**Primal Phase-Only Reconstruction Modulo \( \pi \)**

Guess \( \hat{Y}_0(\omega_i) = 0 \)

For \( k = 0, 1, \ldots \)

\[
\hat{x}_{k+1}(n) = \begin{cases} 
  x(0) & \text{for } n = 0 \\
  \frac{q(n)}{q(n) + r} \hat{y}_k(n) & \text{for } n = 1, \ldots, p \\
  0 & \text{else} 
\end{cases} 
\]  
(7.13.1)

\[
\hat{Y}_{k+1}(\omega_i) = \text{Re} \left( \hat{X}_{k+1}(\omega_i) e^{-j\phi_i} \right) e^{j\phi_i}
\]

The signal is estimated by truncating the filtered output sequence to the right length and setting \( x(0) \) to its known value. The output is then reestimated by projecting the DFT \( \hat{X}_{k+1}(\omega_i) \) onto the correct phase angle, thus yielding the output with the correct phase.
which comes as close as possible to the signal.

The dual algorithm uses projection operators orthogonal to those of the primal algorithm:

**Dual Phase-Only Reconstruction Modulo π**

Guess $\hat{\rho}_y(\omega_i) = 0$

For $k = 0, 1, \ldots$

$$\hat{x}_{k+1}(n) = \begin{cases} 
  x(0) - \frac{q(0)}{q(0)+r} \hat{\rho}_x(0) & \text{for } n = 0 \\
  0 & \text{for } n = 1, \ldots, p - 1 \\
  -\frac{q(n)}{q(n)+r} \hat{\rho}_x(n) & \text{else}
\end{cases}$$

$$\hat{\rho}_y(\omega_i) = j \text{Im} \left( \hat{x}_{k+1}(\omega_i) e^{-j\Phi_i} \right) e^{j\Phi_i}$$

Iterate sufficiently, then:

$$\hat{x}_{k+1}(n) = \hat{x}_{k+1}(n) + \frac{q(n)}{q(n)+r} \hat{\rho}_x(n)$$

$$\hat{y}_{k+1}(n) = \hat{x}_{k+1}(n) + \hat{\rho}_x(n)$$

We start with an arbitrary output multiplier estimate. Set it to zero wherever $x(n)$ is unknown and subtract the filtered output multiplier from the known signal values elsewhere. To reestimate the output, project the signal multiplier transform onto the phase angle orthogonal to that of $Y(\omega_i)$. Iterate sufficiently, then compute the signal and
output estimates by adding the multipliers.

The Bayesian versions of both algorithms are guaranteed to converge to the global optimizing XYMAP solution at a geometric rate. Because $p$ is finite, the Fisher primal algorithm, $q(n)=\infty$, will converge to the nearest solution at a geometric rate, $\lambda_{\text{max}}<1$. Starting at the minimum norm estimate $\hat{y}_0(\omega_0)=0$ guarantees convergence to the minimum norm solution. The Fisher dual algorithm will also converge at the same geometric rate $\lambda_{\text{max}}$, although if no finite length signal exists with the given phase (a situation that may occur if there are more than $p+1$ phase samples) then the multipliers actually grow proportionally to $k(\hat{x}_{\text{min}}-\hat{x}_{\text{min}})$ on each iteration. The signal and output estimates, however, will always converge to the minimum norm solution.

The convergence rate of the Bayesian algorithm is given by (7.4.3). A lower bound for the convergence rate $\lambda_{\text{max}}$ for the Fisher algorithm is given by:

$$\lambda_{\text{max}} \geq 1 - \frac{||\hat{x} + P_x(\hat{y} + P_y \hat{x})||}{||\hat{x}||} \approx 1 - \frac{|x(0)|}{\left(\sum_{n=0}^{p} x^2(n)\right)^{1/2}} (7.13.2)$$

Thus a lower bound for the convergence rate is determined by the ratio of energy in the known signal point $x(0)$ to the total energy in the reconstructed signal. This suggests that as the number of points $p$ to be reconstructed becomes large, then the phase-only reconstruction problem inevitably becomes ill-behaved. (Espy [23] observed this same phenomenon experimentally.) The Bayesian approach cures this ill-behavior by using filtering; however the Bayesian reconstructions will have much less signal energy than the Fisher reconstructions, and when the eigenvalue $\lambda_{\text{max}}$ is very close to one, very small filtering levels, $h(n) \approx \lambda_{\text{max}}$, cause drastic changes in the reconstruction.

Closed form solutions can be stated for both the primal and dual problems; these can be derived from the general formulas in section 9. The primal equations are:
\[ M_x \begin{bmatrix} x(1) \\ \vdots \\ x(p-1) \end{bmatrix} = \begin{bmatrix} \dot{x}_1(1) \\ \vdots \\ \dot{x}_1(p-1) \end{bmatrix} \]  
(7.13.3)

where:

\[ \dot{x}_1(n) = \frac{1}{N} x(0) \sum_{i=0}^{N-1} \cos \phi_i \ e^{j(\omega_i n + \phi_i)} \]

\[ \left[ M_x \right]_{l,m} = \delta_{l,m} - \frac{q(n_l)}{q(n_l)+r} \frac{1}{2N} \sum_{i=0}^{N-1} \left( e^{j\omega_i (l-m)} + e^{j(\omega_i (l+m)+2\phi_i)} \right) \]

for \( l,m = 1, \ldots, p-1 \)

and the dual equations are:

\[ M_{\rho_x} \begin{bmatrix} \rho_x(0) \\ \rho_x(p) \\ \vdots \\ \rho_x(N-1) \end{bmatrix} = \begin{bmatrix} x(0) \\ 0 \\ \vdots \\ 0 \end{bmatrix} \]  
(7.13.4)

\[ \left[ M_{\rho_x} \right]_{l,m} = \delta_{l,m} - \frac{q(l)}{q(l)+r} \frac{1}{2N} \sum_{i=0}^{N-1} \]

for \( l,m = 0, p, \ldots, N-1 \)

(Note the unusual indexing of the rows and columns of \( M_{\rho_x} \).

If exactly \( p-1 \) phase samples are given, and it is known that there exists a finite length signal with the given phase, so that \( \dot{x} = \ddot{y} \), then we could simply solve the constraint equations

\[ \begin{bmatrix} G_x \\ G_y \end{bmatrix} \dot{x} = \begin{bmatrix} y_x \\ y_y \end{bmatrix} \]  
(7.13.5)

directly for the solution. After some algebra, this gives:

\[ \left[ \mathcal{G} \right]_{l,m} = \sin(\omega_i n + \phi_i) \]

\[ \begin{bmatrix} x(1) \\ \vdots \\ x(p) \end{bmatrix} = -x(0) \begin{bmatrix} \sin \phi_1 \\ \vdots \\ \sin \phi_q \end{bmatrix} \]  
(7.13.6)

where \( \mathcal{G} \) is the matrix with elements \( \left[ \mathcal{G} \right]_{l,m} = \sin(\omega_i n + \phi_i) \).
This is the equation used by Hayes [3]. If more than \( p - 1 \) phase samples are known, then a best least squares approximation could also be calculated directly from (7.13.6) by a Singular Value Decomposition algorithm using orthonormalizing transformations (see Lawson and Hanson [10]).

Conjugate gradient methods are convenient to use with this problem. The primal problem is usually easier to solve, because if there are more phase samples than unknown signal points, then there will be no exact solution to the dual problem. All of the usual eigenvalue/eigenvector properties can also be applied to this problem.

We have programmed the iterative projection algorithm, the PARTAN algorithm and the conjugate gradient algorithms for this problem in order to demonstrate the relative performance of our schemes. Figure 7.13.2 shows the convergence of our primal iterative algorithm for reconstructing ten white noise sequences of 64 points each using the exact phase of every sample of a 128 point DFT, together with the first point \( x(0) \). Figure 7.13.2a shows the ten reconstructed sequences \( \hat{x}_{\text{min}} \), \( \hat{y}_{\text{min}} \) from our conjugate gradient algorithm superimposed on top of the original sequence. Note that even with double precision arithmetic (64 bits precision), 2 out of 10 sequences could not be reconstructed. These two sequences appear to be very "close" to having symmetric zero-phase factors; there is so little deviation between the reconstructed signal \( \hat{x} \) and output \( \hat{y} \), and the slope of the objective function "valley" is so shallow, that none of our algorithms were capable of driving the estimates to their true solution. To illustrate the convergence rate of our various primal algorithms, we plotted the error \( ||x_k - x^*||^2 \) between the original signal \( x^* \) and the reconstructed signal \( x_k \). Figure 7.13.2b shows the convergence of our primal iterative algorithm without using any acceleration. Note that even after 1000 iterations convergence is still nowhere in sight. From the formula
\[ \| \hat{x}_{1000} - x^* \|_2^2 \leq \lambda_{\text{max}}^{2000} \| \hat{x}_0 - x^* \|_2^2 \]

we would estimate \( \lambda_{\text{max}} \) for this problem to be greater than .9999! Figure 7.13.2c shows the convergence rate of our conjugate gradient algorithm, which in theory is guaranteed to converge in 63 iterations, the number of unknown signal points. Note that the first 55 or so iterations seem to have virtually no effect on the error. All of the improvement comes in the last few iterations. Note, also, that somewhat more than 63 iterations were needed to achieve convergence. Figure 7.13.2d shows the value of the objective function \( \frac{1}{2} \| \hat{x}_k \|_2^2 + \frac{1}{2} \| \hat{y}_k - \hat{x}_k \|_2^2 \) as the conjugate gradient algorithm iterates. Note that, unlike the actual reconstruction error, it is driven to a small value in the first few iterations; the remaining 50 iterations or so cause relatively little change in the objective function, although they make a very large change in the signal estimate. We also tried the PARTAN algorithm, which is also guaranteed to converge in 63 iterations. We do not show its behavior because its estimates are identical to those of conjugate gradient, but the computation appears to be slightly less numerically robust.

To summarize: this reconstruction problem is fantastically ill-behaved. In fact single precision arithmetic was not sufficient to achieve convergence. Because some eigenvalues \( \lambda_i \) are greater than .9999 but still less than 1, the rate of convergence is minute, and the noise sensitivity, proportional to \( \frac{1}{1 - \lambda_{\text{max}}} \) is enormous. Worse yet, most of the energy in the reconstructed signal seems to be generated by eigenvectors associated with these few eigenvalues. As \( p \) becomes larger and larger, these eigenvalues get even closer to 1; reconstructing 256 point signals, for example, was impossible with our algorithms.

To illustrate the effect of filtering in a problem which is this badly behaved, we added a 128 point white noise sequence to our 64 point signal \( x^* \), thus independently
corrupting every frequency sample of the spectrum \( X_\nu(\omega_i) \) for a total signal-to-noise ratio of 40dB. We then tried to reconstruct the sequence from the phase of the noisy transform. Figures 7.13.3a and 7.13.3b show the reconstructed estimates generated by the primal Bayesian and Fisher conjugate gradient algorithms. The Bayesian algorithm uses a filter \( h(n) = \frac{q(n)}{q(n)+r} \approx .9999 \) on each pass; the Fisher algorithm sets \( h(n)=1 \).

Despite the apparent insignificance of this filtering, the Bayesian estimates have drastically less energy than the Fisher estimates. One of the Fisher estimates, on the other hand, has a large high frequency oscillation caused by small amounts of noise being amplified by the high gain of the iteration. The reason the effect of the filtering is so drastic is that with \( h(n)=h \) constant, the eigenvalues of \( (1-P_xHP_xP_x)^{-1} \) are \( \frac{1}{(1-h\lambda_i)} \).

Since \( \lambda_{max} > .9999 \), the largest of these eigenvalues in the Fisher case will be well over 10000; in the Bayesian case with \( h=.9999 \), the largest of its eigenvalues will only be 5000, a difference of at least a factor of two. Note, finally, that the error between the reconstructed and the original signals in the Fisher algorithm is about 1000 times greater than the noise energy that was originally introduced.
Figure 7.13.2a - 10 Reconstructed and Original Sequences,

Conjugate Gradient, SNR = infinite, 64 points, 128 point FFT
Figure 7.13.2b - Reconstruction Error $\|\hat{x}_k - x^*\|^2$ vs Iteration,

Primal Iterative Algorithm
Figure 7.13.2c - Reconstruction Error $||\hat{x}_k - x||$ vs Iteration, Continuous Gradient.
Figure 7.13.2d - Objective Function $\|\hat{y}_k - \hat{x}_k\|^2$ vs. Iteration,

Conjugate Gradient
Figure 7.13.3a - 10 Reconstructed and Original Sequences,

Conjugate Gradient, Bayesian, SNR = 40dB, 64 points, 128 point FFT.
Figure 7.13.3b - 10 Reconstructed and Original Sequences,
Conjugate Gradient, Fisher, SNR = 40dB, 64 points, 128 point FFT
Section C - Convex Constraint Sets

14. Reconstruction of Finite Signal From Noisy Phase Modulo $2\pi$

When the constraint sets are convex, but not linear varieties, then the four MCEM and MAP algorithms will give different results. The chief example we will consider involving convex constraint sets is reconstructing a finite length signal from knowledge of its phase modulo $2\pi$. The examples in section 13 indicate that when the phase is only known modulo $\pi$, reconstruction of 64 point sequences becomes difficult even at signal-to-noise ratios of 40dB. With additional information, however, it is often possible to improve the reconstructions.

We first consider the case where each output spectrum sample $Y(\omega_i)$ is known to lie on an infinitesimally thin strip in the complex plane radiating outward from the origin at angle $\phi_i$. The signal $x(0), \ldots, x(p-1)$ is assumed to be finite, and the sample $x(0)$ is assumed to be known.
Figure 7.13.1 - Phase Modulo $2\pi$ Constraint Set

This type of output constraint set was used in the examples in chapter 5 and 6. Because the signal constraint space is still defined by linear equalities, our four iterative algorithms only give two distinct methods for solving the problem: MCEM/XMAP and YMAP/XYMAP. Substituting the constraint set in the above figure into our iterative algorithms in table 7.4.1 and using the formula in chapter 5 for the expectation of a Gaussian random variable on a thin strip, we get the following algorithm:

**MCEM/XMAP Iterative Reconstruction**

For $k = 0, 1, \ldots$

\[
\hat{x}_{k+1}(n) = \begin{cases} 
  x(0) & \text{for } n = 0 \\
  \frac{q(n)}{q(n)+r} \hat{y}_k(n) & \text{for } n = 1, \ldots, p-1 \\
  0 & \text{else}
\end{cases}
\]

\[
\frac{1}{\sqrt{N}} \hat{y}_{k+1}(\omega_i) = \left[ \hat{x}_i + \sqrt{r} \exp \left( -\frac{1}{2r} \hat{x}_i^2 \right) \right] e^{j\phi_i} \sqrt{2\pi} \left( \frac{1}{2} + \text{erf} \left( \frac{\hat{x}_i}{\sqrt{r}} \right) \right)
\]
where: $\hat{x}_i = \frac{1}{\sqrt{N}} \text{Re} \left( X(\omega_i) e^{-j\Phi_i} \right)$

$$\text{erf}(v) = \frac{1}{\sqrt{2\pi}} \int_0^v \exp(-\frac{1}{2}x^2) \, dx$$

and:

**YMAP/XYMAP Iterative Algorithm**

For $k = 0, 1, \ldots$

$$\hat{x}_{k+1}(n) = \begin{cases} x(0) & \text{for } n = 0 \\ \frac{q(n)}{q(n) + r} \hat{y}_k(n) & \text{for } n = 1, \ldots, p - 1 \\ 0 & \text{else} \end{cases} \quad (7.14.2)$$

$$\frac{1}{\sqrt{N}} \hat{y}_{k+1}(\omega_i) = \text{Max} \left( \hat{x}_i, 0 \right) e^{j\Phi_i}.$$

In both algorithms, we start with an estimate of the output spectrum. Inverse Fourier transform, then impose the known time domain constraints, setting the known sample to its correct value and truncating the signal to the correct length. The output is then reestimated in the YMAP/XYMAP algorithm by Fourier transforming the signal, then projecting each spectral sample onto the correct phase angle. The MCEM/XMAP algorithm is similar, but it adds an extra correction factor which depends on the magnitude of the projection $\hat{x}_i$ relative to the standard deviation of the noise. This increases the energy in the output estimate. Figure 7.14.2 explains the origin of this correction term.
by showing the conditional probability of $Y(\omega_i)$ along the $Y_i$ constraint strip.

$$p \left( Y(\omega_i) \mid \hat{X}(\omega_i) \right)$$

![Figure 7.14.2 - Conditional Output Density]

This conditional density is a truncated Gaussian. YMAP/XYMAP estimates $Y(\omega_i)$ by choosing the mode of this density, $\hat{\omega}_i$. MCEM/XMAP chooses the mean of the density, which will be located at a larger value of $Y(\omega_i)$. Each iteration of either algorithm strictly decreases the cross-entropy at each stage, and strictly increases the corresponding likelihood function. Geometric convergence of the Bayesian algorithms ($q(n) = \infty$) is guaranteed to the unique global optimizing solution at a rate $\nu_x = \nu_y = \max_s \frac{q(n)}{q(n)+r}$. The Fisher algorithms ($q(n) = \infty$) are guaranteed to be bounded and converge to a global optimizing solution if and only if a global optimizing solution exists. Note that this does not require that a finite signal exists which has the given phase; all it requires is that there be a finite length signal and an output sequence with the correct phase which come as close to each other as possible. Because the constraint sets are simplexes defined by linear inequalities, YMAP/XYMAP is guaranteed to have a minimizing solution, and thus will always converge (see Goldstein [24] or Künzi and Krelle. [25])
It is interesting to compare these algorithms with the Hayes, Lim, Oppenheim, Quatieri algorithm, which was derived by a more intuitive and ad hoc approach to the problem. We can state their algorithm in the following form:

**Hayes, Lim, Oppenheim, Quatieri Phase-Only Reconstruction Modulo 2π**

Guess $\hat{y}_0(ω_i)$

For $k = 0, 1, \ldots$

$$
\hat{x}_{k+1}(n) = \begin{cases} 
\hat{x}(0) & \text{if } n = 0 \\
\hat{y}_k(n) & \text{if } n = 1, \ldots, p - 1 \\
0 & \text{else}
\end{cases}
$$

(7.14.3)

Starting with an initial output estimate, truncate the sequence to the correct length and set the known signal value to its correct value. Now take the DFT, retain the magnitude of the signal transform, but set the output transform phase to the known value. Now the output sequence is no longer finite length, so we iterate, truncating the signal and forcing the correct phase until it converges. Tom, Hayes, Quatieri, McClellan [21] used the fact that $||\hat{x}_k - \hat{x}_k||^2$ is strictly decreasing in this algorithm to prove convergence if a finite length signal exists with the given phase. Figure 7.14.3 compares the output spectrum estimates generated by our iterative algorithms.
Figure 7.14.3 - Comparison of Output Spectrum Estimates

Given noise-free phase, all of our methods will converge to the same estimate (with \( r = 0 \), MCEM/XMAP will be identical to YMAP/XYMAP.) We therefore tried comparing the algorithms on noisy sequences. The convergence rate for 64 point sequences was very slow, so we chose ten 32 point sequences instead; except for the slow convergence rate and increased ill-behavior, the algorithms act similarly for 64 point sequences. Figure 7.14.4 shows the reconstructions generated by our three Fisher algorithms (\( q(n) = \infty \)) with 64 noise samples added to the 32 point sequence, for an SNR = 30dB. The reconstructed signals are shown, superimposed on the original, and also the reconstruction error \( ||\hat{x}_k - x^*||^2 \) is graphed as a function of iteration number.

We used a fixed over-relaxation procedure to accelerate convergence in these algorithms; no real attempt was made to optimize the convergence rate. It is significant, however, that while the conjugate gradient modulo \( \pi \) algorithm would converge in 31 iterations, these algorithms require several hundred iterations even with acceleration. YMAP/XYMAP performs the worst. Surprisingly, in 8 out of 10 sequences, Hayes'
algorithm appears to give slightly better reconstructions than MCEM; the reconstruction error seems to be about 80% or so of MCEM. This is difficult to explain. Figure 7.14.5 repeats the exercise at 20dB for the three algorithms. Now the relative performance is reversed; MCEM/XMAP gives far better reconstructions than Hayes, with reconstruction errors 2 to 3 times lower. At 10 dB (figures not shown) no method works well. The Bayesian MCEM/XMAP and YMAP/XYMAP algorithms are not shown because at 30dB and below they filter out most of the signal in their attempt to filter out the noise.

To summarize, the method based on careful probabilistic analysis, MCEM/XMAP, is best when the reconstruction difficulty is dominated by the stochastic behavior of the noise. At higher SNR, the Hayes, *et al* approach appears to be slightly better and is simpler to boot. Beware, however, that applying the line search acceleration that they suggest will change the solution towards which their algorithm converges. (In fact, it pushes it closer to our XYMAP solution.)

MCEM/XMAP achieves its superior low SNR performance by exploiting the fact that the noise is known to be Gaussian. If the phase measurements have been distorted by quantization error, for example, rather than by Gaussian noise, then MCEM/XMAP performs little better than Hayes. Other assumptions could be tried for modeling flat quantization noise in our Gaussian setting. For example, we could try modeling the constraint set as a *wedge* radiating out from the origin at angle $\phi_i$. 
Since the width of the wedge is proportional to the distance from the origin, if we approximate the wedge as being very narrow, then the MCEM/XMAP estimate would be:

$$\hat{Y}_{k+1}(\omega_i) = E_{Y_i}[Y(\omega_i) | \hat{X}(\omega_i)]$$

$$= \begin{bmatrix} \hat{x}_i + \sqrt{r} & \frac{1}{\exp \left( -\frac{1}{2r} \hat{x}_i^2 \right)} \\ \hat{x}_i + \sqrt{r} & \frac{\sqrt{2\pi}}{\exp \left( -\frac{1}{2r} \hat{x}_i^2 \right)} \left( \frac{1}{2} + \text{erf} \left( \frac{\hat{x}_i}{\sqrt{r}} \right) \right) \end{bmatrix} e^{j\phi_i}$$

This calculation would bias the output spectrum estimate toward larger values than in our thin strip approximation. Experimenting with flat phase noise, however, has not shown any conclusive advantage to the scheme. It also has severe numerical difficulties.

The basic idea can be extended to problems in which we know both the phase of the spectrum and the phase of each signal point (i.e. the sign of each point.) Experiments with our algorithms has shown similar performance as in our example above;
MCEM using expectations in both time and frequency domains works far better than anything else at 20dB, while using the phase substitution idea of the Hayes algorithm in both the time and frequency domains works somewhat better at 30dB.
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15. Multidimensional Finite Impulse Response Filter Design

Another interesting application of iterative signal reconstruction is to the design of one- or multi-dimensional Finite Impulse Response (FIR) filters meeting arbitrary time and frequency constraints. Problems like this arise when it is necessary to try to control the response of the filter over the entire frequency range of the filter, even in the transition bands, and also control the range of coefficient values which are permitted. For a very thorough discussion of this problem, see Rabiner and Gold [26]. The most general algorithm for FIR filter design, suggested by Rabiner [27, 28], uses a linear programming algorithm, varying only one coefficient of the filter at a time in an attempt to drive the filter towards the desired form. Convergence is slow, but the algorithm terminates in a finite number of steps with the correct solution. The best known algorithm for one-dimensional Chebyshev FIR filter design is Remez exchange, as used in the Parks-McClellan algorithm. This approach builds the best high, low or bandpass filter design by using an iterative multipoint adjustment scheme to decrease the worst frequency domain errors in the filter. By exploiting the properties of finite one-dimensional polynomials, the resulting algorithm converges to an optimal solution in a finite number of iterations. Unfortunately, Remez exchange does not easily generalize to multiple dimensions, and cannot handle arbitrary time and frequency constraints.

The algorithm we present uses no intelligence in the FIR filter design process, and therefore is applicable to arbitrary time and frequency constraints in arbitrary dimensions. The penalty paid for this flexibility is that the filters are optimal in a least squares, not Chebyshev, sense, and the convergence rate is only geometric, so that some stopping criterion must be invoked.

Suppose we are given two types of constraints the filter must satisfy; each filter
coefficients must fit within the set \( X_n \), and each frequency sample of the DFT of the filter must fit within a set \( Y_i \). The sets \( Y_i \) therefore define the desired frequency response together with the allowable tolerance we are willing to accept at each point. For a zero-phase FIR filter, for example, we may constrain the lower and upper bounds of both the coefficients and the magnitude of the frequency response, as in figure 7.15.1.

![Diagram of x(n) and |Y(\omega)|](image)

**Figure 7.15.1 - Possible FIR Filter Constraints**

Let \( x \) be an FIR filter meeting all the time domain constraints, and let \( y \) be a (non-finite length) filter meeting all the frequency constraints. Let us measure the "error" between the response of filters \( x \) and \( y \) by passing unit variance stationary white Gaussian noise \( w(n) \) through both filters and measuring the mean square error between their outputs:

\[
E_0 = E \left[ \frac{1}{N} \sum_{n=0}^{N-1} \left( w(n)^* y(n) - w(n)^* x(n) \right)^2 \right] 
\]

(7.15.1)
\[ = \sum_{n=0}^{N-1} \left( y(n) - x(n) \right)^2 \]

\[ = \| y - x \|^2 \]

We now choose the filter \( x \) meeting the time domain constraints and the filter \( y \) meeting the frequency domain constraints which minimize this average error energy:

\[ \hat{x}, \hat{y} = \min_{x \in X, y \in Y} \| y - x \|^2 \] (7.15.2)

This, of course, is just the Fisher XYPAM objective function. We can therefore use the Fisher XYPAM algorithm to design the filter:

For \( k = 0, 1, \ldots \)

\[ \hat{x}_{k+1}(n) = \min_{x(n) \in X} \left( y(n) - x(n) \right)^2 \] (7.15.3)

\[ \hat{y}_{k+1}(\omega_i) = \min_{Y(\omega_i) \in Y_i} \left| Y(\omega_i) - \hat{x}_{k+1}(\omega_i) \right|^2 \]

We simply alternate between clipping the filter \( \hat{y}_k(n) \) to fit within the known constraints, giving the estimate \( \hat{x}_{k+1}(n) \), then clipping \( \hat{x}_{k+1}(\omega_i) \) to fit within the known frequency constraints, giving \( \hat{y}_{k+1}(\omega_i) \). Each iteration decreases the objective function (7.15.2) and if the constraint sets \( X \) and \( Y \) are convex, convergence to a global optimizing solution is guaranteed if such a solution exists. If all the sets \( Y_i \) are bounded, then \( Y \) will be compact, and thus convergence will be guaranteed.
Figure 7.15.2 - Meat-Cleaver FIR Design

If a filter exists which satisfies both the time and frequency constraints, \( \hat{x} = \hat{y} \), then the algorithm is guaranteed to find such a solution. Otherwise, it finds a pair of filters \( (\hat{x}, \hat{y}) \) such that \( \hat{x} \) meets the time constraints and "comes as close as possible" to meeting the frequency constraints, while \( \hat{y} \) meets the frequency constraints and "comes as close as possible" to meeting the time constraints. Since the algorithm uses no intelligence about FIR filter design, it will work on arbitrary dimensional filters meeting arbitrary convex constraints. Of course, the convergence rate may be sublinear, and an infinite number of iterations might be needed. A least squares criterion is also not always appropriate, since a Chebyshev design will yield less peak error. Unlike Remez exchange, the method does not suggest the tightest possible constraints that could be used. Finally, by relying on finite length FFT's, we are only constraining samples of the filter's response to fit inside the constraints. Peaks of the filter response could occur between samples, and thereby violate the constraints. Using very dense FFT's will solve this problem, but especially in multiple dimensions, large FFT's can be prohibitively
costly. On the other hand, the advantage of our algorithm is that most Chebyshev or Remez exchange algorithms cannot handle time domain constraints, and are limited to one-dimensional filters.

We illustrate a typical FIR design procedure. (The following is intended to illustrate the behavior of this algorithm, and no attempt is made to present a practical design methodology.) Our goal is a 25 coefficient zero-phase two-band low pass filter with twice the gain in the second band than in the first. We define the edges of the bands, set transition regions, and adjust the tolerance for the deviation we are willing to allow in each band. Figure 7.15.3a shows the resulting FIR filter after about 15 iterations, with extremely tight tolerances used in the bands. The dashed lines indicate the frequency constraints, and the solid line the FIR filter response. Note that the ripple exceeds the tolerance levels and the transition regions of the filter are too wide. This is the best that a least squares 25 point filter can do. We slowly relaxed the tolerances in each band and continued iterating. After about 45 iterations, we achieved the filter shown in figure 7.15.3b. Note that the ripple is much larger, though still not within the constraints, but the transition regions have become narrower. Continuing to slowly relax the tolerances in each band, we finally ended at the filter shown in figure 7.15.3c, which exactly meets both the time constraint (25 points) and the frequency constraints. Note that this is a classic Chebyshev "equiripple" filter design. Figure 7.15.3d shows the FIR filter coefficients. We tried adding time domain constraints such as requiring all coefficients to be less than 5; unfortunately, these types of constraints distort the resulting filter so badly that it is not at all possible to match the desired response. Time domain constraints that might be quite useful, however, would be to force small coefficients of the filter to zero, then adjust the remaining coefficients to optimize the response. This could significantly save on the number of multiplications that would be
necessary to implement the filter.
Figure 7.15.3a - 25 Point FIR Filter - Frequency Response
Figure 7.15.3b - 25 Point FIR Filter - Frequency Response
Figure 7.15.3c - 25 Point Filter - Frequency Response
Figure 7.15.3d - 25 Point FIR Filter - Time Domain
16. Magnitude-Only Signal Reconstruction

We have not had as much success with constraint sets which are not convex. The difficulty is that our convergence proofs only guarantee that if the estimates remain bounded then they will converge to a critical point of the objective function. There is no guarantee of convergence to a global optimizing solution, and the critical point we converge to could be quite far from the global optimizing solution. The only example we will discuss of this type is reconstruction of a finite length signal from the noisy magnitude of its Fourier Transform. Let us assume that $x$ is known to be a finite multidimensional sequence, and that the magnitudes $|Y(\omega_i)|$ of the samples of the Fourier Transform of $x$ are known.

![Diagram showing magnitude constraint set]

Figure 7.16.1 - Magnitude Constraint Set
Note that while the signal constraint is linear, the magnitude constraint on $Y(\omega_k)$ is not convex. Hayes [3] has proven that a finite sequence is uniquely defined by its magnitude up to translation and rotation of its factors. We can easily apply our iterative algorithms to this problem; the only tricky part is evaluating the conditional expectation of $Y(\omega_k)$ given $\tilde{X}(\omega_k)$, an operation which requires using modified zero and first-order Bessel functions $I_0(x)$ and $I_1(x)$ (these routines are available in many scientific subroutine libraries.)

**MCEM/XMAP Magnitude-Only Reconstruction**

Guess $\hat{Y}_0(\omega_i)$

For $k = 0, 1, \ldots$

$$\hat{x}_k(n) = \begin{cases} \hat{y}_k(n) & \text{wherever } x(n) \text{ is unknown} \\ 0 & \text{else} \end{cases}$$

$$\hat{y}_{k+1}(\omega_i) = \frac{I_0 \left( 1 \right)}{I_1 \left( 1 \right)} \left( \frac{Y(\omega_i)}{|\hat{X}_{k+1}(\omega_i)|} \right) e^{i \hat{X}_{k+1}(\omega_i)}$$

where:

$$I_n(z) = e^{-j \pi n} J_n(ze^{j \pi})$$

$$J_n(z) = \frac{1}{i^{n} \pi} \int_0^\pi e^{i z \cos \phi} \cos(n \phi) \, d\phi$$

and:

**YMAP/XYMAP Magnitude-Only Reconstruction**

Guess $\hat{Y}_0(\omega_i)$

For $k = 0, 1, \ldots$

$$\hat{x}_k(n) = \begin{cases} \hat{y}_k(n) & \text{wherever } x(n) \text{ is non-zero} \\ 0 & \text{else} \end{cases}$$

(7.16.2)
\[ Y_{k+1}(\omega_l) = |Y(\omega_l)| e^{i\phi_{k+1}(\omega_l)} \]

This last YMAP/XYMAP algorithm is identical to the one proposed by Fienup [6] and Hayes [3] and is in the same category as Gerchberg and Saxton [7]. Corollary 6.2 in chapter 6 guarantees that since the constraint set \( Y \) is bounded and closed, and \( X \) is convex, then the estimates must remain bounded and must converge to a critical point of the objective function. If initialized at a spectrum \( Y(\omega_l) \) that is close to the true signal, this algorithm has a good chance to converge to the correct solution. In general, however, due to the non-convexity of the magnitude constraints, there are an enormous number of local minima of the objective function which are not all similar to the global minimizing solution. If initialized randomly, the iteration inevitably locates one of these local minima, and cannot find the true solution. We have not tried the MCEM algorithm yet, and so cannot report on its performance. Fienup suggested jiggling the iteration by switching extrapolation methods or varying the procedure in other ways. However, we had no success with this.

An approach which was marginally better than that above was to restate the constraints in the following form. Let \( M_i \) be the magnitude of \( \frac{1}{N} |Y(\omega_l)|^2 \). Then require:

\[
X = \left\{ x(n) \mid x(n) \text{ a finite sequence, and } \sum_n x^2(n) = \sum_l M_i \right\} \quad (7.16.3)
\]

\[
Y = \left\{ Y(\omega_l) \mid \frac{1}{N} |Y(\omega_l)|^2 \leq M_i \right\}
\]

Here we constrain the output spectrum samples to be less than or equal to their known magnitude, and indirectly enforce the fact that they must be equal by requiring the total signal energy to add up to the maximum possible. Thus we have replaced \( N/2 \) non-convex constraints by a single non-convex constraint. Unfortunately, the resulting esti-
mation XYMAP algorithm still has local minima, and still tends to converge to one of these.

1. Summary

The examples presented in this chapter represent only a few of the many possible applications of the algorithms presented in the thesis. The advantage of our approach is that the MCEM, XMAP, YMAP and XYMAP algorithms are easily computed, easily understood, applicable to many problems involving multiple constraints stated in different domains, and their convergence behavior is dominated by the fact that we are minimizing a relatively simple and often concave objective function. This one unified approach not only yields most of the well known iterative projection methods, such as bandlimited extrapolation, but also suggests improved algorithms in problems such as phase-only signal reconstruction modulo $2\pi$, in which the known noise statistics are used to improve the estimates.

In general, our signal reconstruction algorithms work best when the constraint sets are defined by linear equalities, or are convex. These applications, bandlimited extrapolation, phase-only reconstruction, and multi-dimensional FIR filter design, are the most straightforward and are guaranteed to converge. Problems involving nonlinear constraints, such as magnitude-only reconstruction, are significantly more difficult due to the presence of local minima.
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Chapter 8
Applications of Optimal Signal Reconstruction

Part IV - Short Time Fourier Transforms, MEM, and Penalty Functions

1. Introduction

In this chapter we consider more esoteric applications of our optimal signal reconstruction theory. We first propose a generalization of Short Time Fourier Transforms (STFT), in which we divide the transform operation into an "orthonormal" sectioning operator followed by an array of Fourier Transforms. This more general viewpoint indicates the proper methods for handling boundary conditions in the transforms, suggests more general windowing procedures, demonstrates that the inverse STFT is a projection operator, and yields a Parseval-like theorem relating the energy of the signal in the time and Short Time Fourier domains. This allows us to directly apply all our previous theory to problems involving reconstruction of signals from a mixture of constraints on its behavior in the time and Short Time Fourier domains. This new framework also provides a structure for evaluating algorithms such as that of Nawab [1, 2] for reconstructing a signal from the magnitude of its Short Time Fourier Transform.

The remaining algorithms do not strictly belong to the stochastic framework which we have developed in this thesis. We discuss them because of their intrinsic interest, and because their structure is very similar to that of XYMAP. Both of these problems iteratively minimize a least squares objective function involving several unknowns, where the given constraints on each unknown are stated in different domains. In addition, the same convergence proofs used for XYMAP can also be applied to these algo-
rithms.

The first of these applications was motivated by a "ping-pong" algorithm developed by Lim and Malik [3, 4] for solving multidimensional MEM problems. This algorithm tries to extend a set of multidimensional correlations given that the infinite correlation set is the inverse Fourier transform of one over a finite polynomial. We provide a more systematic approach to this problem, and show that the problem actually involves constraints stated in three different domains. The resulting reconstruction algorithm then resembles that of Malik and Lim, except that a quartic equation must be solved at each frequency sample to estimate the spectrum. Malik and Lim's algorithm appears as a form of our algorithm in which a non-optimal decision is made at each iteration. Since we have not yet programmed our algorithm, however, it is too early to conclude which is the better approach.

Finally, we suggest a new method for constructing penalty functions for constrained minimization problems. By introducing an extra variable belonging to the constraint set, we can convert the original constrained minimization into an iterative sequence of unconstrained minimizations and projection operators.

2. Short Time Fourier Transforms†

Stationary signals are particularly convenient to model or filter because, among other reasons, the Fourier Transform of the data is a white noise sequence in which each frequency sample is stochastically independent of all other frequency samples. Thus by transforming to the Fourier domain, we no longer need to consider the interaction between adjacent samples, and can process each frequency component

† The application of this thesis to reconstruction of signals using Short Time Fourier Transforms was suggested by discussions with Harshid Nawad.
independently. Unfortunately, when the data is non-stationary, as in speech or images, its Fourier Transform can no longer be interpreted in such a simple way.

A common engineering approach to this difficulty is to try to exploit the "local" stationarity of speech or images by sectioning the data with windows, then processing each frame as if the data it contained were stationary. After modifying each frame, the sections must be stitched back together in some reasonable fashion to reconstruct the complete signal. A desirable feature of this sectioning and resynthesis procedure is that if no processing is performed on the data, then the procedure should exactly return the signal we started with. This requirement of being an identity transformation is typically used in the development of this topic to specify constraints on the shape of the windows used to section the data. The overall procedure of sectioning the data and Fourier transforming each frame is called a Short Time Fourier Transform (STFT), and the inverse procedure of inverse transforming each segment and then stitching the frames back together is called an Inverse Short Time Fourier Transform (STFT⁻¹).

2.1. A Development of the Short Time Fourier Transform

We will present a somewhat unusual development of this subject, one which not only provides an interesting and useful generalization of the procedure, but which also highlights the implications of requiring the analysis and resynthesis procedures to be an identity system. Let \{B_i\} be a set of linear operators on the data \(x\). These "window" matrices could be diagonal with elements \(b_i(n)\) on the diagonal, in which case multiplying \(B_i\) times \(x\) would be equivalent to multiplying the signal \(x(n)\) by a windowing function \(b_i(n)\). This interpretation is not essential, however, and \(B_i\) could have any arbitrary form, subject to certain constraints we develop below. Let \(y_i = B_i x\) be the \(i^{th}\) "windowed frame of data", and let \(y\) be the collection of all these data segments:
\[
\mathbf{y} = \begin{pmatrix}
  \mathbf{y}_1 \\
  \vdots \\
  \mathbf{y}_L
\end{pmatrix} = 
\begin{pmatrix}
  \mathbf{B}_1 \\
  \vdots \\
  \mathbf{B}_L
\end{pmatrix} \mathbf{x} \tag{8.2.1}
\]

Let \( \mathbf{B} \) be the block matrix on the right. The matrix \( \mathbf{B} \) can thus be interpreted as a sectioning operator which converts a one-dimensional signal \( \mathbf{x} \) into an array of signal frames \( \mathbf{y} \). Let \( \mathbf{B}_i \) have size \( M_i \times N \), so that \( \mathbf{y}_i \) is a vector of length \( M_i \). Let \( M = \sum_{i=1}^{L} M_i \) so that \( \mathbf{y} \) is an \( M \) element vector, and \( \mathbf{B} \) is an \( M \times N \) matrix.

In order that there be a resynthesis procedure which can reconstruct the signal \( \mathbf{x} \) given its sectioned representation \( \mathbf{y} \), it is necessary and sufficient that the mapping \( \mathbf{B} \) be one-to-one. This means that \( \mathbf{B} \) must have full column rank so that its null space only contains the zero vector. With this constraint, there must exist a linear operator \( \mathbf{F} \) which will map the sectioned data \( \mathbf{y} \) back onto the original \( \mathbf{x} \):

\[
\mathbf{x} = \mathbf{Fy} = \begin{pmatrix}
  \mathbf{F}_1 & \cdots & \mathbf{F}_L
\end{pmatrix} \begin{pmatrix}
  \mathbf{y}_1 \\
  \vdots \\
  \mathbf{y}_L
\end{pmatrix} = \sum_{i=1}^{L} \mathbf{F}_i \mathbf{B}_i \mathbf{x} = \mathbf{x} \tag{8.2.2}
\]

which means that the blocks forming the operator \( \mathbf{F} \) must satisfy:

\[
\sum_{i=1}^{L} \mathbf{F}_i \mathbf{B}_i = \mathbf{I} \tag{8.2.3}
\]

If the total number of points in the sectioned data vector \( \mathbf{y} \) is larger than the number of points in the original signal, \( M > N \), then there will be many linear operators \( \mathbf{F} \) which properly map the range of \( \mathbf{B} \) back onto its domain. One choice for \( \mathbf{F} \) which is particularly convenient to use is the left pseudo-inverse of \( \mathbf{B} \):

\[
\mathbf{F} = \mathbf{B}' = (\mathbf{B}^H \mathbf{B})^{-1} \mathbf{B}^H = \left( \sum_{i=1}^{L} \mathbf{B}_i^H \mathbf{B}_i \right)^{-1} \mathbf{B}^H \tag{8.2.4}
\]

This operator is well defined because \( \mathbf{B} \) has full column rank, and therefore \( \mathbf{B}^H \mathbf{B} \) is
invertible. The pseudo-inverse \( F = B^t \) not only properly maps the range of \( B \) onto its domain, but also maps the orthogonal complement of the range to zero:

\[
\begin{align*}
B^t_y &= \xi & \text{if } \xi = B\gamma \\
B^t_y &= 0 & \text{if } y \perp B\xi \text{ for all } \xi
\end{align*}
\]  
\tag{8.2.5}

Another way of saying the same thing is that \( B^t_y \) is the signal \( \xi \) such that \( B\xi \) comes as close as possible to \( y \):

\[
B^t_y = \xi - \min_x ||y - B\xi||^2
\]  
\tag{8.2.6}

The pseudo-inverse has several useful properties:

a) \( B^tB = I \). Thus sectioning the data (multiplying by \( B \)) followed by resynthesizing the signal by piecing together frames (multiplying by \( B^t \)) is an identity operation.

b) \( BB^t \) is a projection matrix. It is an identity on \( R(B) \), and its null space is the orthogonal complement \( R^\perp(B) \):

\[
\begin{align*}
BB^t_y &= y & \text{if } y = B\xi \text{ for some } \xi \\
BB^t_y &= 0 & \text{if } y \perp B\xi \text{ for all } \xi
\end{align*}
\]  
\tag{8.2.7}

Thus if we decompose any \( M \) long vector \( y \) into \( y = y_1 + y_2 \), where \( y_1 \) is a component in \( R(B) \) and \( y_2 \) is orthogonal to \( R(B) \), then \( BB^t_y = y_1 \).

It would be more elegant if the analysis and synthesis procedures were symmetric, so that the synthesis operator \( F = B^t \) were just the Hermitian of the analysis operator, \( B^t = B^H \). We will call such a matrix orthonormal, since \( B^H B = I \) implies that the columns of \( B \) must be orthonormal. Fortunately, it is easy to convert any one-to-one windowing matrix \( \tilde{B} \) into orthonormal form. Let \( (\tilde{B}^H \tilde{B})^{1/2} \) be a "square root" of \( \tilde{B}^H \tilde{B} \), so that \( (\tilde{B}^H \tilde{B}) = (\tilde{B}^H \tilde{B})^{1/2}(\tilde{B}^H \tilde{B})^{H/2} \). Then an orthonormal windowing matrix \( B \) can be defined in terms of \( \tilde{B} \) as follows:
\[ B = \hat{B} (\hat{B}^H \hat{B})^{-H/2} \]  

Note that:

\[ B^H B = (\hat{B}^H \hat{B})^{-1/2} \hat{B}^H \hat{B} (\hat{B}^H \hat{B})^{-H/2} = I \]  

so that the pseudo-inverse \( B^t \) is just the Hermitian of \( B \). As an example, suppose that all the window matrices \( \hat{B}_i \) are diagonal with entries \( b_i(n) \) on the diagonal. Then the blocks \( B_i \) in the orthonormalized window matrix \( B_i = \hat{B} (\hat{B}^H \hat{B})^{-H/2} \) would also be diagonal, with elements \( \frac{b_i(n)}{\sum_{i=1}^{L} b_i^2(n)} \).

Given an orthonormal windowing matrix \( B \), we now define the Short Time Fourier Transform (STFT) of the signal \( x \) as the vector \( \chi_f \) of Fourier Transforms \( \chi_i \) of each windowed segment \( x_i \):

\[ \text{STFT}(x) = \chi_f = \begin{pmatrix} \chi_{f_1} \\ \vdots \\ \chi_{f_L} \end{pmatrix} = \begin{pmatrix} W_{M_1} \chi_{1} \\ \vdots \\ W_{M_L} \chi_{L} \end{pmatrix} = \begin{pmatrix} W_{M_1} B_1 \\ \vdots \\ W_{M_L} B_L \end{pmatrix} x \]  

Let \( W_B \) be the matrix on the right. Note that:

\[ \chi_{f_j} = \frac{1}{\sqrt{M_j}} \begin{pmatrix} Y_f(\omega_0) \\ \vdots \\ Y_f(\omega_{M_j-1}) \end{pmatrix} \quad \text{where} \quad \omega_i = \frac{2\pi i}{M_j} \]  

where \( Y_f(\omega_i) \) is the DFT of the \( j^{th} \) frame \( x_i \). Beware that the definition of the Short Time Fourier Transform depends intimately on the choice of the orthonormal windowing matrix \( B \); different windows lead to different Short Time Fourier Transforms.

The inverse Short Time Fourier Transform (\( \text{STFT}^{-1} \)) is defined as the synthesis of the inverse transform of each segment:

\[ \text{STFT}^{-1}(\chi_f) = B^H \begin{pmatrix} W_{M_1}^H \chi_{f_1} \\ \vdots \\ W_{M_L}^H \chi_{f_L} \end{pmatrix} = \left( B_1^H W_{M_1}^H \cdots B_L^H W_{M_L}^H \right) \chi_f \]
Note that the inverse STFT matrix operator is simply $W_B^H$, the Hermitian of the forward STFT matrix operator. In fact, because the DFT matrices $W_{M_j}$ are orthonormal, $W_{M_j}^H W_{M_j} = W_{M_j} W_{M_j}^H = I$, the inverse STFT matrix $W_B^H$ is the pseudo-inverse of $W_B$ and satisfies the following properties:

a) $W_B^H W_B = I$

b) $W_B W_B^H$ is a projection matrix which is an identity on $R(W_B)$ and has null space $R^\perp(W_B)$.

Thus $W_B^H$ maps an arbitrary vector $y$ into the signal $x$ whose STFT comes as close as possible to $y$. These properties also lead to a Parseval's relationship for Short Time Fourier Transforms.

**Theorem 8.2.1** Let $y = Bx$. Then:

$$
\sum_{j=1}^{L} \sum_{i=0}^{M_j-1} \frac{1}{M_j} |Y_j(\omega_i)|^2 = \sum_{j=1}^{L} \sum_{i=0}^{M_j-1} |y_j(n)|^2 = \sum_{n=0}^{N-1} |x(n)|^2 \quad (8.2.13)
$$

**Proof:**

$$
x_j^H x_j = \sum_{j=1}^{L} x_j^H W_{M_j}^H W_{M_j} x_j
$$

$$
= \sum_{j=1}^{L} x_j^H x_j
$$

$$
= x^H x
$$

and:

$$
x^H x = x^H B^H B x
$$

$$
= x^H x
$$

Expanding these inner products in terms of their elements gives the theorem. \qed
2.2. Reconstruction from Time and STFT Domain Constraints

Because of all these properties, it is easy to apply our optimal signal reconstruction algorithms to problems involving a mixture of constraints in the time domain and the Short Time Fourier Domain. Consider the signal model shown in figure 8.2.1:

\[ w(n) \xrightarrow{q(l)} x(n) \xrightarrow{B_1} y_1(n) \]
\[ x(n)\in X_a \]
\[ x(n)\in X_a \]
\[ v_1(n) \rightarrow r \]
\[ Y_1(\omega_i)\in Y_{i,1} \]
\[ \vdots \]
\[ v_M(n) \rightarrow r \]
\[ Y_M(\omega_i)\in Y_{i,M} \]

Figure 8.2.1 - Short Time Fourier Transform Reconstruction Model

Model: \[ x = w \quad \text{where} \quad p(w) = N(0, Q) \]
\[ x = x + v \quad \text{where} \quad p(v) = N(0, R) \]

where \[ [Q]_{i,m} = q(l)\delta_{i,m} \]
\[ [R]_{i,m} = r\delta_{i,m} \]

\[ B = \text{orthonormal sectioning operator} \quad (8.2.14) \]

Observations: \[ x(n)\in X_a \]
\[ y_f(\omega_i)\in Y_{f,i} \]

The signal is a white Gaussian sequence with zero mean and time varying variance \( q(n) \). Each signal sample \( x(n) \) is thus stochastically independent of all other signal samples. The signal is cut into sections by the orthonormal windowing matrix \( B \), and white Gaussian noise with variance \( r \) is added to every element of every frame of data.
The available observation information indicates that each $x(n)$ is in some range $X_n$, and each sample of the spectrum of each frame of the output data, $Y_j(\omega_l)$, is in some range $Y_{j,i}$. These constraint sets are independent of any other signal or output samples. Given this model, our goal is to estimate the signal $x$ and the noisy sectioned output $y$.

The probability density for this model has the form:

$$\log p(x,y) = -\frac{1}{2} \left\{ \|x\|_Q^2 + \|y - Bx\|_R^2 + \text{constant} \right\}$$  \hspace{1cm} (8.2.15)

which is exactly the form assumed in chapter 5. Plugging this into our algorithms, using the fact that the conditional probability densities $p_{x|y}(x|\hat{y})$ and $p_{y|x}(y|x)$ will be separable, and also using the Parseval relationship in (8.2.13), we get the reconstruction algorithm shown in table 8.2.1. These algorithms are virtually identical to those suggested in chapter 7, except that we have substituted Short Time Fourier Transforms for Fourier Transforms. Start with an estimate of the Short Time Fourier Transform $\hat{y}_{j,0}(\omega_l)$. Inverse transform each frame, giving $\hat{y}_{j,k}$, then stitch together frames by multiplying by $B^H$, thus generating the nearest time domain signal $\hat{y}_k(n)$ corresponding to this STFT. Filter by multiplying by $h(n) = \frac{q(n)}{q(n) + r}$ (the "time domain Weiner-Hopf filter"), and apply a projection or conditional expectation operator to estimate $\hat{x}_k(n) \in X_n$. To reestimate the output, form the Short Time Fourier Transform of the signal, $\hat{X}_{j,k+1}(\omega_l)$, and apply a projection or conditional expectation operator to estimate the output Short Time Fourier Transform, $\hat{Y}_{j,k+1}(\omega_l)$. Each iteration strictly decreases the cross-entropy, and the MAP methods also strictly increase the likelihood function. Each iteration thus improves the estimates. If the estimates remain bounded, convergence is guaranteed to a critical point of the cross-entropy. If the constraint sets
Table 8.2.1 - Time/STFT Constraint Iterative Algorithms

<table>
<thead>
<tr>
<th>Signal Estimate</th>
<th>Output Estimate</th>
<th>STFT$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM: $\hat{x}<em>{k+1}(n) = E</em>{X_{x}} \left[ x(n) \mid h(n)\hat{y}_{k}(n) \right]$</td>
<td>$\frac{1}{\sqrt{N}} \hat{Y}<em>{j,k+1}(\omega</em>{l}) = E_{Y_{j,l}} \left[ \frac{1}{\sqrt{N}} Y_{j}(\omega_{l}) \mid \frac{1}{\sqrt{N}} \hat{X}<em>{j,k+1}(\omega</em>{l}) \right]$</td>
<td>$\hat{x}<em>{k+1} = \sum</em>{j=1}^{L} B_{j}^{H} \text{DFT}^{-1} \left( \hat{Y}<em>{j}(\omega</em>{l}) \right)$</td>
</tr>
<tr>
<td>XMAP: $\hat{x}<em>{k+1}(n) = \min</em>{x(n) \in X_{x}} \left</td>
<td>x(n) - h(n)\hat{y}_{k}(n) \right</td>
<td>^2$</td>
</tr>
<tr>
<td>YMAP: $\hat{x}<em>{k+1}(n) = E</em>{X_{x}} \left[ x(n) \mid h(n)\hat{y}_{k}(n) \right]$</td>
<td>$\frac{1}{\sqrt{N}} \hat{Y}<em>{j,k+1}(\omega</em>{l}) - \min_{y_j(\omega_l) \in Y_{j,l}} \frac{1}{N} \left</td>
<td>Y_{j}(\omega_{l}) - \hat{X}<em>{j,k+1}(\omega</em>{l}) \right</td>
</tr>
<tr>
<td>YMAP: $\hat{x}<em>{k+1}(n) = \min</em>{x(n) \in X_{x}} \left</td>
<td>x(n) - h(n)\hat{y}_{k}(n) \right</td>
<td>^2$</td>
</tr>
</tbody>
</table>

where the conditional expectations are calculated with respect to the conditional densities:

$$p_{X_{x}} \left( x(n) \mid \hat{y}_{k}(n) \right) = N_{X_{x}} \left( h(n)\hat{y}_{k}(n) , \nu(n) \right)$$

$$p_{Y_{j,l}} \left[ \frac{1}{\sqrt{N}} Y_{j}(\omega_{l}) \mid \frac{1}{\sqrt{N}} \hat{X}_{j,k+1}(\omega_{l}) \right] = N_{Y_{j,l}} \left( \frac{1}{\sqrt{N}} \hat{X}_{j,k+1}(\omega_{l}) , r \right)$$

where:

Bayesian: \hspace{1cm} h(n) = \frac{q(n)}{q(n)+r} \hspace{1cm} \nu(n) = \frac{q(n)r}{q(n)+r}

Fisher: \hspace{1cm} h(n)=1 \hspace{1cm} \nu(n)=r

and where the Short Time Fourier Transforms are calculated using $W_{B}$.
$X_n$ and $Y_{i,j}$ are all convex, geometric convergence is guaranteed to the unique global minimizing solution. In the Fisher case ($q(n)=n$) if $X_n$, $Y_{i,j}$ are convex, convergence is guaranteed to a global minimizing solution if and only if such a solution exists. The convergence rate is geometric in the Bayesian case, but can be sublinear in the Fisher case.

In most speech or image processing applications using Short Time Fourier Transforms, storing the entire sectioned output $y$ is usually impossible (in fact, even storing the entire original signal $x$ is usually difficult.) In implementing this algorithm, therefore, it is a good idea not to store the output $y$, but to only store the output's inverse STFT $\hat{y}$. Furthermore, we can estimate each output frame separately, add in its contribution to $\hat{y}$, and then reuse the storage space to compute the next frame:

\[
\hat{y} - 0 \\
\text{For } j = 1, \ldots, L \\
\text{Estimate } \hat{y}_j(\omega_i) \text{ from } \hat{x}_j(\omega_i) \text{ using table 8.2.1} \\
\hat{\hat{y}} = \hat{y} + B_j^H \text{DFT}^{-1}\left(\hat{y}_j(\omega)\right)
\]

This frame by frame computation suggests an interesting variation on this algorithm. Rather than minimizing with respect to the entire signal $x$ and then with respect to the entire segmented output $y$, we could instead minimize with respect to a frame of output, the corresponding frame of signal, the next frame of output, etc. In the usual application, the window matrices extract small overlapping segments of $x$. Because of the overlap, improving the estimate of one output frame should be immediately useful in estimating the next output frame. By updating the signal estimate $\hat{x}$ as each new output frame is calculated, the next output frame calculation will reflect the improvement due to the last. The complete reorganized frame by frame iteration will then take the form: (we stripped off the iteration index $k$ to simplify the notation)
Guess $\hat{x}$

For $k = 0, 1, \ldots$

For $j = 1, \ldots, L$

$$\hat{X}_j(\omega) = \text{DFT} \left( B_j \hat{x} \right)$$

Estimate $\hat{Y}_j(\omega)$ from $\hat{X}_j(\omega)$ using table 8.2.1

$$\hat{x} = \hat{x} + B_j^H \left[ \text{DFT}^{-1} \left( \hat{Y}_j(\omega) \right) - B_j \hat{x} \right]$$

Estimate $\hat{x}$ from $\hat{x}$ using table 8.2.1

After the $j^{\text{th}}$ frame is reestimated, we update its inverse Short Time Fourier Transform $\gamma$ by windowing and subtracting off the old $j^{\text{th}}$ frame, $B_j^H B_j \gamma$, then adding in the windowed new frame, $B_j^H \text{DFT}^{-1}(\hat{Y}_j(\omega))$. The signal $\hat{x}$ is reestimated, then we move on to the next frame, compute the DFT of the $(j+1)^{\text{th}}$ windowed segment of $x$ and reestimate the corresponding frame of $\hat{Y}_{j+1}(\omega)$. Reestimating $\hat{x}$ from $\hat{x}$ on the $j^{\text{th}}$ step above is usually simplified by the fact that only the $j^{\text{th}}$ frame of $\hat{x}$ has changed since the last iteration. Thus, in the usual case where each frame only involves a few signal points, only a small section of $\hat{x}$ will have to be recomputed after each new output frame.

Since the only difference between this iteration and our previous iteration is the order in which we minimize the cross-entropy, the convergence properties of the two approaches should be identical. In most applications, however, the convergence rate of the frame by frame approach should be faster. (The difference between these approaches is very similar to the difference between the Jacobi and Gauss-Seidel methods of solving linear equations. See, for example, Dahlquist and Björck [5].)

Another possible improvement, called the Aitken double sweep method [6], would be to cycle forwards and backwards through the frames of data, estimating frames 1 through $L$, then reestimating the frames in reverse order, $L$ through 1. This scheme, however, may be inconvenient when working with sequentially organized data files or
pipelined processors.

All the algorithms we suggested in the previous chapter can be modified for use with Short Time Fourier Transforms. We leave the details to the reader.

An alternative model for this type of problem results when we switch the time and frequency domains. Now assume that \( \mathbf{x} \) is an array of vectors \( \mathbf{x}_1, \ldots, \mathbf{x}_L \) with lengths \( N_1, \ldots, N_L \) and that the \( M \) point output \( \mathbf{y} \) is formed by stitching the segments together and adding white noise:

Model:
\[
\mathbf{x}_j = \mathbf{w}_j \\
\mathbf{y} = \sum_{j=1}^{L} B_j^H \mathbf{x}_j + \mathbf{\eta}
\]

where \( p(\mathbf{w}_j) = N(0, Q_j) \)
\( p(\mathbf{\eta}) = N(0, R) \)

Observations:
\[
X_j(\omega_i) \in X_{j,i} \\
y(n) \in Y_n
\]

and each vector \( \mathbf{x}_j = \mathbf{w}_j \) is assumed to be one cycle of a stationary periodic zero mean Gaussian sequence with periodic covariance \( q(n) \). Thus each covariance matrix \( Q_j \) is circulant

\[
\begin{bmatrix} Q_j \end{bmatrix}_{m,n} = q(m-n) \tag{8.2.16}
\]

and \( W_N Q_j W_N^H \) is a diagonal matrix whose diagonal elements are samples \( Q_j(\omega_i) \) of the power spectrum of \( q(n) \). This type of model is excellent for problems involving signals such as speech which are "locally stationary" but not "globally stationary". All of our iterative algorithms can now be applied to this problem. We will not go into the details, but the general form is:
For $k = 0, 1, \cdots$

\[
\gamma_j = \text{Filter and Short Time Fourier Transform } \gamma \text{ by computing } W_x H_x.
\]

Estimate $\hat{\gamma}_j(\omega)$ from $\hat{\gamma}_j(\omega)$ by projection or conditional expectation.

Inverse Short Time Fourier Transform the signal, $\hat{\gamma} = \sum_j B_j \text{DFT}^{-1}(\hat{\gamma}_j(\omega))$

Estimate $\gamma(n)$ from $\gamma(n)$ by projection or conditional expectation.

Frame by frame iterations are also easily devised. The tricky part of this computation is the filtering step. Using the filter formula in chapter 5 gives:

\[
H_x = \left[ Q^{-1} + B R^{-1} B^H \right]^{-1} B R^{-1} \gamma
\]

where

\[
Q = \begin{pmatrix}
Q_1 & 0 \\
& \ddots \\
0 & Q_L
\end{pmatrix}
\]

This is a huge matrix, since it is the size of $\gamma$, the total number of points in all sections.

An equivalent but more convenient formula is:

\[
H_x = Q^B \left[ \sum_{j=1}^{L} B_j^H Q_j B_j + R \right]^{-1} \gamma
\]

Note that the matrix in brackets is the non-stationary (i.e. non-circulant) covariance matrix of the output $\gamma = \sum_j B_j x_j + \gamma$. Unfortunately, in applications such as speech, this may still be a huge matrix. When the $B_j$ matrix corresponds to windowing, then this matrix is band diagonal, but the bandwidth is the width of the window, which unfortunately, can be quite wide. The best approach would be to use an iterative block Gauss-Seidel approach to solving the filter equations [7]. This would be particularly convenient in the frame by frame version of the algorithm where only one window section of $\gamma$ will change at a time, so that the last filtered estimate will still be close to the new value except in the vicinity of the new section. The important point is that, unlike
the frequency/time domain problem in chapter 5, section 6, the exact filter equations are not easily implemented by a frequency domain Weiner-Hopf filter.


A well known problem in spectral estimation is to find the power spectrum of a stationary process given only a finite set of correlations of the signal. Since there are infinitely many power spectra with these same correlations, we need some criterion for selecting one of these as our estimate. One approach is to find the power spectrum which is maximally non-committal with respect to the unknown correlations by choosing the spectrum with the largest entropy. Let $R(n)$ be the correlations of our multidimensional signal $x(n)$, where $n = (n_1, n_2, \ldots)$ is the coordinate of the sample. Let $P(\omega)$ be the multidimensional Fourier Transform of $R(n)$:

$$P(\omega) = \sum_n R(n) e^{j\omega n} \quad (8.3.1)$$

where $\omega = (\omega_1, \omega_2, \ldots)$ is the frequency coordinate of the spectrum. Suppose the correlations $R(n)$ are known within some set of values $n \in \Lambda$ (this set usually includes $0$, and is usually symmetric, $n \in \Lambda \Rightarrow -n \in \Lambda$.) The Maximum Entropy Method (MEM) then estimates $P(\omega)$ by solving:

$$P(\omega) = \max_{P(\omega)} \int \log P(\omega) \, d\omega \quad (8.3.2)$$

subject to $\left(\frac{1}{2\pi}\right)^N \int P(\omega) e^{-j\omega n} \, d\omega = R(n)$ for $n \in \Lambda$

Using Lagrange Multipliers in the usual way to solve this constrained maximization gives:

$$\hat{P}(\omega) = \sum_n R(n) e^{j\omega_n} = \frac{1}{\sum_{n \in \Lambda} \lambda_n e^{j\omega_n}}$$

$$\quad (8.3.3)$$
Thus the power spectrum, which is the Fourier transform of an infinite set of correlations \( R(n) \) whose values on the set \( \Lambda \) are given, must also be a finite all-pole polynomial with nonzero coefficients constrained to the set \( \Lambda \). In one dimension, when \( \Lambda \) is a contiguous symmetric interval centered at the origin, we can solve for the polynomial coefficients by factoring the pole polynomial \( \lambda(\omega) = \sum_{n \in \Lambda} \lambda_n e^{j\omega n} = A(\omega)A^*(\omega) \), and then using an autoregressive modeling technique. In multiple dimensions, however, polynomials can not necessarily be factored, and so this approach for calculating the \( \lambda_n \) coefficients fails. Some sort of iterative search must therefore be used to find the appropriate polynomial coefficients \( \lambda_n \) such that the corresponding power spectrum has the specified correlations.

Numerous algorithms have been suggested for this problem (see, for example, Lang [8]), but the one of interest to us at present is a conceptually simple "ping-pong" approach suggested by Lim and Malik [3, 4]. Start by guessing the coefficients of a finite polynomial \( \lambda(\omega) = \sum_{n \in \Lambda} \lambda_n e^{j\omega n} \) whose spectrum is positive, \( \lambda(\omega) > 0 \). Compute the corresponding power spectrum in (8.3.3) and inverse transform to find the set of correlations corresponding to the polynomial. Force the known correlations \( R(n) \) for \( n \in \Lambda \) to their correct values, then transform to get the corresponding power spectrum \( P(\omega) \). Inverse transform \( \frac{1}{P(\omega)} \) to reestimate the polynomial \( \lambda(\omega) \); this inverse transform will no longer be finite in extent, so truncate it to the set \( \Lambda \) and start all over.

\[
\begin{align*}
\hat{K}_{k+1}(n) &= \begin{cases} 
R(n) & \text{for } n \in \Lambda \\
\text{DFT}^{-1}\left( \frac{1}{\sum_{n \in \Lambda} \hat{K}_k(n) e^{j\omega n}} \right) & \text{else}
\end{cases} \\
\hat{\lambda}_{k+1}(n) &= \begin{cases} 
\text{DFT}^{-1}\left( \frac{1}{\sum_{n} \hat{K}_{k+1}(n) e^{j\omega n}} \right) & \text{for } n \in \Lambda \\
0 & \text{else}
\end{cases}
\end{align*}
\]
Unfortunately, it is also necessary to ensure that the power spectra of $\hat{R}_{k+1}(n)$ and $\hat{\lambda}_{k+1}(n)$ remain positive everywhere, something which the above simplified algorithm does not do. Malik and Lim's solution was to use cautious adaptive under-relaxation of the algorithm, testing at every stage to make sure that the estimates generated do not have negative spectral values. Directly calculating the entire set of correlations $R(n)$ on every pass of their algorithm was also avoided by only calculating the corrections to be made to the correlations inside $\Lambda$.

There is a more systematic approach to the problem. (Beware that we have not yet tested the algorithm that follows, and so there is no guarantee that this idea will work at all.) There are really three different types of constraints to be satisfied in this algorithm by three conceptually separate variables:

$$
\hat{R}(n) = R(n) \quad \text{for } n \in \Lambda
$$

$$
\hat{\lambda}(n) = 0 \quad \text{for } n \in \Lambda
$$

$$
\hat{P}(\omega) \geq 0 \quad \text{for all } \omega
$$

(8.3.5)

Our goal is to find a set of correlations $\hat{R}(n)$, a finite polynomial $\hat{\lambda}(n)$, and a power spectrum $\hat{P}(\omega)$ satisfying these constraints such that:

$$
\hat{P}(\omega) = \sum_n \hat{R}(n) e^{j\omega n} = \frac{1}{\sum_n \hat{\lambda}(n) e^{j\omega n}}
$$

(8.3.6)

Let $R(\omega)$ be the transform of $R(n)$, let $\hat{\lambda}(\omega)$ be the transform of $\hat{\lambda}(n)$, and let $\hat{P}(n)$ and $\hat{P}^{-1}(n)$ be the inverse transforms of $\hat{P}(\omega)$ and $\frac{1}{\hat{P}(\omega)}$ respectively.

A convenient objective function whose global minimum occurs at the solution (8.3.6) is given by:

$$
\hat{R}, \hat{\lambda}, \hat{P} \rightarrow \min \sum_{n} \alpha \left| P(\omega) - R(n) \right|^2 + \beta \left| \frac{1}{P(\omega)} - \lambda(n) \right|^2
$$

(8.2.7)
where $\alpha$, $\beta$ are arbitrary weights, and where the minimization is understood to be constrained to correlations, polynomials, and power spectra satisfying the constraints of (8.3.5). Iteratively minimizing with respect to $R$, $\lambda$, and $P$ gives:

For $k = 0, 1, \ldots$

\[
\hat{R}_{k+1}(\lambda) = \begin{cases} 
R(\lambda) & \text{for } \lambda \in \Lambda \\
\hat{P}_k(\lambda) & \text{else}
\end{cases}
\]

\[
\hat{\lambda}_{k+1}(\lambda) = \begin{cases} 
\hat{P}_k^{-1}(\lambda) & \text{for } \lambda \in \Lambda \\
0 & \text{else}
\end{cases}
\]

\[
\hat{P}_{k+1}(\lambda) = \min_{P(\lambda) > 0} \alpha \left| P(\lambda) - \hat{R}_{k+1}(\lambda) \right|^2 + \beta \left| \frac{1}{P(\lambda)} - \hat{\lambda}_{k+1}(\lambda) \right|^2
\]

Start with a model power spectrum $\hat{P}_0(\lambda)$. To estimate the correlations $\hat{R}_{k+1}(\lambda)$, inverse transform and force the values where $R(\lambda)$ is known to their correct values. To estimate $\hat{\lambda}_{k+1}(\lambda)$, inverse transform $\frac{1}{\hat{P}_k(\lambda)}$ and truncate it to the right size. Now we reestimate the positive model spectrum by locating the value which comes as close as possible to these correlation and polynomial estimates. Each iteration thus alternates between moving the correlations $R(\lambda)$ and polynomial $\hat{\lambda}(\lambda)$ closer to the given power spectrum and its inverse, then readjusting the power spectrum to bring it closer to these new correlation and polynomial estimates. Each iteration decreases the objective function, and if the estimates remain bounded, convergence is guaranteed to a critical point of the objective function. Unfortunately, although the constraint sets in (8.3.5) are convex, the objective function (8.3.7) is not convex, and therefore there may be many local minima and critical points to confuse the iteration's search for the global minimum.

Note that this algorithm is similar in spirit to that of Malik and Lim. One major difference is that we make no attempt to force the correlations $R(\lambda)$ and the
polynomial $\lambda(n)$ to have positive spectra. Malik and Lim's algorithm can be viewed as adding this constraint to the problem (8.3.7) and also not solving for the optimal value of $P(\omega)$ on each step, but instead simply setting $\hat{P}_{k+1}(\omega) = \hat{R}_{k+1}(\omega)$ and 
\[ \hat{P}_{k+2}(\omega) = \frac{1}{\hat{\lambda}_{k+2}(\omega)} \]
on alternate passes.

The most difficult step in this algorithm is calculating the output spectrum estimate $\hat{P}_{k+1}(\omega)$. A direct solution could be found by setting the derivatives of the equation for $P(\omega)$ to zero. This yields the fourth order polynomial:

\[ P^2(\omega) - R(\omega)P^3(\omega) + \lambda(\omega)P(\omega) - 1 = 0 \] (8.3.9)

for every frequency component. Formulas for solving equations like this are well known, and are given in any Mathematics Handbook [9]. These formulas, however, are rather complicated, and so another approach might be to simply search for the best value of $P(\omega)$. The objective function in (8.3.7) tends to $\infty$ as $P(\omega) - 0$ or $\hat{P}(\omega) - \infty$; thus somewhere in between these extremes must be a minimizing solution for $\hat{P}_{k+1}(\omega)$ which could be located by any simple search routine. (A good place to start the search is at the last estimate $\hat{P}_{k}(\omega)$, since then the new estimate will be at least as good as the old one, and the objective function will be sure to decrease on every step.)

4. Penalty Functions for Constrained Minimizations

One of the most popular techniques for solving constrained optimization problems of the form:

\[ \hat{x} = \min_{x \in X} L(x) \] (8.4.1)

is to add some multiple $\mu_k$ of a penalty function $P(x)$ which penalizes the distance from $x$ to the set $X$, and then solve the resulting unconstrained minimization problem:
\[ \hat{x} = \min_{x} L(x) + \mu_k P(x) \]  

(8.4.2)

(see, for example, Luenberger [6].) If \( \mu_k \) is large, there will be a large penalty attached to choosing \( x \) outside \( X \), and thus the unconstrained minimum will actually either be inside the constraint set or very close to the boundary. In the limit as \( \mu_k \to \infty \), the unconstrained minimum will be located inside the constraint set \( X \).

One of the problems with this technique is finding an appropriate penalty function which can be easily used inside a gradient optimization search routine. One possible choice which we would suggest would be to use a penalty function which measures the minimum distance to the set; for example:

\[ P(x) = d(x, X) = \min_{x \in X} ||x - x||^2 \]  

(8.4.3)

Substituting this back into (8.4.2) gives:

\[ \hat{x} = \min_{x} L(x) + \mu_k \left\{ \min_{x \in X} ||x - x||^2 \right\} \]  

(8.4.4)

\[ - \min_{x \in X; x'} \left[ L(x) + \mu_k ||x - x||^2 \right] \]

We have now reduced our original problem (8.4.1) to an optimization problem which looks quite similar to XYMAP. The minimum of this new objective function (8.4.4) could now be located by minimizing over all \( x \) without any constraints, then minimizing over \( x \) in the constraint set, \( x \in X \), iterating back and forth while slowly increasing the penalty weight \( \mu_k \).

\[ \hat{x}_{k+1} = \min_{x} \left[ L(x) + \mu_k ||x - x||^2 \right] \]  

(8.4.5)

Minimizing over \( x \) is a standard unconstrained minimization problem; minimizing over \( x \) simply involves projecting \( x \) back inside the constraint set. As \( \mu_k \to \infty \), the penalty for
choosing \( \hat{x}_{k+1} \) far from the nearest element in \( X \) becomes infinite, and thus the unconstrained estimates \( \hat{x}_k \) must converge toward the constraint set \( X \).

The chief difficulty we would expect with this approach is that as \( \mu_k \rightarrow \infty \), the problem becomes ill-behaved and convergence of \( x \) and \( y \) will be very slow unless we can somehow vary \( x \) and \( y \) together.
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Appendix A
Proofs of Theorems in Chapter 2

1. Expectations on Convex Sets

Proof of Theorem 2.2.1 Let \( p_A(z | \alpha) \) be the \textit{a posteriori} probability of \( \alpha \) given \( z \) over the domain \( \Lambda \subseteq \mathbb{R}^N \). Suppose that \( \overline{\alpha} = E_A(z | \alpha) \) exists. Let the closed convex hull of \( \Lambda \) be \( \overline{\Lambda} \), and let \( (\alpha, \beta) \) be the inner product on \( \mathbb{R}^N \). If \( \overline{\alpha} \notin \Lambda \), then by the geometric Hahn-Banach Theorem [1] there exists a separating hyperplane, described by the equation \( (\alpha, \alpha_0) = c \), such that:

\[
(\overline{\alpha}, \alpha_0) < c < (\alpha, \alpha_0) \quad \text{for all } \alpha \in \Lambda \tag{A.1.1}
\]

Separating Hyperplane Theorem

Since the expectation operator is linear, we can compute the conditional expectation of both sides of (A.1.1):

\[
(\overline{\alpha}, \alpha_0) < c < E_A(z \left| \{ \alpha, \alpha_0 \} \right. z) = (\overline{\alpha}, \alpha_0) \tag{A.1.2}
\]

But this is a contradiction; thus \( \overline{\alpha} \) must belong to the closed convex hull \( \overline{\Lambda} \). \( \square \)
2. Properties of Cross-Entropy

In this section, we prove theorems 2.4.1-5.

Proof of Theorem 2.4.1: We first note that $x \log \frac{x}{y}$ is strictly convex for $x > 0$. To prove this, note that

$$\frac{d^2}{dx^2} \left[ x \log \frac{x}{y} \right] = 1 > 0$$  \hspace{1cm} (A.2.1)

In particular, for any $\alpha \in \Lambda$:

$$\left( \lambda q_1(\alpha) + (1-\lambda)q_2(\alpha) \right) \log \frac{\lambda q_1(\alpha) + (1-\lambda)q_2(\alpha)}{p(\alpha)} \leq \lambda q_1(\alpha) \log \frac{q_1(\alpha)}{p(\alpha)} + (1-\lambda)q_2(\alpha) \log \frac{q_2(\alpha)}{p(\alpha)}$$  \hspace{1cm} (A.2.2)

for all $\lambda \in (0,1)$ with equality if and only if $q_1(\alpha) = q_2(\alpha)$. Integrating both sides over $\Lambda$ gives the desired result. \qed

Proof of Theorem 2.4.2: Let $\hat{\Lambda}$ be any measurable set. We use the inequality

$$\log x \leq x - 1$$

where equality holds if and only if $x = 1$:

$$\int_{\Lambda} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} d\alpha = Q(\Lambda) \left\{ \int_{\Lambda} \frac{q(\alpha)}{Q(\Lambda)} \left[ \log \frac{q(\alpha)}{p(\alpha)/P(\Lambda)} + \log \frac{Q(\Lambda)}{P(\Lambda)} \right] \right\}$$

$$\geq Q(\Lambda) \left\{ \int_{\Lambda} \frac{q(\alpha)}{Q(\Lambda)} \left[ 1 - \frac{p(\alpha)/P(\Lambda)}{q(\alpha)/Q(\Lambda)} \right] + \log \frac{Q(\Lambda)}{P(\Lambda)} \right\}$$

$$= Q(\Lambda) \log \frac{Q(\Lambda)}{P(\Lambda)}$$  \hspace{1cm} (A.2.3)

and equality holds in the second line if and only if $\frac{q(\alpha)}{Q(\Lambda)} = \frac{p(\alpha)}{P(\Lambda)}$ almost everywhere
Proof of Theorem 2.4.3: Applying theorem 2.4.2 to each set in the partition $P = \{\Lambda_i\}$:

$$\int_{\Lambda} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} d\alpha = \sum_{i} \int_{\Lambda_i} q(\alpha) \log \frac{q(\alpha)}{p(\alpha)} d\alpha$$

$$\geq \sum_{i} Q(\Lambda_i) \log \frac{Q(\Lambda_i)}{P(\Lambda_i)} \quad (A.2.4)$$

Proof of Theorem 2.4.4: Applying theorem 2.4.2 to each subset $\Lambda_{ij}$ of the set $\Lambda_i$:

$$\sum_{i} \left[ \sum_{j} Q(\Lambda_{ij}) \log \frac{Q(\Lambda_{ij})}{P(\Lambda_{ij})} \right] \geq \sum_{i} Q(\bigcup_{j} \Lambda_{ij}) \log \frac{Q(\bigcup_{j} \Lambda_{ij})}{P(\bigcup_{j} \Lambda_{ij})}$$

$$= \sum_{i} Q(\Lambda_i) \log \frac{Q(\Lambda_i)}{P(\Lambda_i)} \quad (A.2.5)$$

Proof of Theorem 2.4.5: See Pinsker [?] or Gallager (chapter 1, [3]).
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Appendix B

Proofs of Convergence of Iterative Algorithms in Chapter 3

1. General Convergence Theorems

Proof of Theorem 3.9.1

In this appendix we will prove the convergence theorems of chapter 3. Assume that the function \( F(\alpha; \beta) \) is continuous for all \( \alpha \in \Lambda, \beta \in \Phi \). Let \((\hat{\alpha}_k, \hat{\beta}_k)\) be the sequence of estimates generated by minimizing \( F(\alpha; \beta) \) with respect to each variable in turn. Assume that the set of estimates \((\hat{\alpha}_k, \hat{\beta}_k)\) remain within a compact subset of \( \Lambda \times \Phi \) (i.e. for finite dimensional spaces, the sequence is bounded.) Because \((\hat{\alpha}_k, \hat{\beta}_k)\) is an infinite sequence contained within a compact set, there exists at least one infinite subsequence \((\hat{\alpha}'_k, \hat{\beta}'_k)\) of the sequence \((\hat{\alpha}_k, \hat{\beta}_k)\) which converges to some limit point \((\hat{\alpha}^*, \hat{\beta}^*) \in \Lambda \times \Phi)\):

\[
(\hat{\alpha}'_k, \hat{\beta}'_k) \rightarrow (\hat{\alpha}^*, \hat{\beta}^*) \quad \text{as} \quad k \rightarrow \infty \tag{B.1.1}
\]

Because \( F(\alpha; \beta) \) is a continuous function, it is bounded below on every compact subset of \( \Lambda \times \Phi \), and thus \( F(\hat{\alpha}'_k, \hat{\beta}'_k) \) must converge monotonically downward to a lower limit \( F^* \) as \( k \rightarrow \infty \). By construction of the iterative algorithm:

\[
\begin{align*}
F(\alpha ; \hat{\beta}'_k) & \geq F(\hat{\alpha}'_{k+1} ; \hat{\beta}'_{k+1}) \quad \text{for all} \ \alpha \in \Lambda \\
F(\hat{\alpha}'_k ; \beta) & \geq F(\hat{\alpha}'_{k} ; \hat{\beta}'_{k}) \quad \text{for all} \ \beta \in \Phi \tag{B.1.2}
\end{align*}
\]

Because the estimates \((\hat{\alpha}'_k, \hat{\beta}'_k)\) and \((\hat{\alpha}'_{k+1}, \hat{\beta}'_{k+1})\) converge to \((\hat{\alpha}^*, \hat{\beta}^*)\), taking the limit as \( k \rightarrow \infty \) in (B.1.2) gives:

\[
\begin{align*}
F(\alpha ; \hat{\beta}^*) & \geq F(\hat{\alpha}^* ; \hat{\beta}^*) \quad \text{for all} \ \alpha \in \Lambda \\
F(\hat{\alpha}^* ; \beta) & \geq F(\hat{\alpha}^* ; \hat{\beta}^*) \quad \text{for all} \ \beta \in \Phi \tag{B.1.3}
\end{align*}
\]

We have thus proven:
Lemma B.1 Under the conditions stated above, the infinite sequence of estimates $(\hat{\alpha}_k, \hat{\beta}_k)$ generated by our iterative algorithm must have at least one limit point $(\hat{\alpha}^*, \hat{\beta}^*)$. Furthermore, every limit point of this sequence must be an element of the set $\Lambda_x \times \Phi_x$ defined in (3.9.2).

Because $F(\alpha, \beta)$ is continuous and $\Lambda \times \Phi$ is closed, $\Lambda_x \times \Phi_x$ must also be closed. Let us define the distance $d((\alpha, \beta); \Lambda_x \times \Phi_x)$ from a point $(\alpha, \beta) \in \Lambda \times \Phi$ to the set $\Lambda_x \times \Phi_x$ by:

$$d((\alpha, \beta); \Lambda_x \times \Phi_x) = \min_{(\alpha^*, \beta^*) \in \Lambda_x \times \Phi_x} \left\{ \| \alpha - \alpha^* \|_\Lambda + \| \beta - \beta^* \|_\Phi \right\} \quad (B.1.4)$$

where: $\| \cdot \|_\Lambda$ and $\| \cdot \|_\Phi$ are norms on the spaces $\Lambda$ and $\Phi$ respectively.

This distance function is continuous in $\alpha, \beta$ (see Hoffman, [1] page 87). Now suppose the theorem were false. Then there would exist an infinite subsequence $(\hat{\alpha}'_k, \hat{\beta}'_k)$ of $(\hat{\alpha}_k, \hat{\beta}_k)$ and an $\epsilon > 0$ such that:

$$d((\hat{\alpha}'_k, \hat{\beta}'_k); \Lambda_x \times \Phi_x) \geq \epsilon \quad \text{for all } k \quad (B.1.5)$$

Because the sequence $\{(\hat{\alpha}_k, \hat{\beta}_k)\}$ remains within a compact space, there would be at least one infinite subsequence $(\hat{\alpha}^*_k, \hat{\beta}^*_k)$ of $(\hat{\alpha}'_k, \hat{\beta}'_k)$ which would converge to a limit point $(\alpha^*, \beta^*)$:

$$(\hat{\alpha}^*_k, \hat{\beta}^*_k) \rightarrow (\alpha^*, \beta^*) \quad (B.1.6)$$

But since the distance measure $d((\alpha, \beta); \Lambda_x \times \Phi_x)$ is continuous:

$$\lim_{k \to \infty} d((\hat{\alpha}^*_k, \hat{\beta}^*_k); \Lambda_x \times \Phi_x) = d((\alpha^*, \beta^*); \Lambda_x \times \Phi_x) \geq \epsilon > 0 \quad (B.1.7)$$

Thus we would have found an infinite converging subsequence of estimates $(\hat{\alpha}^*_k, \hat{\beta}^*_k)$ whose limit point $(\alpha^*, \beta^*)$ could not possibly be a member of $\Lambda_x \times \Phi_x$. This, however, would contradict lemma B.1. The sequence $(\hat{\alpha}_k, \hat{\beta}_k)$ must therefore converge to the set $\Lambda_x \times \Phi_x$. 
Note that since \( F(\hat{\alpha}_k ; \hat{\beta}_k) \) is continuous and converges downward to \( F \), as \( k \to \infty \), that for any convergent subsequence \( \{(\hat{\alpha}_k , \hat{\beta}_k)\} \subseteq \{(\hat{\alpha}_k , \hat{\beta}_k)\} \) with limit point \((\alpha^* , \beta^*)\):

\[
F(\alpha^* ; \beta^*) = \lim_{k \to \infty} F(\hat{\alpha}_k ; \hat{\beta}_k) = \lim_{k \to \infty} F(\hat{\alpha}_k ; \hat{\beta}_k) = F.
\]

Thus if the sequence \((\hat{\alpha}_k , \hat{\beta}_k)\) has multiple limit points, they must all correspond to the same value of \( F(\alpha;\beta) = F^* \).  

\[ \square \]

Proof of Theorem 3.9.2 Assume that the function \( F(\alpha;\beta) \) has a continuous first derivative in \( \alpha \) and \( \beta \) for all \( \alpha, \beta \in \Lambda \times \Phi \). Applying equation (2.10.2) to the equation (3.9.2) defining the limit set \( \Lambda_x \times \Phi_x \), we can show that the derivative of \( F \) must either be zero at every point \((\alpha^* , \beta^*) \in \Lambda_x \times \Phi_x \), or else \((\alpha^* , \beta^*) \) is on the boundary of \( \Lambda \times \Phi \), then the derivative of \( F \) must be inwardly normal to the boundary. In the latter case, the point \((\alpha^* , \beta^*) \) would usually be a local minimum on the boundary of \( \Lambda_x \times \Phi_x \).  

\[ \square \]

Proof of Theorem 3.9.3 Assume that \( F(\alpha;\beta) \) is continuously differentiable and convex on \( \Lambda \times \Phi \), and that \( \Lambda \times \Phi \) is a convex and closed set. Suppose that the sequence of estimates \((\hat{\alpha}_k , \hat{\beta}_k)\) is compact. Theorem 3.9.1 then guarantees that the set \( \Lambda_x \times \Phi_x \) is nonempty and contains all the limit points of the sequence. To show that every element in \( \Lambda_x \times \Phi_x \) is in fact a finite global minimizer of \( F \) over \( \Lambda \times \Phi \), let \((\alpha^* , \beta^*)\) be any element in \( \Lambda_x \times \Phi_x \) which is not a global minimizer. Then there must be some element \((\alpha', \beta') \in \Lambda \times \Phi \) such that

\[
F(\alpha' ; \beta') < F(\alpha^* ; \beta^*).
\]

Because \( F \) is convex, property (1.5.4) guarantees that:

\[
\left( \frac{\partial F(\alpha^* ; \beta^*)}{\partial \alpha} , \frac{\partial F(\alpha^* ; \beta^*)}{\partial \beta} \right) \left( \alpha' - \alpha^* \right) \leq F(\alpha' ; \beta') - F(\alpha^* ; \beta^*)
\]

\[ (B.1.9) \]

\[ (B.1.10) \]
unique finite global minimum of $F$. Thus if the iteration sequence is compact, it will converge to the unique global minimizer. If, on the other hand, $F$ has a finite global minimum, and the spaces are finite dimensional, then theorem 2.10.3 guarantees that every level set is bounded and thus compact. This then guarantees that the sequence $(\hat{a}_k, \hat{b}_k)$ is compact, and thus is guaranteed to converge to the unique global minimum in $\Lambda \times \Phi$. If $F$ is uniformly convex, then convergence to the unique global minimizer is guaranteed since all level sets are bounded.

Finally, let $g: \mathbb{R} \rightarrow \mathbb{R}$ be a monotonically strictly increasing function. Suppose that all the conditions of theorem 3.9.3 hold, except that instead of requiring $F(a; b)$ to be convex, we require $g(F(a; b))$ to be convex. Then we can apply exactly the proof above to the function $g(F(a; b))$ to show that the iteration converges to the global minimum of $g(F(a; b))$. Since $g$ is monotonic, however, this is equivalent to converging to the global minimum of $F(a; b)$.

2. Convergence of PARMAP

The only non-trivial part of the proof of the convergence of PARMAP is the application of theorem 3.9.2. Suppose that $p(X, \phi)$ and $\tilde{H}(\psi, \phi)$ are continuously differentiable in $\psi, \phi \in \Phi$. Theorem 3.9.2 guarantees that for every point $(\hat{\psi}, \hat{\phi}) \in \Phi \times \Phi$, and for all tangent vectors $h_\psi$ and $h_\phi$ of $\Phi$ at $(\hat{\psi}, \hat{\phi})$

$$\frac{\partial \tilde{H}(\hat{\psi}, \hat{\phi})}{\partial \psi} h_\psi \leq 0$$

$$\frac{\partial \tilde{H}(\hat{\psi}, \hat{\phi})}{\partial \phi} h_\phi \leq 0$$  \hspace{1cm} (B.2.1)

However, the solution to $\min_{\phi \in \Phi} \tilde{H}(\psi, \phi)$ is $\hat{\psi} = \hat{\phi}$. Combining this with the fact that

$$\tilde{H}(\hat{\phi}, \hat{\phi}) = -\log p(X, \hat{\phi})$$
\[
\frac{\partial \log p(X, \Phi)^T}{\partial \Phi} h_\Phi = \left( \frac{\partial \tilde{H}(\tilde{\psi}, \Phi)^T}{\partial \tilde{\psi}} + \frac{\partial \tilde{H}(\tilde{\psi}, \Phi)^T}{\partial \Phi} \right) h_\Phi \geq 0
\]

for all tangent vectors \( h_\Phi \) of \( \Phi \) at \( \hat{\Phi} \).

To prove that the difference between successive signal density estimates is asymptotically zero, note that:

\[
H(q_{X_k}, \hat{\Theta}_k) - H(q_{X_{k+1}}, \hat{\Theta}_{k+1}) = \int_X p_{X|\Phi}(x | \hat{\Theta}_k) \log \frac{p_{X|\Phi}(x | \hat{\Theta}_k)}{p_{X|\Phi}(x | \hat{\Theta}_{k+1})} \, dx
\]

Let \( \tilde{X} \) be any measurable subset of \( X \), and partition \( X \) into sets \( \tilde{X} \) and \( \tilde{X}^c = X - \tilde{X} \).

Applying theorem 2.4.3:

\[
H(q_{X_k}, \hat{\Theta}_k) - H(q_{X_{k+1}}, \hat{\Theta}_{k+1}) \geq p_{X|\Phi}(\tilde{X} | \hat{\Theta}_k) \log \frac{p_{X|\Phi}(\tilde{X} | \hat{\Theta}_k)}{p_{X|\Phi}(\tilde{X} | \hat{\Theta}_{k+1})} + p_{X|\Phi}(\tilde{X}^c | \hat{\Theta}_k) \log \frac{p_{X|\Phi}(\tilde{X}^c | \hat{\Theta}_k)}{p_{X|\Phi}(\tilde{X}^c | \hat{\Theta}_{k+1})} \geq 0
\]

As \( k \to \infty \), the left hand side goes to zero, which implies that \( p_{X|\Phi}(\tilde{X} | \hat{\Theta}_k) - p_{X|\Phi}(\tilde{X} | \hat{\Theta}_{k+1}) \to 0 \) as \( k \to \infty \).

3. Convergence of MCEM

Proof of Theorem 3.9.4

a) To prove that the sequence of densities \( q_{X_k}, \hat{q}_{\Phi_k} \) is well defined, note simply that

\( q_{X_k}(x) \geq 0, \hat{q}_{\Phi_k} = 0 \) for all \( x \in X, \Phi \in \Phi \), and that the normalization constants

\( c_{x_{k+1}}, c_{\Phi_{k+1}} \) are all strictly positive and less than or equal to one:

\( \varepsilon > H(q_{X_k}, \hat{q}_{\Phi_k}) \geq H(q_{X_k}, \hat{q}_{\Phi_k}) = -\log c_{x_k} \geq H \geq -\log p(X, \Phi) \geq 0 \)
and similarly for $c_{X_k}$.

c) Let $\tilde{\Phi}$ be any measurable subset of $\Phi$, and $\tilde{\Phi}^c = \Phi - \tilde{\Phi}$. (Thus $\tilde{\Phi} \cap \tilde{\Phi}^c = \emptyset$, $\tilde{\Phi} \cup \tilde{\Phi}^c = \Phi$.) By theorem 2.4.3,

$$
\alpha > H(q_{X_{k+1}}, q_{\tilde{\Phi}_k}) - H(q_{X_k}, q_{\Phi_{k-1}})
= \int_{\Phi} q_{\tilde{\Phi}_k}(\phi) \log \frac{q_{\tilde{\Phi}_k}(\phi)}{q_{\Phi_{k-1}}(\phi)} d\phi \geq 0
$$

(B.3.1)

$$
\geq \mathcal{Q}_{\Phi_k}(\tilde{\Phi}) \log \frac{\mathcal{Q}_{\Phi_k}(\tilde{\Phi})}{\mathcal{Q}_{\Phi_{k-1}}(\tilde{\Phi})} + \mathcal{Q}_{\Phi_k}(\tilde{\Phi}^c) \log \frac{\mathcal{Q}_{\Phi_k}(\tilde{\Phi}^c)}{\mathcal{Q}_{\Phi_{k-1}}(\tilde{\Phi}^c)}
$$

(B.3.2)

By assumption $\mathcal{Q}_{\Phi_k}(\tilde{\Phi}) > 0$ for any measurable subset $\tilde{\Phi}$ of $\Phi$. But then for $k = 0$, the second to last line in (B.3.1) can be finite only if $\mathcal{Q}_{\Phi_0}(\tilde{\Phi}) > 0$. Applying the argument recursively, $\mathcal{Q}_{\Phi_k}(\tilde{\Phi}) > 0$ for all $k$ and for every measurable subset $\tilde{\Phi}$ of $\Phi$. A similar argument shows that $\mathcal{Q}_{X_k}(\tilde{X}) > 0$ for all measurable subsets $\tilde{X}$ of $X$.

d) As $k \to \infty$, then $H(q_{X_{k+1}}, q_{\tilde{\Phi}_k}) - H(q_{X_k}, q_{\Phi_{k-1}}) \to 0$. But from (B.3.1) this implies that:

$$
\lim_{k \to \infty} \mathcal{Q}_{\Phi_k}(\tilde{\Phi}) - \mathcal{Q}_{\Phi_{k-1}}(\tilde{\Phi}) = 0
$$

(B.3.3)

for any measurable subset $\tilde{\Phi}$ of $\Phi$. The proof that $\left(\mathcal{Q}_{X_k}(\tilde{X}) - \mathcal{Q}_{X_{k+1}}(\tilde{X})\right) \to 0$ as $k \to \infty$ is similar.
e) To derive this upper bound on the measures $\hat{Q}_{x_i}, \hat{Q}_{\Phi_i}$, partition the space $X \times \Phi$ into a measurable region $\Psi$ and its complement $\Psi^C$ ($\Psi \cap \Psi^C = \emptyset$ and $\Psi \cup \Psi^C = X \times \Phi$.) By theorem 2.4.3:

$$H(\hat{Q}_{x_i}, \hat{Q}_{\Phi_i}) \geq \delta_k \log \frac{\delta_k}{\epsilon} + (1-\delta_k) \log \frac{1-\delta_k}{1-\epsilon} - \log p(x, \Phi)$$

where: $\delta_k = \int_{\Psi} \hat{q}_{x_i}(x) \hat{q}_{\Phi_i}(\Phi) \, dx \, d\Phi$ (B.3.4)

$$\epsilon = \frac{1}{p(X, \Phi)} \int_{\Psi} p(x, \Phi) \, dx \, d\Phi$$

But:

$$H(\hat{q}_{x_i}, \hat{q}_{\Phi_i}) \geq H(\hat{q}_{x_i}, \hat{q}_{\Phi_i})$$

$$\delta_k \log \delta_k + (1-\delta_k) \log (1-\delta_k) \geq -\log 2$$

$$-(1-\delta_k) \log (1-\epsilon) \approx 0$$

Combining all these with (B.3.4) gives:

$$\delta_k \leq \frac{H(\hat{q}_{x_i}, \hat{q}_{\Phi_i}) + \log p(X, \Phi) + \log 2}{-\log \epsilon}$$ (B.3.6)

This formula provides an upper bound on the measure $\delta_k$ assigned by the separable density to the set $\Psi$ as a function of the measure $\epsilon$ assigned to the set by the original density $p(x, \Phi)$. Note that this bound applies to any measures with cross-entropy less than $H(\hat{q}_{x_i}, \hat{q}_{\Phi_i})$. Also note that we could choose:

$$\Psi = \left\{ (x, \Phi) \in X \times \Phi \mid ||x|| \leq T \text{ and } ||\Phi|| \leq T \right\}$$ (B.3.7)

$$\Psi^C = \left\{ (x, \Phi) \in X \times \Phi \mid (x, \Phi) \notin \Psi \right\}$$
Since \( p(x, \Phi) \) is assumed to be integrable over \( X \times \Phi \), as \( T \to \infty \) we must have \( \epsilon \to 0 \).

Thus by choosing \( T \) large enough, we can make the upper bound on the tail probability \( \delta_k \) arbitrarily small for all \( k \). Thus \( \hat{q}_i(x), \hat{q}_i(\Phi) \) must be stochastically bounded.

f) By the Helly Selection Theorem (see [2 volume 2] or [3]) every stochastically bounded sequence of measures \( \hat{Q}_X, \hat{Q}_\Phi \) has at least one convergent subsequence with a limit \( \overline{Q}_X, \overline{Q}_\Phi \), and every such limit must be a proper measure.

g) Let \( X_i, \Phi_i \) be any finite partition of \( X, \Phi \). Let \( \hat{Q}_{X_i}, \hat{Q}_{\Phi_i} \) be a convergent subsequence with limit \( \overline{Q}_X, \overline{Q}_\Phi \). By theorem 2.4.3:

\[
H(\hat{Q}_{X_i}, \hat{Q}_{\Phi_i}) \geq \sum_{i, j} \hat{Q}_{X_i}(X_i)\hat{Q}_{\Phi_i}(\Phi_j) \log \frac{\hat{Q}_{X_i}(X_i)\hat{Q}_{\Phi_i}(\Phi_j)}{P(X_i, \Phi_j)} \quad (B.3.8)
\]

Taking the limit as \( k_+ \to \infty \):

\[
\hat{Q}_{X_i}(X_i) - \overline{Q}_X(X_i) \quad \text{and} \quad \hat{Q}_{\Phi_i}(\Phi_j) - \overline{Q}_\Phi(\Phi_j) \quad (B.3.9)
\]

and:

\[
\lim \inf_{k_+ \to \infty} H(\hat{Q}_{X_i}, \hat{Q}_{\Phi_i}) = \lim \inf_{k_+ \to \infty} H(\hat{Q}_{X_i}, \hat{Q}_{\Phi_i}) = H. \quad (B.3.10)
\]

Thus taking the limit as \( k_+ \to \infty \) of both sides of (B.3.8) gives:

\[
H. \geq \sum_{i, j} \overline{Q}_X(X_i)\overline{Q}_\Phi(\Phi_j) \log \frac{\overline{Q}_X(X_i)\overline{Q}_\Phi(\Phi_j)}{P(X_i, \Phi_j)} \quad (B.3.11)
\]

Since this is true for all partitions \( P \) of \( X \times \Phi \):

\[
H. \geq \sup_P \sum_{i, j} \overline{Q}_X(X_i)\overline{Q}_\Phi(\Phi_j) \log \frac{\overline{Q}_X(X_i)\overline{Q}_\Phi(\Phi_j)}{P(X_i, \Phi_j)} \quad (B.3.12)
\]
But because $\alpha_*$ must satisfy $\min_{\alpha \in \Lambda} F(\alpha ; \cdot) = F(\alpha_* ; \cdot)$, and because $F$ is continuously differentiable, theorem 3.9.2 guarantees that

$$\frac{\partial F(\alpha_* ; \cdot)^T}{\partial \alpha} h \geq 0 \tag{B.1.11}$$

for all sequentially tangent vectors $h$ of $\Lambda$ at $\alpha_*$. Because $\Lambda$ is convex, the vector $h_\alpha = \alpha' - \alpha_*$ must be a tangent vector. To see this, substitute $\hat{\alpha}_k = t_k \alpha + (1 - t_k) \alpha_*$ and $t_k = (\%)^k$ into the definition of tangent vectors in (2.10.3), giving:

$$\lim_{k \to \infty} \frac{\hat{\alpha}_k - \alpha_*}{t_k} = \alpha' - \alpha_* = h_\alpha \quad \text{and} \quad \lim_{k \to \infty} t_k = 0 \tag{B.1.12}$$

Thus:

$$\frac{\partial F(\alpha_* ; \cdot)}{\partial \alpha} (\alpha' - \alpha_*) \geq 0 \tag{B.1.13}$$

Similarly, because $\beta_*$ must satisfy $\min_{\beta \in \Phi} F(\alpha_* ; \beta) = F(\alpha_* ; \beta_*)$, we can show that

$$\frac{\partial F(\alpha_* ; \cdot)}{\partial \beta} (\beta' - \beta_*) \geq 0 \tag{B.1.14}$$

Combining (B.1.10), (B.1.13) and (B.1.14) gives:

$$0 \leq F(\alpha' ; \beta') - F(\alpha_* ; \beta_*) \tag{B.1.15}$$

But this contradicts our assumption in (B.1.9) that $(\alpha_*, \beta_*)$ was not a global minimizer of $F$ over $\Lambda \times \Phi$. Thus every element of $\Lambda_x \times \Phi_x$ is a global minimizer; since every finite global minimizer must belong to $\Lambda_x \times \Phi_x$, this set must in fact be exactly the closed, convex set of global minimizers of $F$. The iterative algorithm therefore converges to the set of global minimizers.

If $F$ is strictly convex and continuously differentiable, then it can have at most one global minimizer on $\Lambda \times \Phi$. If the sequence of estimates $(\hat{\alpha}_k, \hat{\beta}_k)$ is compact, then we have shown that it must converge to a non-empty set $\Lambda_x \times \Phi_x$, which will contain the
\[ = H(\overline{Q}_X, \overline{Q}_\Phi) \]

The proof of the other assertions follows by noting that \( \dot{Q}_{X_t} \Phi \) converges to \( \overline{Q}_X \Phi \), and \( Q_z \dot{Q}_{\Phi_{z_t}} \) converges to \( Q_z \overline{Q}_\Phi \).

h) The upper bound given in e) holds for any measure whose cross-entropy is lower than \( H(q_{X_t}, q_{\Phi}) \).

**Proof of Theorem 3.9.5**

a) Follows from theorem 3.9.4.

b) By direct calculation, minimizing \( H(q_X, q_{\Phi_z}) \) over \( q_X \) gives:

\[
\log q_{X_{t+1}}(x_i) = \sum_{j=1}^{M} q_{\Phi_z}(\phi_j) \log \frac{p(x_i, \phi_j)}{q_{\Phi_z}(\phi_j)} - \log c_{x_{t+1}}
\]

\[
= \sum_{j=1}^{N} q_{\Phi_z}(\phi_j) \log p(x_i, \phi_j) - \log c'_{x_{t+1}} \quad (B.3.13)
\]

where \( c_{x_{t+1}}, c'_{x_{t+1}} \) are normalizing constants:

\[
c'_{x_{t+1}} = \sum_{i=1}^{N} \exp \left[ \sum_{j=1}^{M} q_{\Phi_z}(\phi_j) \log p(x_i, \phi_j) \right] \quad (B.3.14)
\]

Using the inequality

\[
\epsilon \leq p(x_i, \phi_j) \leq 1 \quad \text{for all } i, j \quad (B.3.15)
\]

in equations (B.3.13) and (B.3.14) gives:

\[
c'_{x_{t+1}} \leq N \quad (B.3.16)
\]
and

\[ q_{X_{i+1}}(x_i) \geq \frac{1}{N} \epsilon \]  \hspace{1cm} (B.3.17)

The inequality \( q_{\Phi_{i+1}}(\phi_j) \geq \frac{1}{M} \epsilon \) can be proven similarly.

c) Proof is identical to property d) of theorem 3.9.4.

d) Because the constraint spaces have a finite number of points, the space of all probability densities \( q_X \) and \( q_{\Phi} \) is finite dimensional. Because of the constraints (3.9.16), the space is also bounded and closed. Therefore the sequence \( q_{X_i}, q_{\Phi_i} \) is compact, and the Bolzano-Weierstrass theorem guarantees that there is at least one convergence subsequence \( q_{X_{i_k}}, q_{\Phi_{i_k}} \) with limit \( \bar{q}_X, \bar{q}_{\Phi} \).

e) Since the inequalities of property b) are satisfied for all \( k \), they must be satisfied in the limit as well.

f) The cross-entropy is an analytic function of \( q_X \) and \( q_{\Phi} \) for all strictly positive densities. Since the limit is strictly positive, \( H(q_X, q_{\Phi}) \) is continuous in a neighborhood about \((\bar{q}_X, \bar{q}_{\Phi})\). Let \( q_X, q_{\Phi} \) be any densities. Taking the limit in the following inequalities:

\[ H(q_{X_{i_k}}, q_{\Phi_{i_k}}) \geq H(q_{X_{i_k}}, q_{\Phi_{i_k}}) \]  \hspace{1cm} (B.3.18)

\[ H(q_X, q_{\Phi_i}) \geq H(q_{X_{i_k}}, q_{\Phi_{i_k}}) \]

as \( i \to \infty \) then gives:

\[ H(q_X, q_{\Phi}) \geq H(q_X, q_{\Phi}) \]  \hspace{1cm} (B.3.19)

\[ H(q_X, q_{\Phi}) \geq H(q_X, q_{\Phi}) \]
Since $q_X$, $q_\Phi$ were arbitrary, the result follows.

g) Calculating the derivative of the Lagrangian:

$$\frac{\partial L_\lambda}{\partial q_X(x_i)} = 1 + \sum_{j=1}^{M} \frac{\bar{q}_\Phi(\Phi_j)}{q(X_i)} \log \frac{\bar{q}_X(x_i)\bar{q}_\Phi(\Phi_j)}{p(x_i,\Phi_j)} + \lambda_x$$

$$= 1 - \log \bar{c}_x + \lambda_x$$

and similarly:

$$\frac{\partial H}{\partial q_\Phi(\Phi_j)} = 1 - \log \bar{c}_\Phi + \lambda_\Phi$$

(B.3.21)

where we have used the fact that $\bar{q}_X$, $\bar{q}_\Phi$ form a stationary point of the iterative algorithm, and therefore satisfy:

$$\log \bar{q}_X(x_i) = \sum_{j=1}^{M} \bar{q}_\Phi(\Phi_j) \log \frac{p(x_i,\Phi_j)}{\bar{q}_\Phi(\Phi_j)} - \log \bar{c}_x$$

(B.3.22)

$$\log \bar{q}_\Phi(\Phi_j) = \sum_{i=1}^{N} \bar{q}_X(x_i) \log \frac{p(x_i,\Phi_j)}{\bar{q}_X(x_i)} - \log \bar{c}_\Phi$$

Choosing Lagrange multiplier values $\lambda_x = -1 + \log \bar{c}_x$ and $\lambda_\Phi = -1 + \log \bar{c}_\Phi$ then proves the result.

Proof of Lemma 3.9.6.2 Substituting formulas (3.9.19) into the cross-entropy expression gives:

$$H(\alpha, \beta) = -\log c_x - \log c_\Phi + \alpha^T \bar{1}(\bar{x}) + \beta^T \bar{\pi}(\bar{\Phi}) - \bar{1}(\bar{x})^T \bar{\pi}(\bar{\Phi})$$

(B.3.23)

where $\bar{1}(\bar{x}) = E_X \left[ 1(x) \mid q_X \right] = \frac{\partial}{\partial \alpha} \log c_x$

$\bar{\pi}(\bar{\Phi}) = E_\Phi \left[ \pi(\phi) \mid q_\Phi \right] = \frac{\partial}{\partial \beta} \log c_\Phi$

Since $c_x$ and $c_\Phi$ are analytic functions of $\alpha, \beta$ in the interior of the natural parameter space, the cross-entropy $H(\alpha, \beta)$ also must be analytic in the interior.
Proof of Theorem 3.9.6 Let $\hat{\Lambda}_a \times \hat{\Lambda}_B$ be a compact set contained entirely within the interior of $\Lambda_a \times \Lambda_B$ which contains all the estimates $(\hat{\alpha}_k, \hat{\beta}_k)$. Since $H(\alpha, \beta)$ is analytic in the interior of $\Lambda_a \times \Lambda_B$, it is analytic at all points in $\hat{\Lambda}_a \times \hat{\Lambda}_B$. Since the sequence $(\hat{\alpha}_k, \hat{\beta}_k)$ remains within the compact set $\hat{\Lambda}_a \times \hat{\Lambda}_B$, theorem 3.9.1 immediately applies, guaranteeing convergence to stationary points of the algorithm. Theorem 3.9.2 also applies; since any limit point of the sequence is inside $\hat{\Lambda}_a \times \hat{\Lambda}_B$, it is in the interior of $\Lambda_a \times \Lambda_B$ and therefore must be a critical point of the cross-entropy. Finally, if $\hat{\beta}(\alpha)$ is the value of $\beta$ which minimizes $H(\alpha, \beta)$ for any $\alpha$, then at any limit point $\hat{\alpha}$:

$$\frac{d^F(\hat{\alpha})}{d\alpha} = \frac{d}{d\hat{\alpha}} \left[ \min_\beta H(\hat{\alpha}, \beta) \right]$$

$$= \left[ \frac{\partial}{\partial \alpha} H(\hat{\alpha}, \beta) + \frac{\partial \hat{\beta}(\hat{\alpha})}{\partial \alpha} \frac{\partial}{\partial \beta} H(\hat{\alpha}, \beta) \right]_{\beta = \hat{\beta}(\hat{\alpha})}$$

$$= [0 + R^T \cdot 0]$$

$$= 0$$

The proof that $\frac{dG(\hat{\beta})}{d\beta} = 0$ at any limit $\hat{\beta}$ is similar.
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Appendix C

Proofs of Theorems in Chapter 4

1. Exponential Density

MCEM

We first show that the marginal density $p(\mathbf{X}, \phi)$ is strictly log concave provided that some $U_i$ is finite:

\[
\frac{\partial^2 \log p(\mathbf{X}, \phi)}{\partial \phi^2} = - \sum_{i=1}^{N} \frac{(U_i - L_i)^2}{4 \sinh^2 \left( \frac{1}{4} (U_i - L_i) \right)} \leq 0
\]

(C.1.1)

where equality holds if and only if all $U_i = \infty$. Log concavity follows from the discussion in chapter 2, section 10.2. Now to prove that the MCEM algorithm converges. By direct substitution, it is straightforward to show that

\[
\hat{q}_x(x_i) = \begin{cases} 
    c_x \exp \left( - \hat{\phi} x_i \right) & \text{for } L_i \leq x_i \leq U_i \\
    0 & \text{else}
\end{cases}
\]

(C.1.2)

\[
\hat{q}_\phi(\phi) = c_\phi \phi^N \exp \left[ - \phi \left( \epsilon_0 + \sum_{i=1}^{N} \hat{x}_i \right) \right]
\]

where \( \hat{\phi} \) and \( \hat{x}_i \) are parameters of these densities. Restricting the minimization of the cross-entropy to densities of this form (C.1.2) will not change the sequence of estimates generated nor the final solution. We can then view the MCEM algorithm as iteratively minimizing $H(\hat{\phi}, \hat{x}) = H(\hat{q}_x, \hat{q}_\phi)$ with respect to $\hat{\phi}$ and $\hat{x}$:

\[
\hat{\phi}_{k+1} = \min_{\phi \in \Theta} H(\phi, \hat{x}_k)
\]

\[
\hat{x}_{k+1} = \min_{L_i \leq x_i \leq U_i} H(\hat{\phi}_{k+1}, \hat{x})
\]

(C.1.3)
By direct calculation we can show that:

\[ F(\hat{x}) = \min_{\phi \geq 0} H(\phi, \hat{x}) = \min_{q_X} H(q_X, \hat{q}_\phi) = K - \log \left[ \hat{\phi} p(X, \hat{\phi}) \right] \]  

(C.1.4)

where: \( \hat{\phi} = E_\phi \left[ \phi \right] = \frac{N + 1}{N} \frac{1}{\epsilon_0 + \sum_{i=1}^N \hat{x}_i} \).

where \( K \) is a fixed constant. Each MCEM iteration decreases \( H(q_{X_{i+1}}, \hat{q}_{\phi_i}) \), and thus must also increase \( \hat{\phi}_k p(X, \hat{\phi}_k) \). Note that \( \phi p(\phi) \to 0 \) as \( \phi \to 0 \) or \( \phi \to \infty \). But:

\[ \phi p(X, \phi) = p(X | \phi) \left[ \phi p(\phi) \right] \leq \phi p(\phi) \]  

(C.1.5)

Since \( \hat{\phi}_k p(X, \hat{\phi}_k) \) increases on each iteration, \( \hat{\phi}_k p(\hat{\phi}_k) \) must be bounded away from zero, which in turn implies that \( \hat{\phi}_k \) is bounded above and bounded away from zero.

From equation (4.2.13) for \( \hat{x}_{i,k} \), we can show that \( \hat{x}_{i,k} \leq L_i + \frac{1}{\hat{\phi}_k} \) and thus \( \hat{x}_{i,k} \) must also be bounded above. Since the sequence \( \hat{x}_k \), \( \hat{\phi}_k \) is finite dimensional and bounded, by the Bolzano-Weierstrass theorem it must be compact and have at least one convergent subsequence with limit point \( \hat{x}^* \), \( \phi^* \). Since \( \hat{\phi}_k \) is bounded away from zero, \( \phi^* > 0 \) also. Thus \( \phi^* \) is in the interior of the natural parameter space \( \Phi = [0, \infty) \), and theorem 3.9.6 guarantees that the limit point \( \hat{x}^* \), \( \phi^* \) is a stationary point of the algorithm, a critical point of \( H(\phi, X) \) and a critical point of \( F(x) \). This last statement, however, implies:

\[ 0 = \frac{dF(\hat{x}^*)}{dx} \]

\[ = \left[ \frac{\partial \log \phi^* p(X, \phi^*)}{\partial \phi} \right] \left[ \frac{\partial \phi^*}{\partial x} \right] \]  

(C.1.6)

where: \( \phi^* = \frac{N + 1}{N} \frac{1}{\epsilon_0 + \sum_{i=1}^N x_i^*} \).

But \( \frac{\partial \phi}{\partial x_i} = -\frac{\phi^2}{N + 1} \) is nonzero, and thus:
\[
\frac{\partial}{\partial \phi} \left[ \phi \cdot p(X, \phi^*) \right] = 0
\] (C.1.7)

and \( \phi^* \) is a critical point of \( \phi \cdot p(X, \phi) \). However, we showed in (C.1.1) that \( p(X, \phi) \) is log concave. Thus \( \phi \cdot p(X, \phi) \) is strictly log concave and its derivative can be zero at only one point. Thus the limit \( \phi^* \) must be unique, and since \( x^* \) is related to \( \phi^* \) by equation (4.2.13), \( x^* \) must also be unique. MCEM must therefore have a unique solution, and the iterative algorithm is guaranteed to find it.

An alternate convergence proof can also be stated in terms of contraction mappings (see chapters 4 and 12 in Ortega and Rheinboldt [1].) The MCEM algorithm can be viewed as defining a mapping \( T_x \) from the parameter space \( \Phi \) to a sum of sample values, and a mapping \( T_x \) back again:

\[
T_\phi \left( \sum_{i=1}^{N} x_i \right) = \frac{N+1}{\varepsilon_0 + \sum_{i=1}^{N} x_i}
\]

\[
T_x(\phi) = \sum_{i=1}^{N} \left[ L_i + \frac{1}{\phi} \left( 1 - \frac{\delta_i \varepsilon^{-\delta_i}}{1-\varepsilon^{-\delta_i}} \right) \right]
\]

The MCEM algorithm simply calculates

\[
\hat{\phi}_{k+1} = T_\phi \left( \sum_{i=1}^{N} \hat{x}_{i,k} \right)
\]

\[
\sum_{i=1}^{N} \hat{x}_{i,k+1} = T_x(\hat{\phi}_{k+1})
\]

Let \( x' \) and \( x'' \) be any two sets of samples values. Since \( T_\phi \) and \( T_x \) are both continuously differentiable mappings, there must be an intermediate sample value \( \hat{x} = \lambda x' + (1-\lambda)x'' \) for some \( \lambda \in (0,1) \) such that:

\[
|T_x(T_\phi(\sum x_i')) - T_x(T_\phi(\sum x_i''))| \leq \left| \frac{\partial T_x(T_\phi(\sum x_i))}{\partial(\sum x_i)} \right| \left| \sum x_i' - \sum x_i'' \right|
\] (C.1.10)
However,

\[
\frac{\partial T_x(T_\phi(\sum \hat{x}_i))}{\partial (\sum \hat{x}_i)} = \frac{\partial T_x(\hat{\phi})}{\partial \hat{\phi}} \frac{\partial T_\phi(\sum \hat{x}_i)}{\partial (\sum \hat{x}_i)}
\]

\[
= \left[ \sum_{i=1}^{N} \frac{1}{\hat{\phi}^2} \left[ -1 + \frac{\delta_i^2}{4 \sinh^2(\frac{4}{5} \delta_i)} \right] \right] \left[ - \frac{\hat{\phi}^{N+1}}{\left( \epsilon_0 + \sum_{i=1}^{N} \hat{x}_i \right)^2} \right]
\]

where: \( \delta_i = \hat{\phi}(U_i-L_i) \) and \( \hat{\phi} = T_\phi(\sum \hat{x}_i) \)

\[
= \frac{1}{N+1} \sum_{i=1}^{N} \left[ 1 - \frac{\delta_i^2}{2 \sinh^2(\frac{4}{5} \delta_i)} \right]
\]

(C.1.11)

It is easy to show that \( \frac{\delta_i^2}{4 \sinh^2(\frac{4}{5} \delta_i)} \) is a monotonically strictly decreasing function for \( \delta_i \geq 0 \) which equals 1 at \( \delta_i = 0 \) and equals 0 at \( \delta_i = \infty \). Thus:

\[
\frac{\partial T_x(T_\phi(\sum \hat{x}_i))}{\partial (\sum \hat{x}_i)} \leq \frac{N}{N+1}
\]

(C.1.12)

where equality holds if and only if every \( \delta_i = \infty \), or equivalently, if and only if every \( U_i = \infty \). If we let \( \hat{x}' = \hat{x}_{k-1} \) and \( \hat{x}'' = \hat{x}_k \), then combining (C.1.10) and (C.1.12) gives:

\[
\left| \sum \hat{x}_{i,k} - \sum \hat{x}_{i,k-1} \right| \leq \frac{N}{N+1} \left| \sum \hat{x}_{i,k} - \sum \hat{x}_{i,k-1} \right|
\]

(C.1.13)

which is equivalent to:

\[
\left| \frac{1}{\hat{\phi}_{k+1}} - \frac{1}{\hat{\phi}} \right| \leq \frac{N}{N+1} \left| \frac{1}{\hat{\phi}_k} - \frac{1}{\hat{\phi}_{k-1}} \right|
\]

(C.1.14)

The MCEM algorithm thus defines a strict contraction mapping on the values of \( \frac{1}{\hat{\phi}} \).

The Contraction Mapping theorem (see, for example, page 120 of Ortega and Rheinboldt [1]) then guarantees that the algorithm must converge to its unique fixed point, the unique solution to MCEM.
PARMAP

To prove that PARMAP converges, assume that at least one $U_i = \infty$. We know that $p(X, \phi) \to 0$ as $\phi \to 0$ or $\phi \to \infty$. Thus, since the PARMAP algorithm increases the likelihood function $p(X, \hat{\phi}_k)$ on each step, $\hat{\phi}_k$ must remain bounded above and bounded away from zero. The discussion in chapter 3, section 9.3 then guarantees that the sequence $\hat{\phi}_k$ must have at least one convergent subsequence with limit point $\phi^*$, where $\phi^*$ is a critical point of $p(X, \phi)$. But as argued in equation (C.1.1), $p(X, \phi)$ is strictly log concave, and thus has a single critical point occurring at the global maximum. If at least one $U_i < \infty$, the PARMAP algorithm is therefore guaranteed to converge to the unique global maximum of $p(X, \phi)$.

The PARMAP convergence rate can be analyzed in exactly the same way as MCEM. The only change is that in the PARMAP algorithm the mapping $T_\phi$ from the sum of signal values to the parameter space $\Phi$ is given by

$$T_\phi(\sum x_i) = \frac{N}{\epsilon_0 + \sum x_i} \quad \text{(C.1.15)}$$

Using the same argument as before, with this change, gives:

$$\left| \frac{1}{\hat{\phi}_{k+1}} - \frac{1}{\hat{\phi}_k} \right| \leq \left| \frac{1}{\hat{\phi}_k} - \frac{1}{\hat{\phi}_{k-1}} \right| \quad \text{(C.1.16)}$$

with equality if and only if $U_i = \infty$ for all $i$. If any $U_i$ is finite, PARMAP thus defines a strictly non-expansive mapping on the values of $\frac{1}{\hat{\phi}_k}$.

Note that if all $U_i = \infty$, then the PARMAP solution is $\hat{\phi}_{MAP} = 0$, and the PARMAP algorithm's estimate $\hat{\phi}_k$ converges to zero at the rate:

$$\frac{\hat{\phi}_{k+1}}{\hat{\phi}_k} = \frac{1}{1 + \frac{\hat{\phi}_k}{N} (\epsilon_0 + \sum_{i=1}^N L_i)} \quad \text{(C.1.17)}$$
Maximum Likelihood Algorithms

The proof of convergence of the ML versions of these algorithms exactly follow the proof for the Bayesian version. The ML version of MCEM converges to the unique global minimum of the cross-entropy because the contraction mapping in (C.1.14) still applies; the only problem is that if all $L_{i} = 0$ then

$$\frac{1}{\hat{\phi}_{k+1}} \leq \frac{N}{N+1} \frac{1}{\hat{\phi}_{k}}$$

(C.1.18)

and $\lim_{k \to \infty} \hat{\phi}_{k} = \phi$, the MCEM estimate.

The PARML algorithm converges if at least one $L_{i} > 0$ and one $U_{i} < 1$. The proof relies on the fact that $p(X | \phi)$ is log concave, strictly log concave if any $U_{i} < 1$, and $p(X | \phi) \to 0$ as $\phi \to \infty$ if any $U_{i} < 1$. These conditions imply that $\hat{\phi}_{k}$ must remain bounded if any $U_{i}$ is finite. The three special cases discussed in section 2.7 follow by simple algebra.

2. Gaussian Density - Unknown Variance

MCEM

In the Gaussian example of section 3, the MCEM algorithm generates density estimates of the form:

$$\hat{q}_{X_{i}}(x_{i}) = \begin{cases} \text{c}_{x_{i}} \exp \left( - \frac{s}{2} \left( x_{i} - \hat{\mu} \right)^{2} \right) & \text{for } L_{i} \leq x_{i} \leq U_{i} \\ 0 & \text{else} \end{cases}$$

$$\hat{q}_{\phi}(\mu | s) = \left( \frac{s (N + \epsilon)}{2\pi} \right)^{1/2} \exp \left( - \frac{s}{2} \left( \mu - \frac{1}{N + \epsilon} \sum_{i=1}^{N} x_{i} \right)^{2} \right)$$

(C.2.1)

$$\hat{q}_{\phi}(s) = K s^{N/2} \exp( - \hat{\nu} s ) \quad \text{for } s \geq 0$$
Restricting the MCEM minimization to the space of densities of this form will not change the sequence of estimates generated, nor the final solution. With this restriction, we can view the cross-entropy as a function of the coefficients of these densities:

$$H(\hat{s}, \hat{\mu}, \hat{V}, \hat{x}) = H(\hat{q}_X, \hat{q}_\Phi)$$

(C.2.2)

and we can view the MCEM algorithm as iteratively minimizing $H$ with respect to $\hat{s}, \hat{\mu}$ and then $\hat{V}, \hat{x}$.

$$\hat{\mu}_{k+1}, \hat{s}_{k+1} = \min_{\mu, s} H(\mu, s, V_k, x_k)$$

(C.2.3)

$$\hat{V}_{k+1}, \hat{x}_{k+1} = \min_{V, x} H(\hat{\mu}_{k+1}, \hat{s}_{k+1}, V, x)$$

After a considerable amount of algebra, we can show that:

$$F(\hat{V}, \hat{x}) = \min_{\mu, s} H(\mu, s, \hat{V}, \hat{x}) = \min_{q_x} H(q_X, q_\Phi) = K - \sum_{\mu, s} \log s^k p(X, \hat{\mu}, \hat{s})$$

(C.2.4)

where $K$ is a fixed constant and $\hat{\mu}, \hat{s}$ is the solution to $\min_{\mu, s} H(\mu, s, \hat{V}, \hat{x})$:

$$\hat{\mu} = \frac{1}{N + \epsilon} \sum_{i=1}^{N} \hat{x}_i$$

(C.2.5)

$$\hat{s} = \frac{N + 2}{\hat{V}}$$

From (C.2.3), each iteration of MCEM must decrease the value of $F(\hat{V}_k, \hat{x}_k)$, and thus must also increase the value of $s^k p(X, \hat{\mu}_k, \hat{s}_k)$. Note, however, that $s^k p(\mu, s) - 0$ as $s \to 0$ or $s \to \infty$ or $\mu \to \pm \infty$. But:

$$s^k p(X, \mu, s) = p(X | \mu, s) s^k p(\mu, s) \leq s^k p(\mu, s)$$

(C.2.6)

Since MCEM always increases the left hand side, the right hand side must be bounded away from zero, which implies that $\hat{\mu}_k$ must be bounded for all $k$, and $\hat{s}_k$ must be bounded above and bounded away from zero, $\hat{s}_k \geq \xi > 0$ for some $\xi$. By the Bolzano-Weierstrass theorem, there must exist a convergent subsequence of $\hat{\mu}_k, \hat{s}_k$ with limit point $\mu_*, s_*$. Clearly $s_* \geq \xi > 0$. Let $x_*, V_*$ be the corresponding estimates of $x, V$. 
This limit point is in the interior of the natural parameter space, and thus theorem 3.9.6 guarantees that every limit point of the iteration must be a stationary point of the algorithm, a critical point of the cross-entropy, and a critical point of \( F(\chi,V) \). If we let \( \hat{\mu}(\chi,V) \), \( \hat{s}(\chi,V) \) be the solution to \( \min_{\mu,s} H(\mu,s,\chi,V) \) with the formulas given by (C.2.5), then:

\[
0 = \left( \begin{array}{c}
\frac{\partial F(\chi,V)}{\partial \chi} \\
\frac{\partial F(\chi,V)}{\partial V}
\end{array} \right) \\
\left( \begin{array}{c}
\frac{\partial \hat{\mu}(\chi,V)}{\partial \chi} \\
\frac{\partial \hat{\mu}(\chi,V)}{\partial V}
\end{array} \right) \left( \begin{array}{c}
\frac{\partial}{\partial \hat{\mu}} \left[ K - \log \hat{s}^* p(X,\hat{\mu},\hat{s}) \right] \\
\frac{\partial}{\partial \hat{s}} \left[ K - \log \hat{s}^* p(X,\hat{\mu},\hat{s}) \right]
\end{array} \right)_{\mu^*,s^*,\chi^*,V^*} \\
= \left( \begin{array}{cc}
\frac{1}{N + \epsilon} I & 0 \\
0 & -\frac{N + 2}{V^2}
\end{array} \right) \left( \begin{array}{c}
\frac{\partial}{\partial \hat{\mu}} \left[ K - \log \hat{s}^* p(X,\hat{\mu},\hat{s}) \right] \\
\frac{\partial}{\partial \hat{s}} \left[ K - \log \hat{s}^* p(X,\hat{\mu},\hat{s}) \right]
\end{array} \right)_{\mu^*,s^*,\chi^*,V^*} \tag{C.2.7}
\]

which implies that every limit point \( \mu^*, s^* \) is also a critical point of \( s \ p(X,\mu,s) \).

**PARMAP**

To prove that PARMAP converges, note that \( p(\mu,s) \rightarrow 0 \) as \( \mu \rightarrow \pm \infty \) or \( s \rightarrow 0 \) or \( s \rightarrow \infty \).

Since:

\[
p(X,\hat{\mu}_k,\hat{s}_k) = p(X \mid \hat{\mu}_k,\hat{s}_k) p(\hat{\mu}_k,\hat{s}_k) \leq p(\hat{\mu}_k,\hat{s}_k) \tag{C.2.8}
\]

and since each iteration of PARMAP increases the likelihood function \( p(X,\hat{\mu}_k,\hat{s}_k) \), then \( p(\hat{\mu}_k,\hat{s}_k) \) must be bounded below, and thus \( \hat{\mu}_k \) must remain bounded and \( \hat{s}_k \) must be bounded above and bounded away from zero. The Bolzano-Weierstrass theorem then guarantees that there must be a convergent subsequence of \( \hat{\mu}_k, \hat{s}_k \) with limit point
\( \mu, s \). Furthermore, since \( \hat{s}_k \) is bounded away from zero, \( s \to 0 \) also. Since the probability densities are continuously differentiable, the discussion in chapter 3, section 9.3 guarantees that every such limit point will be a stationary point of the algorithm, and a critical point of the likelihood function \( p(X, \mu, s) \).

**SIGMAP**

Because

\[
\Sigma^{-1} = I - \frac{1}{N + \epsilon} \begin{pmatrix} 1 \\ \\
\vdots \\ 1 \end{pmatrix} (1 \cdots 1)
\]

is positive definite, \( \Sigma^{-1} > 0 \), the SIGMAP likelihood function:

\[
p(\hat{x}, \hat{\Phi}) = \begin{cases} 
\frac{K}{\left(\eta + \frac{1}{4} \hat{x}^T \Sigma^{-1} \hat{x}\right)^{N/2 + 1}} & \text{for } L_i \leq x_i \leq U_i, \ i = 1, \ldots, N \\
0 & \text{else}
\end{cases}
\] (C.2.10)

is strictly log concave. It therefore goes to zero as any \( x_i \to \infty \), and has only a single critical point, located at the global maximum. Since each iteration of the SIGMAP algorithm increases \( p(\hat{x}_k, \hat{\Phi}) \), all estimates \( \hat{x}_k \) must remain bounded. The argument given in chapter 3, section 9.3 then guarantees that the sequence converges to the set of critical points of the density. Since there is only one such critical point, the SIGMAP algorithm converges to the unique global maximum of \( p(\hat{x}, \hat{\Phi}) \).

To show that the convergence rate of the algorithm is at least linear, define the mappings \( T_{x_i} \) from the parameter space to the sample space, and \( T_\mu \) back again by:

\[
T_{x_i}(\mu) = \begin{cases} 
L_i & \text{for } \mu < L_i \\
\mu & \text{for } L_i \leq \mu \leq U_i \\
U_i & \text{for } U_i < \mu
\end{cases}
\]

\[
T_\mu \left( \sum_{i=1}^{N} x_i \right) = \frac{1}{N + \epsilon} \sum_{i=1}^{N} x_i
\]

(C.2.11)
Let $\mu'$, $\mu''$ be any two values of $\mu$. Suppose without loss of generality that $\mu' \geq \mu''$.

Then:

$$0 \leq T_{x_i}(\mu') - T_{x_i}(\mu'') \leq \mu' - \mu'' \quad \text{(C.2.12)}$$

and thus:

$$0 \leq \sum_{i=1}^{N} \left( T_{x_i}(\mu') - T_{x_i}(\mu'') \right) \leq N(\mu' - \mu'') \quad \text{(C.2.13)}$$

and:

$$0 \leq T_{\mu}\left( \sum_{i=1}^{N} T_{x_i}(\mu') \right) - T_{\mu}\left( \sum_{i=1}^{N} T_{x_i}(\mu'') \right) \leq \frac{N}{N + \varepsilon} (\mu' - \mu'') \quad \text{(C.2.14)}$$

or:

$$\left| T_{\mu}\left( \sum_{i=1}^{N} T_{x_i}(\mu') \right) - T_{\mu}\left( \sum_{i=1}^{N} T_{x_i}(\mu'') \right) \right| \leq \frac{N}{N + \varepsilon} \left| \mu' - \mu'' \right| \quad \text{(C.2.15)}$$

Thus, regardless of whether $\mu'$ or $\mu''$ is larger, SIGMAP defines a contraction mapping on the parameter space; if we let $\mu' = \hat{\mu}_k$ and $\mu'' = \hat{\mu}_{k-1}$ then:

$$\left| \hat{\mu}_{k+1} - \hat{\mu}_k \right| \leq \frac{N}{N + \varepsilon} \left| \hat{\mu}_k - \hat{\mu}_{k-1} \right| \quad \text{(C.2.16)}$$

PSMAP

Since the PSMAP algorithm is identical to SIGMAP except for the estimate of $\hat{\sigma}^2$ at the end, the proof of convergence is also identical.

Maximum Likelihood Algorithms

To prove convergence of the PARML algorithm, we need only show that the estimates $\hat{\mu}_k$ and $\hat{\sigma}_k^2$ remain bounded. Now:

$$p(X | \hat{\mu}, \hat{\sigma}^2) = \prod_{i=1}^{N} p(X_i | \hat{\mu}, \hat{\sigma}^2)$$

$$= \prod_{i=1}^{N} \left[ \text{erf} \left( \frac{U_i - \hat{\mu}}{\hat{\sigma}} \right) - \text{erf} \left( \frac{L_i - \hat{\mu}}{\hat{\sigma}} \right) \right] \quad \text{(C.2.17)}$$
If any interval \([L_i, U_i]\) is finite, \(-\infty < L_i < U_i < \infty\), then \(p(X_i | \hat{\mu}, \hat{\sigma}^2) \to 0\) as \(\hat{\mu} \to \pm \infty\) or \(\hat{\sigma}^2 \to \infty\). Since \(p(X_j | \hat{\mu}, \hat{\sigma}^2) \leq 1\) for all \(j\),

\[
p(X | \hat{\mu}, \hat{\sigma}^2) \leq p(X_i | \hat{\mu}, \hat{\sigma}^2)
\]  
(C.2.18)

and thus \(p(X | \hat{\mu}, \hat{\sigma}^2) \to 0\) as \(\hat{\mu} \to \pm \infty\) or \(\hat{\sigma}^2 \to \infty\). Since each iteration of PARML increases \(p(X | \hat{\mu}_k, \hat{\sigma}_k^2)\), if any interval \([L_i, U_i]\) is finite then both \(\hat{\mu}_k\) and \(\hat{\sigma}_k^2\) remain bounded, and the convergence theorems can be applied to show that the iteration must converge to the set of stationary points of the algorithm and critical points of the likelihood function. Conversely, if all intervals \([L_i, U_i]\) are infinite, with \(L_i = -\infty\) or \(U_i = \infty\) or both for all \(i\), then \(\hat{\sigma}_k^2 \to \infty\).

The proof that the MCEM algorithm converges follows by noting that:

\[
F(\hat{\mu}) = \min_{\hat{\mu}, \hat{\sigma}} H(\mu, \sigma, \hat{\mu}) = K - \log \left[ s^* p(X | \hat{\mu}, \hat{\sigma}) \right]
\]  
(C.2.19)

where: \(\hat{\mu}, \hat{\sigma} \to \min_{\mu, \sigma} H(\mu, \sigma, \hat{\mu})\)

The same reasoning used for PARMAP then shows that if any \(L_i\) and any \(U_j\) are finite, then \(s^* p(X | \mu, \sigma) \to 0\) as \(\mu \to \pm \infty\) or \(s \to 0\) (i.e. \(\sigma^2 \to \infty\)). Since each iteration of the Maximum Likelihood version of MCEM increases \(s^* p(X | \hat{\mu}_k, \hat{\sigma}_k)\), the parameter estimates must remain bounded if any \(L_i\) and any \(U_j\) are finite. MCEM thus converges to the set of stationary points of the algorithm and critical points of the cross-entropy and of \(s^* p(X | \mu, \sigma)\).

To prove that PSML converges, note that:

\[
\max_i p(x | \mu, \sigma) = \frac{K}{\left[ \sum_{i=1}^{N} (x_i - \mu)^2 \right]^{N/2}}
\]  
(C.2.20)

The PSML algorithm maximizes this function with respect to \(x\) and \(\mu\) on each step. Let \(L^+ = \max(L_i)\) and let \(i^+\) be the interval for which this maximum occurs. Also, let
\( U^- = \min(U_i) \) and let \( i^- \) be the interval in which this minimum occurs. For \( \mu > U^- \),

\[
\max_i p(x | \mu_i, s) \leq \frac{K}{|U^- - \mu|^N} \quad \text{(C.2.21)}
\]

and thus the density function drops to zero as \( \mu \to -\infty \). Similarly, for \( \mu < L^+ \):

\[
\max_i p(x | \mu_i, s) \leq \frac{K}{|L^+ - \mu|^N} \quad \text{(C.2.22)}
\]

and thus the density function drops to zero as \( \mu \to +\infty \). Since PSML must always increase the value of the function (C.2.20), \( \hat{\mu}_k \) must therefore remain bounded. This in turn implies that \( \hat{x}_{i,k} \) and \( \hat{s}^2 \) will also remain bounded. Our convergence theorems can then be applied to show that the algorithm is guaranteed to converge to the set of stationary points of the algorithm and critical points of the function (C.2.20). This function, however, is log concave and thus the only critical points are global maxima of the density.

If \( L^+ > U^- \), then we can also show that the global maximum of the density is unique and lies between \( U^- \) and \( L^+ \). If \( L^+ \leq U^- \), then every value \( \hat{\mu} \) between \( U^- \) and \( L^+ \) is a global maximum solution to the problem.

3. Gaussian Density - Known Variance

PARMAP

To prove that the PARMAP iteration converges when \( \sigma^2 \) is known, note that \( p(\mu) \to 0 \) as \( \mu \to \pm\infty \). Thus, since:

\[
0 < p(X, \mu) = p(X | \mu) p(\mu) \leq p(\mu) \quad \text{(C.3.1)}
\]

then \( p(X, \mu) \to 0 \) as \( \mu \to \pm\infty \) also. Since the PARMAP algorithm strictly increases \( p(X, \hat{\mu}_k) \) on each iteration, \( \hat{\mu}_k \) must be bounded above and below for all \( k \). By the reasoning in chapter 3, section 9.3, the PARMAP algorithm is therefore guaranteed to converge to the set of stationary points of the algorithm, and critical points of the den-
sity.

To prove that PARMAP has a unique critical point, note that \( p(x | \mu) \) is log concave, and \( X \) and \( \Phi \) are convex. Prékopa's theorem (see Appendix D) then guarantees that \( p(X | \mu) \) will also be log concave. Since \( p(\mu) \) is uniformly log concave for \( \epsilon > 0 \), the PARMAP likelihood function \( p(X, \mu) = p(X | \mu)p(\mu) \) must also be uniformly log concave. Theorem 2.10.4 then guarantees that \( p(X, \mu) \) has exactly one critical point, located at the unique global maximum. The iterative PARMAP algorithm must therefore converge to the unique global maximum solution to \( \max_{\mu} p(X, \mu) \).

It is also possible to analyze the convergence rate of the algorithm. Each iteration of the algorithm defines a mapping \( T_\mu \) from the sum of sample values to the parameter space, and a mapping \( T_x \) back again:

\[
T_x(\mu) = \sum_{i=1}^{N} E_{X_i} \left[ x_i \mid \mu \right] \\
T_\mu(\sum x_i) = \frac{1}{N + \epsilon} \sum x_i
\]

One iteration of the algorithm can be written as:

\[
\hat{\mu}_{k+1} = T_\mu \left( \sum_{i=1}^{N} \hat{x}_{i,k} \right) \\
\sum_{i=1}^{N} \hat{x}_{i,k+1} = T_x(\hat{\mu}_{k+1})
\]

Let \( \mu^\prime, \mu^\prime \) be any two parameter values. Since the functions \( T_\mu \) and \( T_x \) are continuously differentiable, there must exist an intermediate value \( \hat{\mu} = \lambda \mu^\prime + (1-\lambda)\mu^\prime \) for some \( 0<\lambda<1 \) such that:

\[
\left| T_\mu(T_x(\mu^\prime)) - T_\mu(T_x(\mu^\prime)) \right| \leq \left| \frac{\partial T_\mu(T_x(\hat{\mu}))}{\partial \mu} \right| \left| \mu^\prime - \mu^\prime \right|
\]

But:
\[
\frac{\partial T_\mu(T_x(\hat{\mu}))}{\partial \mu} = \frac{1}{N + \epsilon} \sum_{i=1}^{N} \frac{\partial}{\partial \mu} E_{X_i} \left[ x_i \mid \hat{\mu} \right] \\
= \frac{1}{N + \epsilon} \sum_{i=1}^{N} \frac{1}{\sigma^2} \text{Var}_{X_i} \left[ x_i \mid \hat{\mu} \right] 
\]  
(C.3.5)

Our argument in Appendix D, however, guarantees that:

\[
\text{Var}_{X_i} \left[ x_i \mid \hat{\mu} \right] \leq \sigma^2 
\]
(C.3.6)

with equality if and only if \( L_i = -\infty \) and \( U_i = +\infty \). Thus

\[
\left| T_\mu(T_x(\mu')) - T_\mu(T_x(\mu'')) \right| \leq \frac{N}{N + \epsilon} \left| \mu' - \mu'' \right| 
\]
(C.3.7)

Each iteration of PARMAP therefore defines a contraction mapping. By the Contraction Mapping theorem (see, for example, page 120 of Ortega and Rheinboldt [1]) the algorithm must therefore converge to the unique stationary point ("fixed point") of the algorithm. In particular, choosing \( \mu' = \hat{\mu}_k \) and \( \mu'' = \hat{\mu}_{k-1} \):

\[
\left| \hat{\mu}_{k+1} - \hat{\mu}_k \right| \leq \frac{N}{N + \epsilon} \left| \hat{\mu}_k - \hat{\mu}_{k-1} \right| 
\]
(C.3.8)

Note that this convergence rate \( \frac{N}{N + \epsilon} \) is extremely conservative; if any \( L_i \) is finite and any \( U_i \) is finite, then the supremum of \( \frac{\partial}{\partial \mu} T_\mu(T_x(\hat{\mu})) \) in (C.3.5) will be much smaller than \( \frac{N}{N + \epsilon} \).

**MCEM**

Since the MCEM algorithm is identical in this case to PARMAP, geometric convergence to the unique solution of MCEM is guaranteed by the fact that each iteration is a contraction mapping (C.3.8). Yet another way to see the same result is to note that:

\[
F(\hat{\hat{\mu}}_k) = \min_{q_x} H(q_x, \hat{q}_k) = K - \log p(X, \hat{\mu}_k) 
\]
(C.3.9)
Thus minimizing cross-entropy is exactly equivalent in this case to maximizing the PARMAP density $p(X, \mu)$.

**SIGMAP**

The SIGMAP likelihood function is:

$$p(x, \Phi) = \int_\Phi p(x, \mu) \, d\mu = K \exp \left[ -\frac{1}{2\sigma^2} x^T \Sigma^{-1} x \right] \tag{C.3.10}$$

where: $\Sigma^{-1} = I - \frac{1}{N+\epsilon} \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix} (1 \cdots 1)$

Since $\Sigma^{-1}$ is positive definite, $p(x, \Phi) > 0$ as any component $x_i \geq -\alpha$. Thus, since the SIGMAP algorithm always increases the likelihood $p(\hat{x}_k, \Phi)$, the estimate $\hat{x}_k$ must be bounded for all $k$. By the argument in chapter 3, section 9.3, the estimate must converge to the set of stationary points of the algorithm, and critical points of $p(x, \Phi)$.

Since $\Sigma^{-1} > 0$, however, $p(x, \Phi)$ is uniformly log concave, and thus must have a unique global maximum and critical point. The SIGMAP algorithm therefore converges to the unique global maximum of $p(x, \Phi)$.

**PSMAP**

Since the PSMAP algorithm is identical to the SIGMAP algorithm in this problem, the above proof is sufficient to show that PSMAP must have only one global maximum to which the algorithm converges. Another way to prove the same result is to note that in this problem:

$$p(x, \Phi) = K \max_{\mu} p(x, \mu) \tag{C.3.11}$$

for some constant $K$. Thus SIGMAP and PSMAP must give exactly the same estimates.
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Appendix D

Projection Operators Onto Convex Subsets

In this Appendix we will prove that the projection operator onto a convex (possibly infinite dimensional) set $Y$ is a non-expansive and continuous mapping. We will also prove that the distance $d(x,Y)$ from a point $x$ to a closed set $Y$ is a continuous function. If the set $Y$ is convex, then we will show that the distance function is also a convex function.

Let $H$ be any (possibly infinite dimensional) inner product vector space (Hilbert space) with inner product $\langle x, y \rangle$, and let $\|x\|$ be the corresponding norm:

$$\|x\| = \sqrt{\langle x, x \rangle} \quad (D.1)$$

Let $Y$ be a closed and non-empty subset of $H$. Then we will define the projection operator $K()$ as the function which maps each element $x \in H$ to the nearest possible element $y = K(x)$ in $Y$:

$$K(x) = \min_{y \in Y} ||x - y||^2 \quad (D.2)$$

We'll start with the following projection theorem:

**Theorem D.1** [Luenberger [1] p. 69] Let $x$ be a vector in $H$, and let $Y$ be a closed, non-empty and convex subset of $H$. Then there is a unique vector $\hat{y} \in Y$ such that:

$$||x - \hat{y}|| \leq ||x - y|| \quad \text{for all } y \in Y \quad (D.3)$$

Furthermore, a necessary and sufficient condition that $\hat{y}$ be the unique minimizing vector is that:

$$\langle x - \hat{y}, y - \hat{y} \rangle \leq 0 \quad \text{for all } y \in Y \quad (D.4)$$
With this theorem we can then prove:

**Theorem D.2** If $Y \subseteq H$ is a closed, non-empty and convex set, then the projection operator $K():H \rightarrow Y$ is a non-expansive and uniformly continuous mapping:

$$
\|K(x_1) - K(x_2)\| \leq \|x_1 - x_2\| \quad \text{for all } x_1, x_2 \in H
$$  \hspace{1cm} (D.5)

**Proof:** Let $y_1 = K(x_1)$ and $y_2 = K(x_2)$. Because the norm is defined in terms of an inner product:

$$
0 \leq \| (x_1 - x_2) - (y_1 - y_2) \|^2 = \|x_1 - x_2\|^2 + \|y_1 - y_2\|^2 - 2\langle x_1 - x_2, y_1 - y_2 \rangle
$$ \hspace{1cm} (D.6)

But from theorem D.1:

$$
\langle x_1 - x_1, y_2 - y_1 \rangle \leq 0
$$ \hspace{1cm} (D.7)

$$
\langle x_2 - x_2, y_1 - y_2 \rangle \leq 0
$$ \hspace{1cm} (D.7)

Subtracting these yields:

$$
\langle (x_1 - x_2) - (y_1 - y_2), y_1 - y_2 \rangle \geq 0
$$ \hspace{1cm} (D.8)

or:

$$
\langle x_1 - x_2, y_1 - y_2 \rangle \geq \|y_1 - y_2\|^2
$$ \hspace{1cm} (D.9)

Thus, by combining (D.9) and (D.6):

$$
\|x_1 - x_2\|^2 \geq 2 \langle x_1 - x_2, y_1 - y_2 \rangle - \|y_1 - y_2\|^2 
$$

$$
\geq \|y_1 - y_2\|^2
$$

$$
= \|K(x_1) - K(x_2)\|^2
$$ \hspace{1cm} (D.10)

Uniform continuity of $K()$ follows immediately, since as $x_2 \rightarrow x_1$, equation (D.10) implies that $K(x_2) \rightarrow K(x_1)$.

**Theorem D.3** Let $Y$ be a closed and non-empty set (not necessarily convex.) Then the distance function:
\[ d(x, Y) = \min_{x \in Y} ||y - x||^2 \] (D.11)

is uniformly continuous.

**Proof:** Let \(x_1, x_2 \in H\), and let \(y_1, y_2 \in Y\) be their corresponding projections onto \(Y\). By the triangle rule:

\[ ||x_2 - x_1||^2 + ||x_1 - y_1||^2 \geq ||(x_2 - x_1) + (x_1 - y_1)||^2 \]
\[ = ||x_2 - y_1||^2 \] (D.12)

But since \(y_2\) is the projection of \(x_2\) onto \(Y\):

\[ ||x_2 - y_2||^2 \geq ||x_2 - y_1||^2 \] (D.13)

Thus combining these:

\[ ||x_2 - x_1||^2 \geq ||x_2 - y_2||^2 - ||x_1 - y_1||^2 \]
\[ = d^2(x_2, Y) - d^2(x_1, Y) \] (D.14)

Similarly:

\[ ||x_1 - x_2||^2 + ||x_2 - y_2||^2 \geq ||x_1 - y_2||^2 \geq ||x_1 - y_1||^2 \] (D.15)

and thus:

\[ ||x_1 - x_2||^2 \geq d^2(x_1, Y) - d^2(x_2, Y) \] (D.16)

Combining (D.16) and (D.14):

\[ |d^2(x_1, Y) - d^2(x_2, Y)| \leq ||x_1 - x_2||^2 \] (D.17)

Thus as \(x_1 - x_2\), \(d(x_1, Y) - d(x_2, Y)\) and the distance function is uniformly continuous.

**Theorem D.4** Let \(Y \subseteq H\) be closed, non-empty and also convex. Then the distance function:

\[ d(x, Y) = \min_{x \in Y} ||y - x||^2 \] (D.18)
is a convex and uniformly continuous function of $x$.

Proof: Choose any $x_1, x_2 \in H$, and define $y_1, y_2$ as their projection onto $Y$:

$$y_1 = K(x_1) \quad \text{and} \quad y_2 = K(x_2)$$  \hspace{1cm} (D.19)

Because $Y$ is convex, the point $\lambda y_1 + (1-\lambda)y_2$ is an element of $Y$ for any $0 \leq \lambda \leq 1$. Then because the norm is a convex function:

$$d(\lambda x_1 + (1-\lambda)x_2, Y) = \min_{x \in Y} \left\| x - (\lambda x_1 + (1-\lambda)x_2) \right\|$$

$$\leq \left\| (\lambda y_1 + (1-\lambda)y_2) - (\lambda x_1 + (1-\lambda)x_2) \right\|$$

$$\leq \lambda \|y_1 - x_1\| + (1-\lambda)\|y_2 - x_2\|$$

$$= \lambda d(x_1, Y) + (1-\lambda)d(x_2, Y)$$  \hspace{1cm} (D.20)

and thus $d(x, Y)$ is convex. Uniform continuity follows from Theorem D.3.
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Appendix E

Log Concave Functions

Conditional Expectations as Non-expansive Mappings

In this Appendix we will summarize some theorems on log concave functions which were developed by Davidovic, et al [1] Prekopa, [2, 3] and others, [4, 5, 6] and show how these theorems can be used to analyze the convergence of MCEM and PARMAP-like algorithms such as XMAP and YMAP in chapter 5. We also present some conjectures about upper bounds on the variance of log concave densities and convexity of the cross-entropy; we used to call these "theorems" until we discovered some minor technical flaws in the proofs. Lack of time prevented us from fixing these, though we believe the results are correct.

A function $f()$ defined on $\mathbb{R}^N$ is said to be logarithmic concave if it is non-negative and if for every pair of vectors $\mathbf{x}_1, \mathbf{x}_2 \in \mathbb{R}^N$:

$$f(\lambda \mathbf{x}_1 + (1-\lambda) \mathbf{x}_2) \geq f(\mathbf{x}_1)^{\lambda} f(\mathbf{x}_2)^{1-\lambda} \quad \text{for all } 0 < \lambda < 1$$  \hspace{1cm} (E.1)

Strict and uniform log concavity can be defined in much the same way as for concave functions. If the function $f()$ is logarithmic concave in $\mathbb{R}^N$, then it can be written as $f(\mathbf{x}) = e^{Q(\mathbf{x})}$ where $Q(\mathbf{x})$ is concave in the entire space and the value $-\infty$ is also allowed for the function $Q(\mathbf{x})$. The set $\{ \mathbf{x} \mid f(\mathbf{x}) > 0 \}$ is convex, and $f()$ is continuous in the interior of the set. Many probability densities are log concave. For example, the Gaussian density

$$N(\mathbf{m}, \mathbf{V}) = \frac{1}{|2\pi \mathbf{V}|^{\frac{n}{2}}} \exp \left\{ -\frac{1}{4}(\mathbf{x} - \mathbf{m})^T \mathbf{V}^{-1}(\mathbf{x} - \mathbf{m}) \right\}$$  \hspace{1cm} (E.2)

with $\mathbf{V} > 0$ is log concave, as is the Wishart density, the multivariate beta density, the
Dirichlet distribution (see Prekopa), the gamma distribution (see Davidovic) and many others.

Log concave functions have a variety of interesting properties. The following have been proved in the literature:

1) Let $f(x), g(x)$ be log concave in $\mathbb{R}^N$. Then:
   a) The product $f(x)g(x)$ is log concave in $x \in \mathbb{R}^N$.
   b) The convolution $h(x) = \int f(x)g(x-x)\,dx$ is log concave in $x \in \mathbb{R}^N$ (see Davidovic, Prekopa).

2) [Prekopa's theorem] Let $f(x, y)$ be a function of $N+M$ variables when $x \in \mathbb{R}^N, y \in \mathbb{R}^M$. Suppose $f()$ is log concave in $\mathbb{R}^{N+M}$. Let $K$ be a convex subset of $\mathbb{R}^N$. Then the function of $y$ defined by:

$$h(y) = \int_{K} f(x, y)\,dx$$

is log concave for all $y \in \mathbb{R}^M$.

The following is not as well known, though it is easy to prove:

3) Let $f(x, y)$ be a log concave function of $N+M$ variables as in (2) above, and let $K$ be a convex subset of $\mathbb{R}^N$. Then the function of $x$ defined by:

$$h(x) = \sup_{y \in K} f(x, y)$$

is log concave for all $x \in \mathbb{R}^N$.

**Proof of Property 3:**

Let $x_1, x_2 \in \mathbb{R}^N$, and let $y_i = \sup_{y \in K} f(x_i, y)$ for $i = 1, 2$. Define $(\tilde{x}, \tilde{y})$ to be any point on the line connecting $(x_1, y_1)$ and $(x_2, y_2)$:
\[(\hat{x}, \hat{y}) = \lambda (x_1, y_2) + (1-\lambda)(x_2, y_2) \]  
(E.3)

Then:

\[ h(\hat{x}) = \sup_{\hat{y} \in \mathcal{K}} f(\hat{x}, \hat{y}) \]
\[ \geq f(\hat{x}, \hat{y}) \]
\[ \geq f(x_1, y_1) + f(x_2, y_2) \]  
\[ = h(x_1) + h(x_2) \]  
(E.4)

and so \( h(\hat{x}) \) is log concave also. In fact, if \( f() \) is strictly or uniformly log concave, then \( h(\hat{x}) \) will also be strictly or uniformly concave, respectively. \( \square \)

Property (2) immediately implies, for example, that if our system model probability density \( p(x | \Phi) \) is log concave in \( x, \Phi \) and the constraint sets \( X, \Phi \) are convex, then the probability density

\[ p(X | \Phi) = \int_X p(x | \Phi) \, dx \]  
(E.5)

will also be log concave in \( \Phi \in \Phi \).

An interesting theorem closely related to these properties of log concave functions concerns the behavior of the mean of a truncated Gaussian as we move the center of the density. (See Kanter and Proppe [7] for a more complete discussion.) We first show that:

**Theorem E.1:** Let \( \mathbf{x} \) be a Gaussian variable with density \( N(\mathbf{m}, \mathbf{V}) \). Then if \( \mathbf{x} \) is restricted to lie within a convex set \( \mathbf{X} \subseteq \mathbb{R}^N \), its constrained variance must be smaller than the unconstrained variance \( \mathbf{V} \):

\[ \text{Var}_{\mathbf{X}} \left[ \mathbf{x} \mid \mathbf{m} \right] \leq \mathbf{V} \]  
(E.6)
where:

$$\text{Var}_X \left[ x \mid m \right] = \frac{\int (x - \hat{x})(x - \hat{x})^T p(x \mid m) \, dx}{\int p(x \mid m) \, dx}$$ \hspace{1cm} (E.7)

$$\hat{x} = E_X \left[ x \mid m \right] = \frac{\int x p(x \mid m) \, dx}{\int p(x \mid m) \, dx}$$ \hspace{1cm} (E.8)

**Proof:** The Gaussian density $p(x \mid m)$ is log concave. Therefore, by property 2 above, if $X$ is convex, the the marginal density:

$$p(X \mid m) = \int p(x \mid m) \, dx$$ \hspace{1cm} (E.9)

is also log concave in $m$. Because this density is twice differentiable in $m$, the second derivative of $\log p(X \mid m)$ must therefore be negative semidefinite:

$$0 \geq \frac{\partial^2}{\partial m^2} \log p(X \mid m)$$ \hspace{1cm} (E.10)

Calculating this derivative gives:

$$0 \geq V^{-1}\text{Var}_X [x \mid m] V^{-1} - V^{-1}$$ \hspace{1cm} (E.11)

Multiplying both sides of (E.11) on the left and the right by $V$ gives the desired result.

Next we show that:

**Theorem E.2:** Let $x$ be a Gaussian variable with density $N(m, V)$, and let $X$ be a convex subset of $\mathbb{R}^N$. Then the conditional expectation mapping $K_x : \mathbb{R}^N \to \mathbb{R}^N$ defined by:
\[ K_x(m) = E_X[x | m] = \frac{\int x p(x | m) \, dx}{\int p(x | m) \, dx} \]  

(E.12)

is a non-expansive and uniformly continuous mapping under the norm \( \| \cdot \|_V \):

\[ \| K_x(m_1) - K_x(m_2) \|_V \leq \| m_1 - m_2 \|_V \]  

(E.13)

**Proof:** Note that \( K_x(m) \) is continuously differentiable in \( m \). Therefore, by the mean value theorem (see, for example, [8] chapters 1,3), there exists an \( \bar{m} = \lambda m_1 + (1 - \lambda) m_2 \) on the line connecting \( m_1 \) and \( m_2 \) such that:

\[ \left\| K_x(m_1) - K_x(m_2) \right\|_V^2 = \left\| \frac{d}{dm} K_x(\bar{m}) \right\|_V^2 \left\| m_1 - m_2 \right\|_V^2 \]  

(E.14)

We now prove that \( \left\| \frac{d}{dm} K_x(\bar{m}) \right\|_V \leq 1 \) for all \( \bar{m} \in \mathbb{R}^N \), which will be sufficient to prove (E.13). Substituting the Gaussian probability density into the formula for \( K_x() \) in (E.12) and differentiating with respect to \( m \) gives:

\[ \frac{d}{dm} K_x(m) = \text{Var}_X[x | m] \, V^{-1} \]  

(E.15)

Let \( V^{1/2} \) be any "square root" of \( V \) and let \( V^{T/2} \) be its transpose, \( V^{1/2} V^{T/2} = V \). Then:

\[ \left\| \frac{d}{dm} K_x(m) \right\|_V^2 = \max_{x \neq 0} \frac{x^T V^{-1} \text{Var}_X[x | m] V^{-1} \text{Var}_X[x | m] V^{-1} x}{x^T V^{-1} x} = \max_{\mu \neq 0} \frac{\mu^T (V^{-1/2} \text{Var}_X[x | m] V^{-1/2})^2 \mu}{\mu^T \mu} \]  

(E.16)

where: \( \mu = V^{-1/2} x \)

But multiplying (E.6) on the left and right by \( V^{-1/2} \) and \( V^{-T/2} \) respectively gives:

\[ V^{-T/2} \text{Var}_X[x | m] V^{-1/2} \leq I \]  

(E.17)
so that all eigenvalues of this positive semi-definite matrix on the left must be less than 1. The same must hold for the matrix squared, which implies in (E.16) that:

\[ \left\| \frac{d}{d\bar{m}} K_x(\bar{m}) \right\|^2 \leq 1 \quad \text{for all } \bar{m} \in \mathbb{R}^N \]  

(E.18)

Combining this with (E.14) proves that the conditional expectation operator is non-expansive. It is also easy to show from (E.14) that it is uniformly continuous. □

This last theorem implies that if \( X \) and \( Y \) are convex, then our MCEM, XMAP, and YMAP algorithms in chapter 5 satisfy:

\[ \left\| E_Y[y | Bx_1] - E_Y[y | Bx_2] \right\|_\mathbb{R} \leq \left\| Bx_1 - Bx_2 \right\|_\mathbb{R} \]  

(E.19)

\[ \left\| E_X[x | Hy_1] - E_X[x | Hy_2] \right\|_\mathbb{V} \leq \left\| Hy_1 - Hy_2 \right\|_\mathbb{V} \]

Thus the conditional expectation operators on convex sets resemble projection operators on convex sets in that they are both non-expansive mappings. We therefore should expect that since our four iterative signal reconstruction algorithms differ only in the substitution of conditional expectations for projection operators, that all four iterative algorithms will have similar convergence characteristics.

The following results are stated as conjectures because at the last minute we found some technical problems with their proofs. Nevertheless, we believe these to be true, though some additional technical conditions on the existence of certain integrals may have to be added.
Conjecture E.1 Suppose \( p(x) \) has a continuous second derivative and that it is log concave on a closed, convex set \( X \). Then for all vectors \( y \):

\[
y^T \text{Cov}_X [x] y \leq \inf_{M \in \Psi} y^T M y
\]

(E.20)

where \( \Psi \) is the set of symmetric positive definite matrices \( M \) defined by:

\[
\Psi = \left\{ M \mid M = M^T \text{ and } M \preceq \left[ \frac{\partial^2}{\partial x^2} \log p(x) \right]^{-1} \text{ for all } x \in X \right\}
\]

(E.21)

Conjecture E.2 Suppose that \( p(x, \phi) \) is a "natural" exponential family of densities:

\[
p(x, \phi) = g(x) h(\phi) \exp \left[ \phi^T T(x) \right]
\]

which is also strictly log concave on a convex and closed domain \( X \times \Phi \). Then the cross-entropy expression \( H(\tau, \mu) \) given in chapter 3 is positive definite everywhere:

\[
\frac{\partial^2 H(\tau, \mu)}{\partial (\tau, \mu)^2} = \begin{pmatrix} R_{\tau}^{-1} & -I \\ -I & R_{\mu}^{-1} \end{pmatrix} > 0
\]

(E.23)

and thus \( H(\tau, \mu) \) is strictly convex. \( \square \)
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Appendix F

Convergence Rate of Signal Reconstruction Algorithms in Chapter 5

In this Appendix we will prove that when the constraint sets $X$, $Y$ are convex, then the iterative algorithms of chapter 5 are guaranteed to converge to the unique global maximum solution at a geometric rate. We will also derive an upper bound for this convergence rate. Let us define the operators $K_x()$ and $K_y()$ which map the signal and output space onto the constraint sets $X$ and $Y$ by either a projection operation or a conditional expectation operation:

$$K_x(H_x) = \begin{cases} 
\min_{x \in X} \| x - H_x \|_Y^2 & \text{for XMAP, XYMAP} \\
E_x[x | H_x] & \text{for MCEM, YMAP}
\end{cases} \quad (F.1a)$$

$$K_y(B_x) = \begin{cases} 
\min_{y \in Y} \| y - B_x \|_X^2 & \text{for YMAP, XYMAP} \\
E_y[y | B_x] & \text{for MCEM, XMAP}
\end{cases} \quad (F.1b)$$

where the conditional expectation operator $E_x[x | H_x]$ finds the mean of a Gaussian density $N(H_x, V)$ truncated to the set $X$, and the conditional expectation operator $E_y[y | B_x]$ finds the mean of a Gaussian density $N(B_x, R)$ truncated to the set $Y$. With this notation, all four of our algorithms can be written in the form:

$$\hat{x}_{k+1} = K_x(H_{\hat{x}_{k}})$$
$$\hat{y}_{k+1} = K_y(B_{\hat{x}_{k+1}}) \quad (F.2)$$

Because the constraint sets are convex, theorem D.2 in Appendix D guarantees that the projection operators (F.1a) and (F.1c) are non-expansive mappings. Theorem E.3 in Appendix E similarly guarantees that conditional expectation operators (F.1b) and (F.1d) are non-expansive mappings. Thus for any of our four iterative algorithms, if
$x_1,x_2$ are any elements of $X$ and $y_1,y_2$ are any elements of $Y$, then:

$$\|K_x(x_1) - K_x(x_2)\|_V \leq \|x_1 - x_2\|_V \quad (F.3)$$

$$\|K_y(y_1) - K_y(y_2)\|_R \leq \|y_1 - y_2\|_R \quad (F.4)$$

We will now use these expressions to show that a single pass of any of our four iterative algorithms defines a contraction mapping on the constraint sets. This result will immediately lead to an upper bound on the convergence rate of the algorithms.

First some preliminary mathematics. Define the spectral radius matrix norm $\|\cdot\|_V$ by:

$$\|T\|_V = \max_{x \neq 0} \frac{\|Tx\|_V}{\|x\|_V} = \max_{x \neq 0} \frac{x^T T V^{-1}Tx}{x^T V^{-1}x} \quad (F.5)$$

Clearly:

$$\|Tx\|_V \leq \|T\|_V \|x\|_V \quad \text{for all } x \quad (F.6)$$

The spectral radius norm $\|T\|_R$ can be defined similarly. We will also need to factor $V$ and $R$; because $V$ and $R$ are both positive definite and symmetric matrices, it is possible to find matrices $V^{1/2}$ and $R^{1/2}$ such that:

$$V = V^{1/2} V^{T/2} \quad \text{and} \quad R = R^{1/2} R^{T/2} \quad (F.7)$$

where the notation $V^{T/2}$ represents the transpose of $V^{1/2}$. We will also use $V^{-1/2}$ and $V^{-T/2}$ to represent the inverses of $V^{1/2}$ and $V^{T/2}$.

On to the derivation. Let $y_1, y_2$ be any two elements in $Y$. Starting at $x_i$, our iterative signal reconstruction algorithms will calculate a new signal estimate of $x_i = K_x(H y_i)$ for $i=1,2$. Using the non-expansive mapping property of $K_x()$ in (F.3), using the definition of the norms $\|\cdot\|_V$ and $\|\cdot\|_R$, and using the factorizations (F.7) gives:
\[ ||x_1 - x_2||_V^2 = ||K_x(Hy_1) - K_x(Hy_2)||_V^2 \]
\[ \leq ||H_{y_1} - H_{y_2}||_V^2 \]
\[ = (y_1 - y_2)^THTV^{-1}H(y_1 - y_2) \]
\[ \leq \left\{ \max_{\alpha \in \mathcal{Q}} \frac{y^THy}{\alpha^TR^{-1}y} \right\} (y_1 - y_2)^TR^{-1}(y_1 - y_2) \]
\[ = \left\{ \max_{\alpha \in \mathcal{Q}} \frac{y^TR^{-1}BV_yTR^{-1}y}{\alpha^TR^{-1}y} \right\} ||y_1 - y_2||_R^2 \]
\[ = \left\{ \max_{\alpha \in \mathcal{Q}} \frac{y^T[R^{-1} - [BA^{-1}QA^{-T}B^T + R]^{-1}]}{\alpha^TR^{-1}y} \right\} ||y_1 - y_2||_R^2 \]
\[ = \max_{\alpha \in \mathcal{Q}} \left\{ 1 - \frac{\alpha^T[R^{-1/2}BA^{-1}QA^{-T}B^T R^{-1/2} + I]^{-1}}{\alpha^TR} \right\} ||y_1 - y_2||_R^2 \]
\[ \text{where: } \alpha = R^{-1/2}y \]
\[ = \max_{\alpha \in \mathcal{Q}} \left\{ 1 - \frac{\alpha^T[R^{-1/2}BA^{-1}QA^{-T}B^T R^{-1/2} + I]^{-1}}{\alpha^TR} \right\} ||y_1 - y_2||_R^2 \]
\[ = \max_{\alpha \in \mathcal{Q}} \left\{ 1 - \frac{y^TRy}{y^T[BA^{-1}QA^{-T}B^T + R]y} \right\} ||y_1 - y_2||_R^2 \]
\[ \text{where: } \alpha = R^{1/2}\alpha \]
\[ = \frac{\mu_{\text{max}}}{\mu_{\text{max}} + 1} ||y_1 - y_2||_R^2 \]  \[ (F.8) \]
\[ \text{where } \mu_{\text{max}} = \max_{\alpha \in \mathcal{Q}} \frac{\alpha^TBA^{-1}QA^{-T}B^T \alpha}{\alpha^TR_\alpha} \]
Similarly, let \( x_1, x_2 \) be any two elements in \( X \), and let \( y_1, y_2 \) be the corresponding output estimates generated by our iterative algorithm, \( x_i = K_y(\beta x_i) \). Using the non-expansive mapping property of \( K_y() \) in (F.8):

\[
\begin{align*}
\| y_1 - y_2 \|_R^2 &= \| K_y(Bx_1) - K_y(Bx_2) \|_R^2 \\
&\leq \| Bx_1 - Bx_2 \|_R^2 \\
&= (x_1 - x_2)^T B^T R^{-1} B (x_1 - x_2) \\
&\leq \left( \max_{x \neq 0} \frac{y^T B^T R^{-1} B y}{y^T V^{-1} y} \right) (x_1 - x_2)^T V^{-1} (x_1 - x_2) \\
&= \left( \max_{x \neq 0} \frac{y^T B^T R^{-1} B y}{y^T B^T R^{-1} B y + y^T A^T Q^{-1} A y} \right) \| x_1 - x_2 \|_V^2 \\
&= \frac{\lambda_{\text{max}}}{\lambda_{\text{max}}+1} \| x_1 - x_2 \|_V^2 \quad \text{(F.9)}
\end{align*}
\]

where \( \lambda_{\text{max}} = \max_{x \neq 0} \frac{y^T B^T R^{-1} B y}{y^T A^T Q^{-1} A y} \)

To summarize:

\[
\begin{align*}
\| K_x(Hx_1) - K_x(Hx_2) \|_V &\leq v_x \| x_1 - x_2 \|_R \quad \text{(F.10)} \\
\| K_y(Bx_1) - K_y(Bx_2) \|_R &\leq v_y \| x_1 - x_2 \|_V \quad \text{(F.11)}
\end{align*}
\]

where:

\[
\begin{align*}
v_x &= \left( \frac{\mu_{\text{max}}}{\mu_{\text{max}}+1} \right)^{1/2} < 1 \\
v_y &= \left( \frac{\lambda_{\text{max}}}{\lambda_{\text{max}}+1} \right)^{1/2} < 1
\end{align*}
\]

Let \( x_1, y_1 \) be the estimates \( \hat{x}_k \) and \( \hat{y}_{k-1} \), and let \( x_2, y_2 \) be the estimates \( \hat{x}_{k+1}, \hat{y}_k \). Substituting these values into (F.10) and (F.11) and using (F.2), these equations take the form:

\[
\begin{align*}
\| \hat{x}_{k+1} - \hat{x}_k \|_V &\leq v_x \| \hat{y}_k - \hat{y}_{k-1} \|_R \\
\| \hat{y}_{k+1} - \hat{y}_k \|_R &\leq v_y \| \hat{x}_{k+1} - \hat{x}_k \|_V \quad \text{(F.12)}
\end{align*}
\]

Since \( v_x, v_y < 1 \), the distance between successive estimates drops at least at a geometric
rate. To show that these relationships guarantee convergence, let $L$ be a (large) number and let $n, m$ be any integers such that $n \geq m \geq L$. Then:

$$
\| \hat{y}_n - \hat{y}_m \|_R \leq \sum_{k=m}^{n-1} \| \hat{y}_{k+1} - \hat{y}_k \|_R \\
\leq \sum_{k=m}^{n-1} (v_x v_y)^k \| \hat{y}_1 - \hat{y}_0 \|_R \\
\leq \frac{(v_x v_y)^L}{1 - v_x v_y} \| \hat{y}_1 - \hat{y}_0 \|_R \quad \text{(F.13)}
$$

By choosing $L$ sufficiently large, we can therefore make $\| \hat{y}_n - \hat{y}_m \|_R$ arbitrarily small for all $n, m \geq L$. The sequence $\hat{y}_n$ is therefore a Cauchy sequence, and must converge to a unique limit $\hat{y}_n \rightarrow x_*$ as $n \rightarrow \infty$. Similarly, we can show that $\hat{x}_n \rightarrow x_*$ as $n \rightarrow \infty$. Let $\hat{x}_1, \hat{y}_1$ be the estimates $\hat{x}_{k+1}, \hat{y}_k$, and let $x_2, y_2$ be the global maximum solution $x_*, y_*$. Then since the global maximum must be a stationary point of the algorithm, $x_* = K_x (Hx_*)$ and $y_* = K_y (Bx_*)$, and equations (F.10) and (F.11) guarantee that:

$$
\| \hat{y}_{k+1} - y_* \|_R \leq v_y \| \hat{x}_{k+1} - x_* \|_V \leq v_y v_x \| \hat{y}_k - y_* \| \quad \text{(F.14)}
$$

Thus the estimates converge to this unique limit point at the geometric rate $v_x v_y$.

Finally, note that this convergence proof holds even if $x$ and $y$ are vectors in an infinite dimensional Hilbert space, provided only that $v_x, v_y < 1$.

Linear Variety Constraint Sets

When the constraint sets $X$ and $Y$ are linear varieties, the operators $K_x ()$ and $K_y ()$ become simple projection matrices $P_x$ and $P_y$. In this case, somewhat tighter convergence bounds can be derived by exactly the same reasoning used above:

$$
v_x = \| R^{1/2} V^{-1/2} P_x H P_y \|_R \leq \left( \frac{\mu_{\text{max}}}{\mu_{\text{max}} + 1} \right)^{1/2} \quad \text{(F.15)}
$$

$$
v_y = \| V^{1/2} R^{-1/2} P_y B P_x \|_V \leq \left( \frac{\lambda_{\text{max}}}{\lambda_{\text{max}} + 1} \right)^{1/2}
$$
Also it is easy to show that:

\[
\| P_x H \|_V \leq v_x v_y
\]

\[
\| P_y B P_x H \|_R \leq v_x v_y
\]  

\[(F.16)\]

The proof that the dual algorithm also defines a contraction mapping on each step looks quite similar to the proof above. Let \( \rho_{x1}, \rho_{x2} \) be any arbitrary signal multiplier values, and let \( \rho_{y1}, \rho_{y2} \) be the corresponding output multiplier estimates, \( \rho_{y1} = -Q_y B \rho_{x1} + \bar{\rho}_y \). Let \( V_y = B A^{-1} Q A^{-T} B^T + R \) and \( V_x = A^{-1} Q A^{-T} \). Then:

\[
\| \rho_{y1} - \rho_{y2} \|_{V_y}^2 = \| O_y B (\rho_{x1} - \rho_{x2}) \|_{V_y}^2
\]

\[
\leq \left\| B (\rho_{x1} - \rho_{x2}) \right\|_{V_y}^2
\]

\[
= \left\{ \max_{z \geq 0} \frac{y^T B^T y}{y^T V_x^{-1} y} \right\} (\rho_{x1} - \rho_{x2})^T V_x^{-1} (\rho_{x1} - \rho_{x2})
\]

\[
= \left\{ \max_{z \geq 0} \frac{y^T B^T \left[ R^{-1} - R^{-1} B V B^T R^{-1} \right] B y}{y^T V_x^{-1} y} \right\} \| \rho_{x1} - \rho_{x2} \|_{V_x}^2
\]

\[
= \left\{ \max_{z \geq 0} \frac{y^T \left[ V_x^{-1} - V_x^{-1} V V_x^{-1} \right] y}{y^T V_x^{-1} y} \right\} \| \rho_{x1} - \rho_{x2} \|_{V_x}^2
\]

\[
= \left\{ \max_{z \geq 0} \frac{y^T [V_x - V] y}{y^T V_x y} \right\} \| \rho_{x1} - \rho_{x2} \|_{V_x}^2
\]

\[
= \max_{z \geq 0} \left\{ 1 - \frac{y^T V_x^{-1/2} V V_x^{-1/2} y}{y^T y} \right\} \| \rho_{x1} - \rho_{x2} \|_{V_x}^2
\]

\[
= \max_{z \geq 0} \left\{ 1 - \frac{y^T y}{y^T \left( V_x^{-1/2} V V_x^{-1/2} \right)^{-1} y} \right\} \| \rho_{x1} - \rho_{x2} \|_{V_x}^2
\]

\[
= \max_{z \geq 0} \left\{ 1 - \frac{y^T V_x^{-1} y}{y^T V_x^{-1} y} \right\} \| \rho_{x1} - \rho_{x2} \|_{V_x}^2
\]
\[
\begin{align*}
&= \left\{ \max_{x \neq 0} \frac{y^T B^T (R^{-1} B y)}{y^T [B^T R^{-1} B + A^T Q^{-1} A] y} \right\} \|\rho_{s_1} - \rho_{s_2}\|_{\tilde{V}_y}^2 \\
&= \frac{\lambda_{\text{max}}}{\lambda_{\text{max}} + 1} \|\rho_{s_1} - \rho_{s_2}\|_{\tilde{V}_y}^2
\end{align*}
\]

where this is the same convergence rate constant as in the primal algorithm (F.9).

Similarly, let \(\rho_{z_1}, \rho_{z_2}\) be any arbitrary output multipliers, and let \(\rho_{s_1}, \rho_{s_2}\) be the corresponding signal multiplier estimates, \(\rho_{s_i} = -Q_x H_{\rho_y} + \bar{\rho}_x\). Then:

\[
\begin{align*}
\|\rho_{s_1} - \rho_{s_2}\|_{\tilde{V}_y}^2 &= \|Q_x H (\rho_{z_1} - \rho_{z_2})\|_{\tilde{V}_y}^2 \\
&\leq \|H (\rho_{z_1} - \rho_{z_2})\|_{\tilde{V}_y}^2 \\
&= (\rho_{z_1} - \rho_{z_2})^T H^T V_x^{-1} H (\rho_{z_1} - \rho_{z_2}) \\
&\leq \left\{ \max_{x \neq 0} \frac{x^T H^T V_x^{-1} H x}{x^T V_y^{-1} x} \right\} (\rho_{z_1} - \rho_{z_2})^T V_y^{-1} (\rho_{z_1} - \rho_{z_2}) \\
&= \left\{ \max_{x \neq 0} \frac{x^T R^{-1} V_x V_y^{-1} V_y R^{-1} x}{x^T V_y^{-1} x} \right\} \|\rho_{z_1} - \rho_{z_2}\|_{\tilde{V}_y}^2 \\
&= \left\{ \max_{x \neq 0} \frac{y^T \left[ (R^{-1} V_y^2 - (R^{-1} V_y^2) R (R^{-1} V_y^2) \right] x}{y^T V_y^{-1} x} \right\} \|\rho_{z_1} - \rho_{z_2}\|_{\tilde{V}_y}^2 \\
&= \left\{ \max_{x \neq 0} \frac{y^T [V_y - R] x}{y^T V_y x} \right\} \|\rho_{z_1} - \rho_{z_2}\|_{\tilde{V}_y}^2 \\
&= \frac{\mu_{\text{max}}}{\mu_{\text{max}} + 1} \|\rho_{z_1} - \rho_{z_2}\|_{\tilde{V}_y}^2
\end{align*}
\]

(F.18)
where this is the same convergence rate constant as in the primal algorithm (F.8).

These relationships imply:

\[ \| \hat{\gamma}_{k+1} - \hat{\gamma}_k \|_{\mathcal{V}_x} \leq \nu_y \| \hat{x}_{k+1} - \hat{x}_k \|_{\mathcal{V}_x} \leq \nu_x \nu_y \| \hat{y}_k - \hat{y}_{k-1} \|_{\mathcal{V}_y} \]  \hspace{1cm} (F.19)

which implies that the dual algorithm converges at a geometric rate to the unique global minimum \( \rho_x, \rho_y \). This also implies that:

\[ \| \hat{\gamma}_{k+1} - \gamma \|_{\mathcal{V}_y} \leq \nu_y \| \hat{x}_{k+1} - \rho_x \|_{\mathcal{V}_x} \leq \nu_x \nu_y \| \hat{y}_k - \rho_y \|_{\mathcal{V}_y} \]  \hspace{1cm} (F.20)
Appendix G

Introduction to Projection Matrices

Eigenstructure of Linear Signal Reconstruction Algorithms

1. Inner Products, Norms and Projection Matrices

In this section we will discuss basic properties of projection operators on linear subspaces. More material on this subject can be found in Youla [1] or Künzi and Krelle. [2] Many of the results below are well-known, and their proofs are therefore omitted.

Let \( x, y \) be elements of \( \mathbb{R}^n \), and assume we are given an inner product on \( \mathbb{R}^n \) defined by:

\[
<x, y>_V = x^T V^{-1} y
\]

where the matrix \( V \) is positive definite and symmetric. This inner product can be used to define a vector norm:

\[
\|x\|_V = <x, x>_V^{1/2}
\]

and can also be used to define a spectral radius matrix norm:

\[
\|T\|_V = \max_{x \neq 0} \frac{\|Tx\|_V}{\|x\|_V}
\]

This matrix norm satisfies the inequality:

\[
\|Tx\|_V \leq \|T\|_V \|x\|_V \quad \text{for all } x \in \mathbb{R}^n
\]

We will call two vectors orthogonal, \( x_1 \perp x_2 \) if \( <x_1, x_2>_V = 0 \), and will call a vector orthogonal to a set \( \Lambda \) if it is orthogonal to every element of that set. The orthogonal complement \( \Lambda^\perp \) of the set \( \Lambda \) is defined as the set of all vectors which are orthogonal to \( \Lambda \).
Let \( g_1, \ldots, g_p \) be a set of linearly independent vectors in \( \mathbb{R}^N \). Let \( \Lambda \subseteq \mathbb{R}^N \) be a linear subspace defined by a set of linear equality constraints:

\[
\Lambda = \left\{ x \mid g_i^T x = 0 \quad \text{for} \quad i = 1, \ldots, p \right\}
\]  

(G.1.5)

Equivalently, we can arrange these vectors \( g_1^T, \ldots, g_p^T \) as rows in a matrix \( G \) and abbreviate this definition of \( \Lambda \) by:

\[
\Lambda = \left\{ x \mid Gx = 0 \right\}
\]  

(G.1.6)

\( G \) is a \( p \times N \) matrix; because \( g_1, \ldots, g_p \) are linearly independent, \( G \) has full row rank. The set \( \Lambda \) is thus the null space of the matrix \( G \) and has dimension \( N - p \).

The orthogonal complement of \( \Lambda \) with respect to our norm is the set of all vectors orthogonal to \( \Lambda \). This set is spanned by the linearly independent vectors \( Vg_i \):

\[
\Lambda^\perp = \left\{ x \mid x = \sum_{i=1}^{p} \lambda_i Vg_i \quad \text{for some} \quad \lambda_1, \ldots, \lambda_p \right\}
\]  

(G.1.7)

or equivalently:

\[
\Lambda^\perp = \left\{ x \mid x = VG^T \Lambda \quad \text{for some} \quad \Lambda \in \mathbb{R}^p \right\}
\]  

(G.1.8)

Clearly \( \Lambda^\perp \) has dimension \( p \). The only point common to both \( \Lambda \) and \( \Lambda^\perp \) is the origin, but together they span all of \( \mathbb{R}^N \). In other words, it is possible to write any \( x \in \mathbb{R}^N \) uniquely in the form:

\[
x = x_\Lambda + x_{\Lambda^\perp} \quad \text{where} \quad x_\Lambda \in \Lambda \quad \text{and} \quad x_{\Lambda^\perp} \in \Lambda^\perp
\]  

(G.1.9)

From the orthogonality of \( \Lambda \) and \( \Lambda^\perp \), it follows that:

\[
<x_{\Lambda}x_{\Lambda^\perp},> = 0
\]  

(G.1.10)

In particular, if \( x \in \Lambda \) then \( x_\Lambda = x \) and \( x_{\Lambda^\perp} = 0 \); on the other hand, if \( x \in \Lambda^\perp \) then \( x_\Lambda = 0 \) and \( x_{\Lambda^\perp} = x \).
We call \( x_A \) the projection of \( x \) onto \( \Lambda \) under the norm \( <x,y>_V=x^TV^{-1}y \), and call \( x_A^\perp \) the projection of \( x \) onto \( \Lambda^\perp \). This projection \( x_A \) is the unique vector which satisfies:

\[
x_A \in \Lambda \quad \text{and} \quad <x_A,x-x_A>_V = 0 \tag{G.1.11}
\]

Further, it has the property that it is the vector in \( \Lambda \) which is the unique closest element to \( x \):

\[
\|x-x_A\|_V < \|x-\tilde{x}\|_V \quad \text{for all} \quad \tilde{x} \neq x_A \quad \text{in} \quad \Lambda \tag{G.1.12}
\]

(These results form the Classical Projection Theorem; for a proof, see Luenberger [3] p.51.) To calculate the value of \( x_A \), we therefore only need to solve the problem:

\[
x_A = \min_{\tilde{x} \in \Lambda} \|x-\tilde{x}\|_V^2 \quad \text{subject to} \quad G\tilde{x} = 0 \tag{G.1.13}
\]

This problem can be solved by straightforward Lagrange multiplier techniques:

\[
x_A = Px
\]

\[
x_A^\perp = x-x_A = (I-P)x
\]

where \( P = \begin{bmatrix} I-VG^T(GVG^T)^{-1}G \end{bmatrix} \)

The \( p \times p \) matrix \( GVG^T \) is non-singular because all the rows of \( G \) are linearly independent and \( V > 0 \). Hence its inverse \((GVG^T)^{-1}\) exists, and the matrix \( P \) is well defined. The matrix \( P \) is called a projection matrix since it calculates the projection of \( x \) onto \( \Lambda \) under the given inner product. The matrix \( I-P \) is also a projection matrix, since it calculates the projection of \( x \) onto \( \Lambda^\perp \) under the given inner product. Note the following properties:

\[
x_A = Px \in \Lambda
\]

\[
x_A^\perp = (I-P)x \in \Lambda^\perp
\]

\[
<Px,x-Px>_V = 0 \tag{G.1.15}
\]

Also, if \( x \in \Lambda \) then \( Px=x \), and if \( x \in \Lambda^\perp \) then \( Px=0 \). This implies that \( PP=P \). Furthermore, the only eigenvalues of \( P \) are 0 and 1; all the elements of \( \Lambda \) are eigenvectors of \( P \).
with eigenvalue of 1, and all the elements of \( \Lambda^! \) are eigenvectors of \( P \) with eigenvalue of 0. The range of \( P \) is the null space of \( G \); the null space of \( P \) is the orthogonal complement of the null space of \( G \). Finally, note that:

\[
\| x \|_v = \| P_x + (I-P)x \|_v \\
= \| P_x \|_v + 2 < P_x, (I-P)x >_v + \| (I-P)x \|_v
\]

(G.1.16)

and thus:

\[
\| P_x \|_v \leq \| x \|_v
\]

(G.1.17)

with equality if and only if \( x \in \Lambda \). This implies that:

\[
\| P_{x_1} - P_{x_2} \|_v = \| P(x_1 - x_2) \|_v \leq \| x_1 - x_2 \|_v
\]

(G.1.18)

and thus \( P \) is a non-expansive mapping (compare with Theorem D.2 in Appendix D.)

2. Eigenvalues and Eigenvectors of Linear Variety Iteration

When the constraint sets of our iterative signal reconstruction algorithms of chapter 5 are linear varieties, then the convergence behavior of our algorithms can be analyzed in much greater detail than in Appendix F. We showed in chapter 5 that the error between the estimates \( \hat{x}_k, \hat{y}_k \) and the solution to the problem \( x^*, y^* \) satisfies:

\[
\hat{x}_{k+1} - x^* = P_x HP_x B P_x (\hat{x}_k - x^*)
\]

(G.2.1)

\[
\hat{y}_{k+1} - y^* = P_x B P_x HP_y (\hat{y}_k - y^*)
\]

Analyzing the eigenvalues and eigenvectors of these two matrices \( P_x HP_x, B P_x \) and \( P_x B P_x HP_y \) should thus be very informative about the convergence properties of our algorithms.

Let \( R^{1/2} \) and \( V^{1/2} \) be square roots of \( R \) and \( V \). Then:

\[
R^{-1/2} P_x B P_x H P_y R^{1/2} = \left( R^{-1/2} P_y B V^{1/2} \right) \left( I - V^{1/2} G_x (G_x V G_x)^{-1} G_x V^{1/2} \right) \left( V^{1/2} B P_y P_x R^{-1/2} \right)
\]

(G.2.2)
The matrix in brackets in the center of the right hand side is a symmetric projection matrix with eigenvalues 0 and 1. Therefore $R^{-1/2}P_yBP_zHP_yR^{1/2}$ must be a symmetric positive semi-definite matrix. Its eigenvalues $\lambda_i$ will thus all be real and non-negative, and its eigenvectors $\psi_i$ must form a complete orthonormal basis for $R^M$, $\psi_i^T\psi_j = \delta_{ij}$.

But if we let $\psi_i = R^{1/2}\hat{\psi}_i$, then:

$$P_yBP_zHP_y\psi_i = R^{1/2}\left( R^{-1/2}P_yBP_zHP_yR^{1/2}\hat{\psi}_i \right) = \lambda_i R^{1/2}\hat{\psi}_i = \lambda_i \psi_i$$

(G.2.3)

and:

$$<\psi_i,\psi_j>_R = \psi_i^T R^{-1}\psi_j = \hat{\psi}_i^T\hat{\psi}_j = \delta_{ij}$$

(G.2.4)

Thus the vectors $\psi_i$ are eigenvectors of $P_yBP_zHP_y$ with the same real, non-negative eigenvalues $\lambda_i$, and they form a complete orthonormal basis for $R^M$ under the inner product $<\cdot,\cdot>_R$.

The arguments in Appendix F can be used to prove that:

$$\left\| P_yBP_zHP_y \right\|_R \leq \nu_x \nu_y$$

(G.2.5)

Expanding this gives:

$$\left\| P_yBP_zHP_y \right\|_R^2 = \max_{\mu \neq 0} \frac{\nu_x^T TP_y^T TH^T P_y T B P_y T R^{-1} P_y B P_z HP_y \nu_y}{\nu_x^T R^{-1} \nu_x}$$

$$= \max_{\mu \neq 0} \frac{\mu^T \left( R^{-1/2} P_y B P_z H P_y R^{1/2} \right)^2 \mu}{\mu^T \mu}$$

(G.2.6)

where $\mu = R^{1/2} \nu_x$

The norm $\left\| P_yBP_zHP_y \right\|_R^2$ is thus equal to the maximum eigenvalue of $R^{-1/2}P_yBP_zHP_yR^{1/2}$ squared, which in turn is equal to the maximum eigenvalue of $P_yBP_zHP_y$ squared. Combining (G.2.5) and (G.2.6) thus shows that the eigenvalues of $P_yBP_zHP_y$ are not only real and non-negative, but are also bounded above by $\nu_x \nu_y$. 
The eigenvalues and eigenvectors of the matrix $P_x HP_y BP_x$ can be analyzed in exactly the same way; the eigenvectors can be shown to form a complete orthonormal basis of $\mathbb{R}^N$ under the inner product $<\cdot, >_\mathcal{V}$, and the eigenvalues are all real, non-negative, and bounded above by $\nu_x \nu_y$.

As might be expected, the eigenstructures of these two matrices are closely related. Let us look at the non-zero eigenvalues $\lambda_i$ of $P_y BP_x HP_y$, and their corresponding eigenvectors $\psi_i$. Since:

$$P_y BP_x HP_y \psi_i = \lambda_i \psi_i \neq 0 \quad \text{(G.2.7)}$$

all the eigenvectors $\psi_i$ must be in the range of $P_y$, which implies that they are in the $\mathcal{M} - q$ dimensional null space of $G_y$. This implies that $P_y \psi_i = \psi_i$. Define the vectors $\phi_i$ by:

$$\phi_i = \frac{1}{\sqrt{\lambda_i}} P_x HP_y \psi_i = \frac{1}{\sqrt{\lambda_i}} P_x H \psi_i \quad \text{(G.2.8)}$$

Now since $P_x P_x = P_x$:

$$\left(P_x HP_y BP_x \right) \phi_i = \left(P_x HP_y BP_x \right) \left(\frac{1}{\sqrt{\lambda_i}} P_x HP_y \psi_i \right)$$

$$= \frac{1}{\sqrt{\lambda_i}} P_x H \left(P_y BP_x HP_y \psi_i \right)$$

$$= \lambda_i \left(\frac{1}{\sqrt{\lambda_i}} P_x H \psi_i \right)$$

$$= \lambda_i \phi_i \quad \text{(G.2.9)}$$

Thus $\phi_i$ is an eigenvector of $P_x HP_y BP_x$ with the same non-zero eigenvalue $\lambda_i$ as $\psi_i$.

Furthermore:

$$<\phi_i, \phi_j>_\mathcal{V} = \frac{1}{\sqrt{\lambda_i \lambda_j}} \phi_i^T V^{-1} \phi_j$$

$$= \frac{1}{\sqrt{\lambda_i \lambda_j}} \psi_i^T P_y^T H^T P_x^T V^{-1} P_x HP_y \phi_j$$
\[
\begin{align*}
&= \frac{1}{\sqrt{\lambda_i \lambda_j}} \Psi_i^T R^{-1} \left( P_y B P_x H P_y \Psi_j \right) \\
&= \frac{\lambda_j}{\sqrt{\lambda_i \lambda_j}} <\Psi_i, \Psi_j> R \\
&= \delta_{ij} \tag{G.2.10}
\end{align*}
\]

and thus the \( \phi_i \) form an orthonormal set with respect to the inner product \( <\cdot, \cdot>_Y \).

Since:

\[
( P_x H P_y B P_x ) \phi_i = \lambda_i \phi_i \neq 0 \tag{G.2.11}
\]

the eigenvectors \( \phi_i \) must all be in the range of \( P_x \), which implies that \( P_x \phi_i = \phi_i \), and that all the \( \phi_i \) are in the \( N-p \) dimensional null space of \( G_x \). Also, note that:

\[
\Psi_i = \frac{1}{\sqrt{\lambda_i}} P_y B P_x \phi_i \tag{G.2.12}
\]

To summarize, the non-zero eigenvalues of \( P_y B P_x H_y \) and \( P_x H_P B_x \) are identical, there is a one-to-one mapping between the eigenvectors \( \Psi_i \) and \( \phi_i \) corresponding to each non-zero eigenvalue, and these eigenvectors are elements of the null spaces of \( G_y \) and \( G_x \) respectively. This last fact also guarantees that there can be at most \( \min(N-p, M-q) \) non-zero eigenvalues.

Finally, we can also show that the matrices \( P_y B P_x H \) and \( P_x H P_y B \) have exactly the same eigenvalues of \( P_y B P_x H_y \) and \( P_x H_P B_x \) respectively. The eigenvectors corresponding to the non-zero eigenvalues must also be the same; however, the eigenvectors corresponding to the zero eigenvalues may be quite different.
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Appendix H

Asymptotic Behavior of Signal Reconstruction Algorithms

With Flat A Priori Signal Density

In this Appendix we will prove that the four "Bayesian" MCEM and MAP algorithms in chapter 5 asymptotically locate the solution to the corresponding "Fisher" problem with the minimum average signal energy. In each of our algorithms, for all \( \alpha > 0 \) assume that the cross-entropy expression \( H_{\alpha}(q_X, q_Y) \) achieves its global minimum at some densities \( \hat{q}_{X,\alpha}, \hat{q}_{Y,\alpha} \). (Recall that the MAP algorithms are guaranteed to have such a solution, and the MCEM algorithm is guaranteed to have such a solution if \( X, Y \) are convex.) Also assume that the Fisher cross-entropy \( H_{ML}(q_X, q_Y) \) achieves its global minimum at a pair of densities with finite average signal energy, and let \( \Psi = \{(\hat{q}_X, \hat{q}_Y)\} \) be the set of all such global minimizers of \( H_{ML} \). All global minimizers must be stationary points of our algorithm, and therefore must have the form given in table H.2 below. The minimum Bayesian cross-entropy is bounded above by:

\[
H_{\alpha}(\hat{q}_{X,\alpha}, \hat{q}_{Y,\alpha}) \leq H_{\alpha}(\hat{q}_X, \hat{q}_Y) \leq H_{ML}(\hat{q}_X, \hat{q}_Y) + \frac{\alpha}{2} \int_X \|A_x\| \: \hat{q}_\alpha \: \hat{q}_X(x) dx + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_0 \right|
\]

where \( \hat{q}_X, \hat{q}_Y \) is any element of \( \Psi \). \( H_{\alpha} \) is also bounded below by:

\[
H_{\alpha}(\hat{q}_{X,\alpha}, \hat{q}_{Y,\alpha}) = H_{ML}(\hat{q}_{X,\alpha}, \hat{q}_{Y,\alpha}) + \frac{\alpha}{2} \int_X \|A_x\| \: \hat{q}_\alpha \: \hat{q}_{X,\alpha}(x) dx + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_0 \right|
\geq H_{ML}(\hat{q}_X, \hat{q}_Y) + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_0 \right|
\geq H_{ML}(\hat{q}_X, \hat{q}_Y) + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_0 \right|
\]

(H.2)
Thus:

\[ H_{ML}(\hat{q}_X, \hat{q}_Y) \leq H_a(\tilde{q}_{X,a}, \tilde{q}_{Y,a}) - \frac{N}{2} \log \frac{1}{\alpha} Q_0 \]

\[ \leq H_{ML}(\hat{q}_X, \hat{q}_Y) + \frac{\alpha}{2} \int_X ||A_x||^2 \tilde{q}_0 \tilde{q}_x(x) \, dx \]

Taking the limit as \( \alpha \to 0 \) gives:

\[ \lim_{\alpha \to 0} \left\{ H_a(\tilde{q}_{X,a}, \tilde{q}_{Y,a}) - \frac{N}{2} \log \frac{1}{\alpha} Q_0 \right\} = H_{ML}(\hat{q}_X, \hat{q}_Y) \]

Thus the minimum Bayesian cross-entropy, adjusted by \( \frac{N}{2} \log \frac{1}{\alpha} Q_0 \), asymptotically approaches the minimum Fisher cross-entropy from above. Now:

\[ H_a(\tilde{q}_{X,a}, \tilde{q}_{Y,a}) \leq H_a(\hat{q}_X, \hat{q}_Y) \]

which using (6.2.1) means:

\[ H_{ML}(\hat{q}_X, \hat{q}_Y) + \frac{N}{2} \log \frac{1}{\alpha} Q_0 + \frac{\alpha}{2} \int_X ||A_x||^2 \tilde{q}_0 \tilde{q}_x(x) \, dx \]

\[ \leq H_{ML}(\hat{q}_X, \hat{q}_Y) + \frac{N}{2} \log \frac{1}{\alpha} Q_0 + \frac{\alpha}{2} \int_X ||A_x||^2 \tilde{q}_0 \tilde{q}_x(x) \, dx \]

But:

\[ H_{ML}(\tilde{q}_X, \tilde{q}_Y) \leq H_{ML}(\tilde{q}_{X,a}, \tilde{q}_{Y,a}) \]

and thus combining (H.6) and (H.7):

\[ \int_X ||A_x||^2 \tilde{q}_0 \tilde{q}_{X,a}(x) \, dx \leq \int_X ||A_x||^2 \tilde{q}_0 \tilde{q}_x(x) \, dx \]

for all \( \alpha > 0 \) and for any Fisher global minimizing density \( \tilde{q}_x \in \Psi \). This implies that:

\[ \int_X ||A_x||^2 \tilde{q}_{X,a}(x) \, dx \leq \inf_{\tilde{q}_x \in \Psi} \int_X ||A_x||^2 \tilde{q}_0 \tilde{q}_x(x) \, dx \]
Thus the average signal energy of the Bayesian estimate is always smaller than that of any of the Fisher estimates. Also, if we let \( \hat{x}_a \) be the mean of \( \hat{q}_{X,a} \), then:

\[
\|A\hat{x}_a\|_{\tilde{Q}_0}^2 = \int_X \|A\hat{x}\|_{\tilde{Q}_0}^2 \hat{q}_{X,a}(x) \, dx
\]

(H.10)

which, in combination with (H.9), implies that the Bayesian signal mean estimate \( \hat{x}_a \) must be bounded for all \( \alpha \).

We now prove that the Bayesian estimates \( \hat{q}_{X,a} \), \( \hat{q}_{Y,a} \) approach the Fisher estimates \( \hat{q}_X \), \( \hat{q}_Y \) with minimal signal energy as \( \alpha \to 0 \). The Bayesian signal and output density estimates will have the form:

<table>
<thead>
<tr>
<th></th>
<th>( \hat{q}_{X,a} )</th>
<th>( \hat{q}_{\Phi,a} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM:</td>
<td>( N_X(\tilde{H}_a \hat{x}_a, V_a) )</td>
<td>( N_Y(\hat{x}_a, R) )</td>
</tr>
<tr>
<td>XMAP:</td>
<td>( \delta(x - \hat{x}_a) )</td>
<td>( N_Y(\hat{x}_a, R) )</td>
</tr>
<tr>
<td>YMAP:</td>
<td>( N_X(\tilde{H}_a \hat{x}_a, V_a) )</td>
<td>( \delta(x - \hat{x}_a) )</td>
</tr>
<tr>
<td>XYMAP:</td>
<td>( \delta(x - \hat{x}_a) )</td>
<td>( \delta(y - \hat{x}_a) )</td>
</tr>
</tbody>
</table>

Table H.1 - Bayesian Density Estimates

Let \( \alpha_1 > \alpha_2 > \cdots \) be any monotonically decreasing sequence of values of \( \alpha \) which satisfy

\[
\lim_{i \to \infty} \alpha_i = 0.
\]

Let \( \hat{q}_{X,\alpha_i} \), \( \hat{q}_{Y,\alpha_i} \) be the corresponding density estimates and let \( \hat{x}_{\alpha_i} \) be the signal mean. Since \( \hat{x}_{\alpha_i} \) is finite dimensional and bounded, by the Bolzano-Weierstrass theorem there must be a convergent subsequence \( \{\hat{x}_{\alpha_{i_k}}\} \subseteq \{\hat{x}_{\alpha_i}\} \) with limit point \( \hat{x}' \). Let \( \hat{q}_{X,\alpha_{i_k}} \), \( \hat{q}_{Y,\alpha_{i_k}} \) be the corresponding sequence of densities, and let \( \hat{y}_{\alpha_{i_k}} \) be the corresponding output estimates. Since \( \hat{x}' \) remains bounded, so must \( \hat{y}_{\alpha_{i_k}} \), and thus we can further trim the sequence \( \alpha_{i_k} \), if necessary, so that \( \hat{y}_{\alpha_{i_k}} \) also converges to a limit \( \hat{y}' \). Let \( \hat{q}_{X}' \), \( \hat{q}_{Y}' \) be
the densities corresponding to $\alpha=0$ and centers $\hat{x}', \hat{y}'$; since $H_{\alpha}=I$ and $V_{\alpha}=R$ as $\alpha \to 0$, these densities will have the form:

<table>
<thead>
<tr>
<th></th>
<th>$\hat{q}_x'(x)$</th>
<th>$\hat{q}_y'(y)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCEM:</td>
<td>$N_x(\hat{x}', R)$</td>
<td>$N_y(\hat{y}', R)$</td>
</tr>
<tr>
<td>XMAP:</td>
<td>$\delta(x - \hat{x}')$</td>
<td>$N_y(\hat{y}', R)$</td>
</tr>
<tr>
<td>YMAP:</td>
<td>$N_x(\hat{y}', R)$</td>
<td>$\delta(y - \hat{y}')$</td>
</tr>
<tr>
<td>XYMAP:</td>
<td>$\delta(x - \hat{x}')$</td>
<td>$\delta(y - \hat{y}')$</td>
</tr>
</tbody>
</table>

Table H.2 - Limiting Density

It is straightforward to show that in all four cases, $H_{ML}(\hat{q}_x, \hat{q}_y, \alpha)$ will be an analytic function of the covariance $Q = \frac{1}{\alpha} Q_0$, and of the centers $\hat{x}_a$ and $\hat{y}_a$. Thus:

$$\lim_{\alpha \to \infty} H_{ML}(\hat{q}_x, \hat{q}_y, \alpha) = H_{ML}(\hat{q}_x, \hat{q}_y)$$

(H.11)

Also the average signal energy will be an analytic function of $\alpha, \hat{x}_a$ and $\hat{y}_a$, and so inequality (H.9) must still be satisfied at the limit $\hat{x}', \hat{y}'$:

$$\lim_{\alpha \to \infty} \int_X \|A_x\|^2 \hat{q}_x'(x) \, dx = \int_X \|A_x\|^2 \hat{q}_x'(x) \, dx$$

$$\leq \inf_{\hat{q}_x \in \mathcal{Q}} \int_X \|A_x\|^2 \hat{q}_x(x) \, dx$$

(H.12)

Also:

$$\lim_{\alpha \to \infty} H_{\alpha}(\hat{q}_x, \hat{q}_y, \alpha) - \frac{N}{2} \log \frac{1}{\alpha} Q_0 = \lim_{\alpha \to 0} H_{\alpha}(\hat{q}_x, \hat{q}_y, \alpha) - \frac{N}{2} \log \frac{1}{\alpha} Q_0$$

$$= \inf_{\hat{q}_x, \hat{q}_y} H_{ML}(\hat{q}_x, \hat{q}_y)$$

(H.13)

Combining (6.2.1), (H.11), (H.12), and (H.13):
\[ H_{ML}(\hat{q}_X^*, \hat{q}_Y^*) = \inf_{q_X, q_Y} H_{ML}(q_X, q_Y) \]  

(H.14)

Thus every limit \( \hat{q}_X^* \), \( \hat{q}_Y^* \) of the Bayesian estimates must be a solution of the Fisher cross-entropy minimization problem; because of (H.12), it must also be a solution with the least possible average signal energy.

A converse to this result can also be proved. If the average signal energy

\[ \int_X \| A_X \| \hat{q}_{X,\alpha}(x) \, dx \]

of the Bayesian estimator remains bounded as \( \alpha \to 0 \), then the corresponding Fisher problem must achieve its global minimum at the density corresponding to any limit of the sequence. To prove this, suppose that there is some sequence of estimates \( \hat{x}_\alpha \), \( \hat{y}_\alpha \) which is bounded as \( \alpha_i \to 0 \). Since the sequence must have at least one limit point, we can find a convergent subsequence \( \hat{x}_{\alpha_i}, \hat{y}_{\alpha_i} \) with limit \( \hat{x}', \hat{y}' \).

Let \( \hat{q}_X', \hat{q}_Y' \) be the densities with the form in table H.2 corresponding to \( \hat{x}', \hat{y}' \). Suppose that \( \hat{q}_X', \hat{q}_Y' \) is not a global minimizer of the Fisher problem. Then there is some pair of densities \( \hat{q}_X'', \hat{q}_Y'' \) with the form given in table H.2 such that:

\[ \epsilon = H_{ML}(\hat{q}_X^*, \hat{q}_Y^*) - H_{ML}(\hat{q}_X'', \hat{q}_Y'') > 0 \]

(H.15)

(We could find such a pair of truncated Gaussians by applying one pass of our iterative algorithm to any pair of densities with lower cross-entropy than \( \hat{q}_X', \hat{q}_Y' \).) Because all the cross-entropy expressions and the average signal energy are analytic functions of \( \alpha \), \( \hat{x} \) and \( \hat{y} \), we can choose an \( \alpha_0 > 0 \) such that:

\[ \left| H_{ML}(\hat{q}_X, \alpha, \hat{q}_Y, \alpha) - H_{ML}(\hat{q}_X'', \alpha, \hat{q}_Y'') \right| \leq \frac{\epsilon}{4} \quad \text{for all} \quad \alpha_i \leq \alpha_0 \]

(H.16)

and:

\[ \frac{\alpha_i}{2} \left| \int_X \| A_X \| \hat{q}_{X,\alpha_i}(x) \, dx - \int_X \| A_X \| \hat{q}_{X,\alpha_i''}(x) \, dx \right| \leq \frac{\epsilon}{4} \]

(H.17)
Then for \( \alpha \leq \alpha_0 \):

\[
H_{\alpha_0}(\hat{q}_X, \hat{q}_Y) = H_{\text{ML}}(\hat{q}_X, \hat{q}_Y) + \frac{\alpha_i}{2} \int_x \| Ax \|_2^2 q_{\hat{q}_X, \alpha_i}(x) \, dx + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_0 \right|
\]

\[
\geq \frac{\epsilon}{2} + H_{\text{ML}}(\hat{q}_X, \hat{q}_Y) + \frac{\alpha_i}{2} \int_x \| Ax \|_2^2 q_{\hat{q}_X, \alpha_i}(x) \, dx + \frac{N}{2} \log \left| \frac{1}{\alpha} Q_0 \right|
\]

\[
\geq H_{\alpha_0}(\hat{q}_X, \hat{q}_Y) + \frac{\epsilon}{2}
\]

But this contradicts the fact that \( \hat{q}_X, \hat{q}_Y \) is a global minimizer of \( H_{\alpha_i} \). Thus the limit \( \hat{q}_X, \hat{q}_Y \) of the Bayesian estimates must be a global minimizing solution to the Fisher problem. Reversing the direction of the result guarantees that if the Fisher problem has no global minimizing solution, then the Bayesian estimates cannot have bounded signal energy as \( \alpha \to 0 \).
Appendix I

Convergence of Fisher Signal Reconstruction Algorithms of Chapter 6

1. Convergence to Stationary Point

In this Appendix we prove theorem 6.2, showing that when the constraint sets are convex then the Fisher signal reconstruction algorithms of chapter 6 are guaranteed to converge to a finite global minimizing solution to the Fisher estimation problem if and only if a finite global minimizer exists. Assume that $X$ and $Y$ are convex and measurable sets. Define the operators $K_X()$ and $K_Y()$ corresponding to each step of our algorithms by:

$$K_X(\hat{\mathbf{x}}) = \begin{cases} 
E_X[\mathbf{x} \mid \hat{\mathbf{y}}] & \text{for MCEM, YMAP} \\
\min_{\mathbf{x} \in X} \| \mathbf{x} - \hat{\mathbf{y}} \|_2^2 & \text{for XMAP, XYMAP}
\end{cases} \quad (I.1.1a)$$

$$K_Y(\hat{\mathbf{y}}) = \begin{cases} 
E_Y[\mathbf{y} \mid \hat{\mathbf{x}}] & \text{for MCEM, XMAP} \\
\min_{\mathbf{y} \in Y} \| \mathbf{y} - \hat{\mathbf{x}} \|_2^2 & \text{for YMAP, XYMAP}
\end{cases} \quad (I.1.1b)$$

where $E_X[\mathbf{x} \mid \hat{\mathbf{y}}]$ is the conditional expectation of $\mathbf{x} \in X$ for a truncated Gaussian $N_X(\hat{\mathbf{y}}, R)$ centered at $\hat{\mathbf{y}}$. Similarly, $E_Y[\mathbf{y} \mid \hat{\mathbf{x}}]$ is the conditional expectation of $\mathbf{y} \in Y$ of a truncated Gaussian $N_Y(\hat{\mathbf{x}}, R)$ centered at $\hat{\mathbf{x}}$. By theorem D.1 of appendix D, the minimization problems in (I.1.1b) and (I.1.1d) have unique solutions because $X$ and $Y$ are convex. Each iteration of our algorithms can now be written in the form:

$$\hat{\mathbf{x}}_{k+1} = K_X(\hat{\mathbf{x}}_k) \quad (I.1.2)$$

$$\hat{\mathbf{y}}_{k+1} = K_Y(\hat{\mathbf{x}}_{k+1})$$

Theorem D.2 of Appendix D guarantees that if $X$ and $Y$ are convex sets then the con-
ditional expectation operators (1.1.1a) and (1.1.1c) must be non-expansive mappings. Similarly, theorem E.3 of Appendix E guarantees that the projection mappings (1.1.1b) and (1.1.1d) must be non-expansive. Thus in all four of our algorithms, for any \( x_1, x_2 \in X \):

\[
\| K_x(x_1) - K_x(x_2) \|_R \leq \| x_1 - x_2 \|_R \tag{1.1.3}
\]

and for any \( y_1, y_2 \in Y \):

\[
\| K_y(y_1) - K_y(y_2) \|_R \leq \| y_1 - y_2 \|_R \tag{1.1.4}
\]

Letting \( x_1 = \hat{x}_{k+1}, x_2 = \hat{x}_k, y_1 = \check{y}_k, y_2 = \check{y}_{k-1} \), and using (1.1.2) gives:

\[
\| \hat{y}_k - \hat{y}_{k-1} \|_R \leq \| \hat{y}_k - \hat{y}_{k-1} \|_R \leq \| \check{y}_k - \check{y}_{k-1} \|_R \tag{1.1.5}
\]

Thus the step size in our algorithms decreases on each step.

Now suppose that the estimates \( \hat{x}_k \) and \( \check{y}_k \) remain bounded. By the Bolzano-Weierstrass theorem, if \( x \) and \( y \) are finite dimensional, then there must be a convergent subsequence \( \{ \hat{x}_k, \check{y}_k \} \subseteq \{ \hat{x}_k, \check{y}_k \} \) with limit points \( \hat{x}', \check{y}' \). Since all four Fisher cross-entropy expressions are analytic functions of \( \hat{x} \) and \( \check{y} \), the convergence theorems of Appendix B guarantee that \( \hat{x}', \check{y}' \) must be a stationary point of the algorithm and a critical point or local minimum of the appropriate Fisher cross-entropy expression:

\[
\hat{x}' = K_x(\hat{y}')
\]

\[
\check{y}' = K_y(\check{x}')
\tag{1.1.6}
\]

Letting \( x_1 = \hat{x}', x_2 = \hat{x}', y_1 = \check{y}', y_2 = \check{y}_k \), and using (1.1.2) and (1.1.6) recursively gives:

\[
\| \hat{y}_k - \hat{y} \|_R \leq \| \hat{y}_k - \hat{y}' \|_R \tag{1.1.7}
\]

Thus the distance from the estimates to the limit point \( \hat{x}', \check{y}' \) must decrease on every step. Since \( \hat{x}_k', \check{y}_k', \hat{x}', \check{y}' \), for any \( \varepsilon > 0 \) we can find an \( L \) sufficiently large that:

\[
\| \hat{x}_k - \hat{x}' \|_R \leq \varepsilon \quad \text{and} \quad \| \check{y}_k - \check{y}' \|_R \leq \varepsilon \quad \text{for all } k \geq L \tag{1.1.8}
\]
But \( \{\tilde{x}_k, \tilde{y}_k\} \) is a subsequence of the set \( \{\hat{x}_k, \hat{y}_k\} \); thus the estimates \( \tilde{x}_L, \tilde{y}_L \) correspond to some element \( \hat{x}_K, \hat{y}_K \) of the original sequence:

\[
\|\hat{x}_K - \tilde{x}^*\|_R \leq \epsilon \quad \text{and} \quad \|\hat{y}_K - \tilde{y}^*\|_R \leq \epsilon \quad \text{for all } k \geq K
\]  

But now applying our non-expansive argument recursively:

\[
\|\hat{x}_k - \tilde{x}^*\|_R \leq \epsilon \quad \text{and} \quad \|\hat{y}_k - \tilde{y}^*\|_R \leq \epsilon \quad \text{for all } k \geq K
\]

Since \( \epsilon \) is arbitrarily small, the sequence \( \{\tilde{x}_k, \tilde{y}_k\} \) must converge to the limit \( \tilde{x}^*, \tilde{y}^* \), and this can be the only limit point of the sequence.

We have thus proven that if the estimates remain bounded, then they converge to a stationary point of the algorithm. Let us now prove that if a stationary point of the algorithm exists, then the estimates are bounded and thus converge. Suppose \( \tilde{x}^*, \tilde{y}^* \) is a limit point of the algorithm satisfying (I.1.6). Letting \( x_1=\tilde{x}^*, x_2=\hat{x}_k, y_1=\tilde{y}^*, y_2=\hat{y}_k \) as in (I.1.7) we again get:

\[
\|\hat{x}_{k+1} - \tilde{y}^*\|_R \leq \|\hat{x}_{k+1} - \tilde{x}^*\|_R \leq \|\hat{x}_k - \tilde{y}^*\|_R
\]

Applying this recursively gives:

\[
\|\hat{x}_k - \tilde{y}^*\|_R \leq \|\hat{x}_k - \tilde{x}^*\|_R \leq \|\hat{x}_0 - \tilde{y}^*\|_R \quad \text{for all } k
\]

Thus the estimates \( \hat{x}_k, \hat{y}_k \) remain within a fixed ball about \( \tilde{x}^*, \tilde{y}^* \) with radius \( \|\hat{x}_0 - \tilde{y}^*\|_R \), and are therefore bounded. Convergence follows from our previous argument.

2. All Stationary Points are Global Minimizers

To complete the argument, we need only show in all our algorithms that the only possible stationary points are the global minimizing solutions. Let us first transform variables to:

\[
\hat{x} = R^{-k}\tilde{x}
\]
\[ \hat{y} = -R^{-1} \hat{y} \]

The transformed probability density is then in its "natural" exponential form:

\[
p(\hat{y} | \hat{x}) = \left( \frac{1}{(2\pi)^{N/2}} \exp(-\frac{1}{2} \hat{y}^T \hat{y}) \right) \left( \exp(-\frac{1}{2} \hat{x}^T \hat{x}) \right) \exp(\hat{y}^T \hat{x}) \tag{1.2.2}
\]

\[ = g(\hat{y})h(\hat{x})\exp(\hat{y}^T \hat{x}) \]

where \( g(\hat{y}) \) and \( h(\hat{x}) \) are defined in an obvious way. This density is also log concave and the second derivatives of \( \log g(\hat{y}) \) and \( \log h(\hat{x}) \) are both negative definite. The derivation in section 3 of Appendix E then guarantees that the cross-entropy function of all of our estimation methods can be transformed into concave functions. This guarantees that any stationary point will have to be a global optimizing solution, and also guarantees that the sets of global optimizers \((\hat{x}, \hat{y})\) must form a closed, convex set. As a result, our algorithm will be bounded and converge to a finite global minimizing solution in the closed convex set of such solutions, if and only if such a solution exists. Otherwise the densities must be unbounded and diverge.

3. Alternative Corollaries

By strengthening the assumptions, we can strengthen the conclusion of theorem 6.1.

**Theorem 1.1** Let \( X, Y \) be convex, closed and non-empty sets. Assume that there exist subsets \( X' \subseteq X \) and \( Y' \subseteq Y \) such that either \( X' \) or \( Y' \) is bounded, and such that the operator \( K_x() \) maps \( Y' \) onto \( X' \), and the operator \( K_y() \) maps \( X' \) onto \( Y' \). Then all four iterative algorithms are guaranteed to converge to a finite global minimum solution to the corresponding Fisher problem.

**Proof:** Because \( K_x() \) and \( K_y() \) are continuous and finite valued mappings, and \( X' \) and
are their respective ranges, if $X'$ is bounded then $Y'$ must be bounded as well (see, for example, Ortega and Rheinboldt [1] p.404) The sequence of estimates $(\hat{x}_k, \hat{y}_k) \in X' \times Y'$ is thus bounded, and theorem 6.2 applies immediately.

**Corollary 6.2** If $X$ and $Y$ are convex, closed and non-empty, and if either $X$ or $Y$ are bounded, then all four iterative algorithms are guaranteed to converge to a finite global minimum solution.

**Proof:** Let $X'=X$ and $Y'=Y$, and apply theorem I.1.

4. XYMAP

Because XYMAP simply involves minimizing a quadratic function over some domain, several additional results can be proven for this algorithm. In particular:

**Theorem I.2** Let $X$ and $Y$ be convex, closed and non-empty. Then not only is the set of global maximizers to the XYMAP problem closed and convex (though possibly empty), but also if $(\hat{x}_1, \hat{y}_1)$ and $(\hat{x}_2, \hat{y}_2)$ are two global maximum solutions, then:

$$\hat{x}_1 - \hat{x}_1 = \hat{y}_2 - \hat{y}_2$$  \hspace{1cm} (I.4.1)

**Proof:** The closure and convexity of the set of global maximum solutions is guaranteed by theorem 2.10.2. To prove (I.4.1), first note that since $\hat{x}_1$, $\hat{y}_1$ and $\hat{x}_2$, $\hat{y}_2$ are both global XYMAP minimizers, then $\|\hat{y}_1 - \hat{y}_1\|_R = \|\hat{y}_2 - \hat{y}_2\|_R$. Now define the interpolation point $(\hat{x}, \hat{y})$ by:

$$(\hat{x}, \hat{y}) = \lambda(\hat{x}_1, \hat{y}_1) + (1-\lambda)(\hat{x}_2, \hat{y}_2) \quad \text{for } 0<\lambda<1$$  \hspace{1cm} (I.4.2)

Because the norm is a strictly convex function of its argument:

$$\|\hat{y} - \hat{x}\|_R = \| \lambda(\hat{y}_1 - \hat{x}_1) + (1-\lambda)(\hat{y}_2 - \hat{x}_2) \|_R$$
\[ \leq \lambda \| \hat{y}_1 - \hat{x}_1 \|_R + (1 - \lambda) \| \hat{y}_2 - \hat{x}_2 \|_R \]  
\[ = \| \hat{y}_1 - \hat{x}_1 \|_R \]  
but since \((\hat{x}_1, \hat{y}_1)\) is a global minimizing XYMAP solution, \(\| \hat{y} - \hat{x} \|_R\) can't be smaller than \(\| \hat{x}_1 - \hat{x}_1 \|_R\), and thus equality must hold in the relation above. However, because the norm is strictly convex, equality can hold if and only if:

\[ \hat{y}_1 - \hat{x}_1 = \hat{y}_2 - \hat{x}_2 \]  
(1.4.4)

Note that, as guaranteed by theorem 2.10.2, all points on the line connecting \((\hat{x}_1, \hat{y}_1)\) and \((\hat{x}_2, \hat{y}_2)\) will be global maximizers. \(\square\)

We conjecture that this result is also true for our other algorithms. We can also prove:

**Theorem 1.3** Let \(X\) and \(Y\) be convex, closed and non-empty. Then the XYMAP iterative estimates satisfy:

\[ \| \hat{x}_{k+1} - \hat{x}_k \|_R < \| \hat{x}_{k+1} - \hat{x}_k \|_R \quad \text{for} \quad k = 0, 1, \ldots \]  
(1.4.5)

provided that \(\hat{x}_{k+1} \neq \hat{x}_k\) (this could only happen if the iteration has already converged to a limit.) Similarly:

\[ \| \hat{y}_{k+1} - \hat{y}_k \|_R < \| \hat{y}_{k+1} - \hat{y}_k \|_R \quad \text{for} \quad k = 0, 1, \ldots \]  
(1.4.6)

provided that \(\hat{y}_{k+1} \neq \hat{y}_k\).

**Proof:** We will only prove the first of these relationships; the second can be proved in an identical manner by swapping the roles of \(x\) and \(y\). By theorem D.2 in Appendix D, letting \(x_1 = \hat{x}_{k+1}\) and \(x_2 = \hat{x}_k\):

\[ \| \hat{x}_{k+1} - \hat{x}_k \|_R = \| K_y (\hat{x}_{k+1}) - K_y (\hat{x}_k) \|_R \leq \| \hat{x}_{k+1} - \hat{x}_k \|_R \]  
(1.4.7)

Close examination of the proof of the non-expansive mapping theorem in Appendix D indicates that equality holds in the relation above only if:
0 = \left\| (\hat{\hat{x}}_{k+1} - \hat{\hat{x}}_{k}) - (\hat{x}_{k+1} - \hat{x}_{k}) \right\| \quad (I.4.8)

This will only be true if:

\hat{\hat{x}}_{k+1} - \hat{x}_{k+1} = \hat{\hat{x}}_{k} - \hat{x}_{k} \quad (I.4.9)

But by construction of the iterative algorithm:

\|\hat{\hat{x}}_{k+1} - \hat{x}_{k+1}\| \leq \|\hat{\hat{x}}_{k} - \hat{x}_{k+1}\| \leq \|\hat{\hat{x}}_{k} - \hat{x}_{k}\| \quad (I.4.10)

Since (I.4.9) is true, however, these norms must actually be equal to each other. In particular:

\|\hat{\hat{x}}_{k} - \hat{x}_{k+1}\| = \|\hat{\hat{x}}_{k} - \hat{x}_{k}\| \quad (I.4.11)

But Theorem D.1 in Appendix D guarantees that because the set X is convex, the projection of \hat{\hat{x}}_{k} onto X, i.e. \hat{x}_{k+1}, is the unique element of X which minimizes \|\hat{\hat{x}}_{k} - x\|.

Therefore, (I.4.11) can only be possible if:

\hat{\hat{x}}_{k} = \hat{x}_{k+1} \quad (I.4.12)

But then \hat{\hat{x}}_{k+1} = \hat{x}_{k}, and in fact:

\hat{\hat{x}}_{k+m} = \hat{x}_{k} \quad \text{for all } m > 0 \quad (I.4.13)

and thus the sequence has converged. Therefore \|\hat{\hat{x}}_{k+1} - \hat{x}_{k}\| must be strictly less than \|\hat{\hat{x}}_{k+1} - \hat{x}_{k}\| unless the sequence has already converged.

We would conjecture that this strict non-expansiveness is true for all four algorithms; to prove this, however, would require strengthening Prekopa’s result in Appendix E to cover strictly concave functions.

References
Appendix J

Linear Equality Constraints in the Fisher XYMAP Problem

1. Eigenstructure of $P_x P_y P_x$ and $P_y P_x P_y$

The eigenstructure of the matrices $P_x P_y P_x$ and $P_y P_x P_y$ can be analyzed in exactly the same way we analyzed $P_x H P_x B P_x$ and $P_y B P_x H P_y$ for the Bayesian problem in Appendix G. In fact, if we let $B=I$ and take $\alpha=0$, most of the results carry over directly. In the following, therefore, we will only prove results which are unique to the Fisher problem. Unless otherwise indicated, we will assume that all spaces are finite dimensional.

Property A

The range of $P_x$ is the null space $N_x$ of $G_x$, $P_y \in N_x$. The range of $P_y$ is the null space $N_y$ of $G_y$, $P_y \in N_y$. The null space of $P_x$ is $N_x^\perp$ and the null space of $P_y$ is $N_y^\perp$, where these orthogonal complement sets are formed with respect to the inner product $\langle \cdot, \cdot \rangle_R$.

Property B

The matrix $R^{-\frac{1}{2}} P_x P_y P_x R^\frac{1}{2}$ is symmetric and positive semi-definite; its eigenvalues $\lambda_i$ are thus real and non-negative, and its eigenvectors $\Psi_i$ form a complete orthonormal set.

Property C

The matrix $P_x P_y P_x$ has the same real and non-negative eigenvalues $\lambda_i$ as $R^{-\frac{1}{2}} P_x P_y P_x R^\frac{1}{2}$, its eigenvectors are $\Psi_i = R^\frac{1}{2} \Psi_i$, and they form a complete orthonormal set.
set with respect to the inner product \( \langle \cdot, \cdot \rangle_R \).

**Property D**

Since projection matrices are non-expansive mappings (see Appendix G, section 1) then

\[
||P_x P_y P_x y||_R \leq ||P_y P_x y||_R \leq ||P_x y||_R \leq ||y||_R \tag{J.1.1}
\]

and thus all eigenvalues of \( P_x P_y P_x \) must be less than or equal to one.

**Property E**

If \( y \) is an element of the null space of \( G_x, \ y \in \mathcal{N}_x \), then \( P_x y = y \). Similarly, if \( y \) is an element of the null space of \( G_y, \ y \in \mathcal{N}_y \), then \( P_y y = y \). Thus if the intersection \( \mathcal{N}_x \cap \mathcal{N}_y \) is non-trivial, then every element \( y \in \mathcal{N}_x \cap \mathcal{N}_y \) must be an eigenvector of \( P_x P_y P_x \) with eigenvalue 1:

\[
P_x P_y P_x y = P_x y = y \quad \text{for all } y \in \mathcal{N}_x \cap \mathcal{N}_y \tag{J.1.2}
\]

Any eigenvectors of \( P_x P_y P_x \) not in \( \mathcal{N}_x \cap \mathcal{N}_y \) must have eigenvalue strictly less than 1. Furthermore, by property C, any eigenvector not in \( \mathcal{N}_x \cap \mathcal{N}_y \) will be orthogonal to \( \mathcal{N}_x \cap \mathcal{N}_y \). The eigenvectors of \( P_x P_y P_x \) thus split into two groups; those in \( \mathcal{N}_x \cap \mathcal{N}_y \) have eigenvalue 1, and those orthogonal to \( \mathcal{N}_x \cap \mathcal{N}_y \) have eigenvalue strictly less than 1.

**Property F**

All eigenvectors \( \psi_i \) of \( P_x P_y P_x \) corresponding to non-zero eigenvalues \( \lambda_i \) must satisfy:

\[
P_x P_y P_x \psi_i = \lambda_i \psi_i \neq 0 \tag{J.1.3}
\]

and thus \( \psi_i \) must be in the range of \( P_x \), or in other words, \( \psi_i \in \mathcal{N}_x \).
Property G

Exactly the same type of statements can be made about the eigenvalues \( \lambda_i \) and eigenvectors \( \psi_i \) of \( P_y P_x P_y \). Moreover, \( P_y P_x P_y \) has exactly the same eigenvalues as \( P_x P_y P_x \), and its eigenvectors \( \phi_i \) corresponding to non-zero eigenvalues \( \lambda_i \) can be put into one-to-one correspondence with those of \( P_x P_y P_x \):

\[
\phi_i = \frac{1}{\sqrt{\lambda_i}} P_y \psi_i \\
\psi_i = \frac{1}{\sqrt{\lambda_i}} P_x \phi_i
\]

(J.1.4)

These eigenvectors \( \phi_i \) are all elements of \( N_y \). Thus there can be at most \( \min(N-p,N-q) \) non-zero eigenvalues of \( P_x P_y P_x \) and \( P_y P_x P_y \). All elements in the intersection \( N_x \cap N_y \) are eigenvectors of \( P_y P_x P_y \) with eigenvalue 1. All other eigenvectors of \( P_y P_x P_y \) are orthogonal to \( N_x \cap N_y \) and have eigenvalue strictly less than 1.

Property H

\[
||P_x P_y||_R = ||P_y P_x||_R = \text{the square root of the maximum eigenvalue of } P_x P_y P_x \quad \text{and } P_y P_x P_y.
\]

To prove this, use the fact that \( R^{-1} P_x = P_x R^{-1} \), \( R^{-1} P_y = P_y R^{-1} \), and \( P_x P_x = P_x \):

\[
||P_x P_y||_R^2 = \max_i \frac{y^T P_x P_y P_x R^{-1} P_y P_y y}{y^T R^{-1} y} \quad \text{(J.1.5)}
\]

\[
= \max_i \frac{y^T R^{-1} P_x P_y P_y y}{y^T R^{-1} y}
\]

\[
= \max_i \frac{y^T R^{-1} P_x P_y P_y R_k y}{y^T R^{-1} y} \quad \text{where: } k = R^{-1} y
\]

which is the largest eigenvalue of \( R^{-1} P_x P_y P_y R_k \), which in turn is the largest eigenvalue of \( P_y P_x P_y \) and \( P_x P_y P_x \). Exactly the same result can be proven for \( ||P_y P_x||_R^2 \).
Property I

Eigenvectors $\psi_i$ and $\phi_i$ of $P_xP_yP_x$ and $P_yP_xP_y$ corresponding to non-zero eigenvalues $\lambda_i$ are also eigenvectors of $P_xP_y$ and $P_yP_x$ respectively with the same eigenvalues. This is because $\psi_i \in N_x$ and $\phi_i \in N_y$, and thus $P_x\psi_i = \psi_i$ and $P_y\phi_i = \phi_i$. This implies that:

\begin{align*}
P_xP_y\psi_i &= P_xP_yP_x\psi_i = \lambda_i\psi_i \\
P_yP_x\phi_i &= P_yP_xP_y\phi_i = \lambda_i\phi_i
\end{align*}

(J.1.6)

Property J

Both $P_x$ and $P_y$ map $(N_x \cap N_y)^\perp$ onto $(N_x \cap N_y)^\perp$ and map $N_x \cap N_y$ onto $N_x \cap N_y$. To prove this, suppose $\gamma \in N_x \cap N_y$. Then $P_x\gamma = \gamma \in N_x \cap N_y$ and $P_y\gamma = \gamma \in N_x \cap N_y$. Now suppose $\gamma \in (N_x \cap N_y)^\perp$. Then $\gamma$ can be written uniquely in the form:

\[ \gamma = \gamma_1 + \gamma_2 \quad \text{where} \quad \gamma_1 \in N_x \quad \text{and} \quad \gamma_2 \in N_x^\perp \]

(J.1.7)

Because $\gamma_2 \perp N_x$, it must also be true that $\gamma_2 \perp N_x \cap N_y$. But then $\gamma \perp N_x \cap N_y$ is only possible if $\gamma_1 \perp N_x \cap N_y$. Since $P_x\gamma = \gamma_1$, then $P_x\gamma \perp N_x \cap N_y$. We can prove $P_y\gamma \perp N_x \cap N_y$ similarly.

Property K

The null space of the matrices $(1-P_xP_yP_x)$ and $(1-P_yP_xP_y)$ is $N_x \cap N_y$, while the range of these matrices is $(N_x \cap N_y)^\perp$. To prove this, let $\psi_i$ be any eigenvector of $P_xP_yP_x$ with eigenvalue $\lambda_i$; then it is also an eigenvector of $(1-P_xP_yP_x)$ with eigenvalue $1-\lambda_i$. The null space of $(1-P_xP_yP_x)$ is therefore spanned by the set of eigenvectors $\psi_i$ with eigenvalue $\lambda_i = 1$, which is simply $N_x \cap N_y$. Since the eigenvectors $\psi_i$ form a complete orthonormal basis, the range of $(1-P_xP_yP_x)$ must be:

\[ \text{Range}(1-P_xP_yP_x) = \text{span} \left\{ (1-P_xP_yP_x)\psi_i \right\} = \text{span} \left\{ (1-\lambda_i)\psi_i \right\} \]

(J.1.8)
The only vectors missing from the range will be those in the subspace spanned by eigenvectors \( \psi_i \) with eigenvalue \( \lambda_i = 1 \), which is all the vectors in \( \mathcal{N}_x \cap \mathcal{N}_y \). The range must therefore be \( (\mathcal{N}_x \cap \mathcal{N}_y)^\perp \).

Property I

All the eigenvectors \( \psi_i \) in the set spanning \( (\mathcal{N}_x \cap \mathcal{N}_y)^\perp \) have eigenvalue \( \lambda_i \) less than 1. If there are a finite number of these eigenvectors with non-zero eigenvalue, then there must be one with the largest such eigenvalue \( \lambda_{\text{max}} < 1 \). Then:

\[
\| P_y P_x y \|_R^2 = \lambda_{\text{max}} \| x \|_R^2 \quad \text{for all } y \in (\mathcal{N}_x \cap \mathcal{N}_y)^\perp \quad (J.1.9)
\]

To prove this, write \( y \) as a linear combination of the eigenvectors \( \psi_i \) in \( (\mathcal{N}_x \cap \mathcal{N}_y)^\perp \).

\[
y = \sum_{\psi_i \in (\mathcal{N}_x \cap \mathcal{N}_y)^\perp} v_i \psi_i \quad (J.1.10)
\]

Then:

\[
P_x P_y P_x y = \sum v_i \lambda_i \psi_i
\]

and thus:

\[
\| P_y P_x y \|_R^2 = y^T P_x P_y P_x y = y^T R^{-1} P_x y
\]

\[
= \left( \sum v_i \psi_i \right) R^{-1} \left( \sum v_i \lambda_i \psi_i \right)
\]

\[
= \sum v_i^2 \lambda_i
\]

\[
\leq \lambda_{\text{max}} \sum v_i^2
\]

\[
= \lambda_{\text{max}} \| x \|_R^2
\]

We can prove

\[
\| P_x P_y y \|_R^2 \leq \lambda_{\text{max}} \| x \|_R^2 \quad (J.1.12)
\]

similarly. This property thus implies that \( P_x P_y \) and \( P_y P_x \) are contraction mappings on
the set \((N_x \cap N_y)^\perp\) and identities on \(N_x \cap N_y\).

**Property M**

The matrices \(Q_x = (I-P_x)\) and \(Q_y = (I-P_y)\) are projection matrices which are "orthogonal" to \(P_x\) and \(P_y\) in the sense that they project vectors onto the orthogonal complements \(N_x^\perp\) and \(N_y^\perp\) of the null spaces \(N_x\) and \(N_y\). The matrices \(Q_x Q_y Q_x\) and \(Q_y Q_x Q_y\) has a similar eigenstructure as \(P_y P_x P_y\) and \(P_x P_y P_x\); all their eigenvalues are real, non-negative and bounded above by one, and their eigenvectors form a complete orthonormal basis. In addition, the non-zero eigenvalues of these matrices which are strictly less than one are identical, and the corresponding eigenvectors can all be put into a one-to-one correspondence. To see this, let \(\{\psi_i\}\) be a set of orthonormal eigenvectors of \(P_x P_y P_x\) with eigenvalues \(\lambda_i\), where \(0 < \lambda_i < 1\). Note that \(\psi_i \in N_x\), so that \(P_x \psi_i = \psi_i\). Define:

\[
\phi_i = \frac{1}{\sqrt{\lambda_i}} P_y P_x \psi_i \\
\eta_i = \frac{1}{\sqrt{1-\lambda_i}} Q_y P_x \phi_i \\
\xi_i = \frac{1}{\sqrt{1-\lambda_i}} Q_x P_y \phi_i
\]

Then the sets \(\{\phi_i\}, \{\eta_i\}, \{\xi_i\}\) are orthonormal and are eigenvectors of \(P_y P_x P_y, Q_y Q_x Q_y\), and \(Q_x Q_y Q_x\) respectively with eigenvalue \(\lambda_i\):

\[
P_y P_x P_y \phi_i = \lambda_i \phi_i \\
Q_y Q_x Q_y \eta_i = \lambda_i \eta_i \quad \text{(J.1.14)} \\
Q_x Q_y Q_x \xi_i = \lambda_i \xi_i
\]

We prove the result for the vectors \(\eta_i\); the proof for the others is similar.

\[
Q_y Q_x Q_y \eta_i = \frac{1}{\sqrt{1-\lambda_i}} (I-P_y)(I-P_x)(I-P_y) \psi_i
\]
\[
= \frac{1}{\sqrt{1-\lambda_i}} \left( (1-P_y)(1-P_x-P_y + P_xP_y) \psi_i \right) \\
= \frac{1}{\sqrt{1-\lambda_i}} (\lambda_i 1 - \lambda_i P_y - P_y + P_y P_y) \psi_i \\
= \frac{1}{\sqrt{1-\lambda_i}} \lambda_i (1-P_y) \psi_i \\
= \lambda_i \psi_i
\]

Also:

\[
<\psi_i, \psi_i>_R = \frac{1}{\sqrt{1-\lambda_i}} \frac{1}{\sqrt{1-\lambda_j}} \psi_i^T P_x (I-P_y) R^{-1} (I-P_y) P_x \psi_i \\
= \frac{1}{\sqrt{1-\lambda_i}} \frac{1}{\sqrt{1-\lambda_j}} \psi_j^T R^{-1} P_x (I-P_y) P_x \psi_i \\
= \frac{1}{\sqrt{1-\lambda_i}} \frac{1}{\sqrt{1-\lambda_j}} \left[ <\psi_i, \psi_i>_R - \lambda_i <\psi_j, \psi_i>_R \right] \\
= \frac{1}{\sqrt{1-\lambda_i}} \frac{1}{\sqrt{1-\lambda_j}} \left[ (1-\lambda_i) \delta_{ij} \right] \\
= \delta_{ij}
\]

2. Primal Algorithm

**Theorem 1.1** Suppose the constraint sets \( X \) and \( Y \) are defined by linear equations:

\[
X = \left\{ x \mid G_x x = \gamma_x \right\} \quad \text{and} \quad Y = \left\{ y \mid G_y y = \gamma_y \right\}
\]

(J.2.1)

where \( G_x \) and \( G_y \) have full row rank. Then the Fisher XYMAP problem:

\[
\hat{z}, \hat{\chi} - \min_{z \in X, \chi \in Y} \| \hat{z} - z \|_R^2
\]

(J.2.2)

has a solution given by:

\[
\left( I - P_x P_y P_x \right) \hat{z} = \hat{z} + P_x (\hat{\chi} + P_y \hat{z})
\]

(J.2.3)

\[
\hat{z} = P_y \hat{z} + \hat{\chi}
\]
or:

\[
\left( I - P_y P_x P_y \right) \tilde{x} = \tilde{y} + P_y (\tilde{x} + P_x \tilde{y})
\]

(J.2.4)

\[
\tilde{x} = \tilde{x} + P_x \tilde{y}
\]

The solution to (J.2.3) or (J.2.4) will be unique if the null spaces \( N_x \) and \( N_y \) of \( G_x \) and \( G_y \) respectively do not intersect, \( N_x \cap N_y = \{0\} \). Otherwise, there will be many solutions; one of these \( \hat{x}_{\text{min}} \), \( \hat{y}_{\text{min}} \) will have minimal energy, and the rest \( (\hat{x}, \hat{y}) \) can be written as:

\[
\hat{x} = \hat{x}_{\text{min}} + \gamma
\]

\[
\hat{y} = \hat{y}_{\text{min}} + \gamma
\]

for some \( \gamma \in N_x \cap N_y \) (J.2.5)

and:

\[
\| \hat{x}_{\text{min}} \|^2 \leq \| \hat{x} \|^2
\]

(J.2.6)

\[
\| \hat{y}_{\text{min}} \|^2 \leq \| \hat{y} \|^2
\]

Proof: The derivation of the formulas (J.2.3) and (J.2.4) was presented in chapter 6, and we will not repeat it here. Let us prove that the closed-form formula (J.2.3) for \( \hat{x} \) can always be solved. Note that:

\[
P_x \tilde{x} = \left[ I - RG \left( G_x R G \right)^{-1} G_x \right] \left[ RG \left( G_x R G \right)^{-1} y \right] = 0
\]

(J.2.7)

Thus \( \tilde{x} \) is in the null space of \( P_x \), so \( \tilde{x} \in N_x \). Similarly, \( \tilde{y} \in N_y \). Since \( \tilde{y} \perp N_y \) and \( \tilde{x} \perp N_x \), we must have \( \tilde{y} \perp N_x \cap N_y \) and \( \tilde{x} \perp N_x \cap N_y \) also, and thus by property J above:

\[
\tilde{x} \perp N_x \cap N_y
\]

\[
P_x \tilde{x} \perp N_x \cap N_y
\]

\[
P_y \tilde{x} \perp N_x \cap N_y
\]

\[
P_x P_y \tilde{x} \perp N_x \cap N_y
\]

(J.2.8)

The right hand side of (J.2.3) is thus an element of \( (N_x \cap N_y) \). But property K above
says that the range of \((I - P_x P_y P_x)\) is exactly \((N_x \cap N_y)\). Thus we can always find a solution \(\hat{x}_0\). Since the null space of \((I - P_x P_y P_x)\) is \(N_x \cap N_y\), every solution must have the form:

\[
\hat{x} = \hat{x}_0 + y \quad \text{where} \quad y \in N_x \cap N_y
\]  

(J.2.9)

The corresponding output estimate will be:

\[
\hat{y} = P_y \hat{x} + \bar{y}
\]

\[
= \hat{x}_0 + y
\]

where: \(\hat{x}_0 = P_y \hat{x}_0 + \bar{y}\)

The set of solutions forms a linear variety; of these, there is a unique estimate \((\hat{x}_{\text{min}}, \hat{y}_{\text{min}})\) such that \(\hat{x}_{\text{min}} \perp N_x \cap N_y\). But then \(\hat{y}_{\text{min}} = P_y \hat{x}_{\text{min}} + \bar{y} \perp N_x \cap N_y\) also. All the other solutions \((\hat{x}, \hat{y})\) can be written:

\[
\hat{x} = \hat{x}_{\text{min}} + y \quad \text{for some} \quad y \in N_x \cap N_y
\]

(J.2.11)

Note that:

\[
\|\hat{x}\|^2 = \|\hat{x}_{\text{min}}\|^2 + \|y\|^2 \geq \|\hat{x}_{\text{min}}\|^2
\]

\[
\|\hat{y}\|^2 = \|\hat{x}_{\text{min}}\|^2 + \|y\|^2 \geq \|\hat{y}_{\text{min}}\|^2
\]

(J.2.12)

so that all these other solutions have more energy than \((\hat{x}_{\text{min}}, \hat{y}_{\text{min}})\). Proving the result for the other version (J.2.4) of the closed-form formula is straightforward.

\[\square\]

**Theorem J.2**: Suppose that the constraint sets \(X, Y\) are defined by linear equalities as in (J.2.1). Suppose also that the matrices \(P_x P_y P_x\) and \(P_y P_x P_y\) have a finite number of non-zero eigenvalues (This will be true if \(\min(N - p, N - q) < \infty\)). Then the iterative projection algorithm:

\[
\hat{x}_{k+1} = P_x \hat{x}_k + \bar{x}
\]

\[
\hat{y}_{k+1} = P_y \hat{x}_{k+1} + \bar{y}
\]

(J.2.13)
is guaranteed to converge at a geometric rate to a solution \((\hat{x}, \hat{y})\) to the Fisher XYMAP problem (J.2.2):

\[
\| \hat{x}_{k+1} - \hat{x}_k \|_K^2 \leq \lambda_{\text{max}} \| \hat{x}_{k+1} - \hat{x}_k \|_K^2 \leq \lambda_{\text{max}}^2 \| \hat{x}_k - \hat{x}_k \|_K^2
\]  

(J.2.14)

If we decompose the initial estimate \(\hat{y}_0\) into a component \(y_0\) in \(N_x \cap N_y\) and a component \(\hat{y}_0\) orthogonal to \(N_x \cap N_y\),

\[
\hat{y}_0 = \hat{y}_0 + y_0 \quad \text{where} \quad \hat{y}_0 \perp N_x \cap N_y \quad y_0 \in N_x \cap N_y
\]  

(J.2.15)

then the iterative algorithm converges to the "nearest" solution:

\[
\hat{x} = \hat{x}_{\text{min}} + y_0
\]

\[
\hat{y} = \hat{y}_{\text{min}} + y_0
\]  

(J.2.16)

Thus if we choose \(\hat{y}_0 \perp N_x \cap N_y\), the convergent solution will be \((\hat{x}_{\text{min}}, \hat{y}_{\text{min}})\).

**Proof:** Let \(\hat{y}\) be the global minimum solution \(\hat{y} = \hat{y}_{\text{min}} + y_0\). Then since both \(\hat{y}_0\) and \(\hat{y}_{\text{min}}\) are orthogonal to \(N_x \cap N_y\):

\[
\hat{x}_0 - \hat{x} = \hat{x}_0 - \hat{x}_{\text{min}} \perp N_x \cap N_y
\]  

(J.2.17)

Now recognizing that \(\hat{x}_{k+1} = P_x \hat{x}_{k+1} + \vec{x}\),

\[
\hat{x}_{k+1} = P_y P_x \hat{x}_{k+1} + (\vec{y} + P_y \vec{x})
\]  

(J.2.18)

Also, the global minimum \((\hat{x}, \hat{y})\) must be a stationary point of the algorithm, with \(\hat{x} = P_x \hat{x} + \vec{x}\), and thus:

\[
\hat{y} = P_y P_x \hat{x} + (\vec{y} + P_y \vec{x})
\]  

(J.2.19)

Subtracting (J.2.19) from (J.2.18) yields:

\[
\hat{x}_{k+1} - \hat{x} = P_y P_x (\hat{x}_{k+1} - \hat{x})
\]  

(J.2.20)

Similarly, we can show that:

\[
\hat{x}_{k+1} - \hat{x} = P_x P_y (\hat{y}_{k+1} - \hat{y})
\]  

(J.2.21)
Applying property J recursively, it is easy to show that:

\[ \hat{\xi}_k - \hat{\xi} \perp N_x \cap N_y, \]
\[ \hat{\xi}_k - \hat{\xi} \perp N_x \cap N_y, \quad \text{for all} \ k \quad \text{(J.2.22)} \]

Thus by property L above:

\[ \| \hat{\xi}_{k+1} - \hat{\xi} \|^2_R = \| P_y P_x (\hat{\xi}_{k+1} - \hat{\xi}) \|^2_R \]
\[ \leq \lambda_{max} \| \hat{\xi}_{k+1} - \hat{\xi} \|^2_R \]
\[ = \lambda_{max} \| P_x P_y (\hat{\xi}_k - \hat{\xi}) \|^2_R \]
\[ \leq \lambda_{max}^2 \| \hat{\xi}_k - \hat{\xi} \|^2_R \quad \text{(J.2.23)} \]

Thus as \( k \to \infty \), \( \| \hat{\xi}_k - \hat{\xi} \|^2_R \to 0 \), and \( \| \hat{\xi}_k - \hat{\xi} \|^2_R \to 0 \), and thus \((\hat{\xi}_k, \hat{\xi}_k)\) converges geometrically to the global minimum solution \((\hat{\xi}, \hat{\xi})\). If we choose \( \hat{\xi}_0 \) to be orthogonal to \( N_x \cap N_y \), then \( y_0 = 0 \) and the convergent solution will be \((\hat{\xi}_{min}, \hat{\xi}_{min})\), which is the minimum norm solution to the Fisher problem \( \text{(J.2.2)} \). Finally, note that since \( \hat{\xi} \) is orthogonal to \( N_y \), it is the vector in \( Y \) with the smallest norm. Thus if we choose \( \hat{\xi}_0 \) to be the element in \( Y \) with the minimum norm, we are guaranteed that it will be orthogonal to \( N_x \cap N_y \), and thus the convergent solution will be \((\hat{\xi}_{min}, \hat{\xi}_{min})\).

**Primal Algorithm - Noise Sensitivity**

We can analyze the noise sensitivity of this algorithm in exactly the same way as in chapter 5. Combining the derivation in Appendix G with the decomposition of the errors into components \( \Delta_k \) in \( N_x \cap N_y \) and component \( \Delta_k^t \) orthogonal to \( N_x \cap N_y \), we can show that the error between the computed estimate \( \hat{\xi}_k \) and the "correct" estimate \( \hat{\xi}_k \) is:

\[ \hat{\xi}_k - \hat{\xi}_k = \sum_{m=0}^{k-1} (P_y P_x)^m (\Delta_k - \Delta_k^t - \Delta_k^t - \Delta_k^t - ...) \quad \text{(J.2.24)} \]

But since \( \Delta_k \in N_x \cap N_y \), then \( P_x \Delta_k = P_y \Delta_k = 0 \). Thus:

\[ \hat{\xi}_k - \hat{\xi}_k = \sum_{m=0}^{k-1} \Delta_k - \Delta_k^t + \sum_{m=0}^{k-1} (P_y P_x)^m \Delta_k^t - \Delta_k^t - ... \]
\[
= \sum_{m=0}^{k-1} \Delta_{t-m} + \left[ \Delta_{t} + \sum_{m=1}^{k-1} \left( (P_y P_x)(P_x P_y) \right)^{m-1} (P_y P_x) \Delta_{t-m} \right]
\] (J.2.25)

where we have liberally used \( P_x P_x = P_x \) and \( P_y P_y = P_y \) in the last line. But by property J, since \( \Delta_{t-m} \in (N_x \cap N_y)^\perp \), then \( P_y P_x \Delta_{t-m} \in (N_x \cap N_y)^\perp \), and in fact every term in the last summation in (J.2.25) is an element of \((N_x \cap N_y)^\perp\). Thus by property L:

\[
\| \hat{x}_k - \hat{x}_k \|_R^2 \leq \sum_{m=0}^{k-1} \| \Delta_{t} \|_R^2 + \| \Delta_{t} \|_R^2 + \sum_{m=1}^{k-1} \lambda_{\text{max}}^{2m-1} \| \Delta_{t-m} \|_R^2
\] (J.2.26)

If all the errors \( \| \Delta_{t} \|_R^2 \) are about equal to \( \overline{\Delta} \), and all the errors \( \| \Delta_{t-m} \|_R^2 \) are about equal to \( \overline{\Delta}^\perp \), then:

\[
\| \hat{x}_k - \hat{x}_k \|_R^2 \leq k \overline{\Delta} + \left( 1 + \frac{\lambda_{\text{max}} \left( 1 - \lambda_{\text{max}}^{-2k-2} \right)}{1 - \lambda_{\text{max}}^2} \right) \overline{\Delta}^\perp
\] (J.2.27)

**Primal Algorithm - Interpretation of \( \| P_y P_x \|_R \) as a Cosine**

Finally, we present Youla’s proof [1] that:

**Theorem J.3**

\[
\cos \theta(X, Y) = \| P_y P_x \|_R = \| P_x P_y \|_R
\]

where \( \cos \theta(X, Y) \) is the angle between the constraint sets \( X \) and \( Y \) defined in (J.2.1). 

**Proof**: Assume that \( R(P_x) \neq \{ \emptyset \} \) and \( R(P_y) \neq \{ \emptyset \} \); otherwise, the result is trivial since \( P_x \) or \( P_y \) would be the zero matrix. For any \( x \in R(P_x) \) we have

\[
\sup_{x \in R(P_x)} \frac{|< x, x >_R |}{\| x \|_R \| x \|_R} = \sup_{x \in R(P_x)} \frac{|< x, P_y x >_R |}{\| x \|_R \| x \|_R} = \sup_{x \in R(P_y)} \frac{|< x, P_y x >_R |}{\| x \|_R \| x \|_R} \leq \frac{\| P_x x \|_R}{\| x \|_R}
\] (J.2.28)

where the last line is due to Schwartz’ inequality, \( |< x, P_y x >_R | \leq \| x \|_R \| P_x x \|_R \). Equality will be achieved only if we choose \( x \) linearly proportional to \( P_x y \). Since
\[ x \in R(P_x), \text{ we have } y = P_x y \text{ and thus:} \]

\[ \cos \theta(X, Y) = \sup_{x \in R(P_x)} \frac{||P_x P_y x||_R}{||x||_R} \]  

(J.2.29)

To show that this is simply the norm \( ||P_x P_y||_R \), note first that from the definition of \( ||P_x P_y||_R \) that the supremum on the right hand side of (J.2.29) cannot exceed \( ||P_x P_y||_R \). Next, note that we can always decompose a vector \( y \) into \( y = y + y^\perp \) with \( x \in R(P_x), y^\perp \in R(P_x)^\perp = N(P_x) \). Then:

\[ \frac{||P_x P_y x||_R}{||y||_R} = \frac{||P_x P_y x||_R}{||y + y^\perp||_R} \]

\[ \leq \frac{||P_x P_y x||_R}{\left(||y||_R^2 + ||y^\perp||_R^2\right)^{\frac{1}{2}}} \]  

(J.2.30)

Thus:

\[ \sup_{x \in R(P_x)} \frac{||P_x P_y x||_R}{||y||_R} \leq ||P_x P_y||_R \leq \sup_{x \in R(P_y)} \frac{||P_x P_y x||_R}{||y||_R} \]  

(J.2.31)

and the lemma is proven. \[ \square \]

3. **Dual Problem**

Because \( Q_x \) and \( Q_y \) are projection matrices onto the spaces \( N_x \perp \) and \( N_y \perp \) with respect to the inner product \( \langle \cdot, \cdot \rangle_Q \), exactly the same conclusions can be drawn about the eigenstructure of \( Q_y Q_x \) and \( Q_x Q_y \) as about \( P_x P_y \) and \( P_y P_x \) in section 1 of this Appendix. We need only replace \( P_x, P_y, N_x, N_y \) and \( R \) everywhere in section 1 with \( Q_x, Q_y, N_x \perp, N_y \perp \) and \( Q \), and the same properties will continue to hold.

We now prove that the dual closed-form solution exists and that the dual iterative algorithm converges at a geometric rate. First we factor the offsets \( \bar{u}_x \) and \( \bar{u}_y \) into the
form:

\[ \tilde{\mu}_x = \tilde{\mu}_x^0 + \tilde{\mu}_x^1 \quad \text{where} \quad \tilde{\mu}_x^0 \in N_x^1 \cap N_y^1 \quad \text{and} \quad \tilde{\mu}_x^1 \perp N_x^1 \cap N_y^1 \]  

\[ \tilde{\mu}_y = \tilde{\mu}_y^0 + \tilde{\mu}_y^1 \quad \text{where} \quad \tilde{\mu}_y^0 \in N_x^1 \cap N_y^1 \quad \text{and} \quad \tilde{\mu}_y^1 \perp N_x^1 \cap N_y^1 \]  

(J.3.1)

Now we prove:

**Theorem J.4** Let \( \hat{\mu}_x \) be any solution to:

\[ \left( I - Q_x Q_y Q_x \right) \hat{\mu}_x = \tilde{\mu}_x^1 - Q_x \tilde{\mu}_y^1 \]  

(J.3.2)

Let \( \hat{\mu}_y \) be the corresponding output multiplier estimate:

\[ \hat{\mu}_y = -Q_y \hat{\mu}_x + \tilde{\mu}_y^1 \]  

(J.3.3)

then construct signal and output estimates by:

\[ \hat{x}_{\text{min}} = \hat{\mu}_x + \hat{\mu}_y + \tilde{\mu}_x^0 \]  

(J.3.4)

\[ \hat{y}_{\text{min}} = \hat{\mu}_x + \hat{\mu}_y + \tilde{\mu}_y^0 \]  

Then \((\hat{x}_{\text{min}}, \hat{y}_{\text{min}})\) not only solves:

\[ \hat{x}_{\text{min}}, \hat{y}_{\text{min}} - \min_{\mathbf{x} \in X, \mathbf{y} \in Y} \| \mathbf{y} - \mathbf{x} \|_Q^2 \]  

(J.3.5)

but is also the solution with minimal energy; thus if \( \hat{x}, \hat{y} \) are any other solution to this Fisher problem:

\[ \| \hat{x} \|_Q^2 \geq \| \hat{x}_{\text{min}} \|_Q^2 \]  

\[ \| \hat{y} \|_Q^2 \geq \| \hat{y}_{\text{min}} \|_Q^2 \]  

(J.3.6)

**Proof:** We first need to show that a solution for \( \hat{\mu}_x \) in (J.3.2) exists. By property K of section 1, the range of \((I - Q_x Q_y Q_x)\) is \((N_x^1 \cap N_y^1)^1\). Now \( \tilde{\mu}_x^1 \in (N_x^1 \cap N_y^1)^1 \). Also \( \tilde{\mu}_y^1 \in (N_x^1 \cap N_y^1)^1 \). By property J of section 1, \( Q_x \tilde{\mu}_y^1 \in (N_x^1 \cap N_y^1)^1 \) also. Thus the right hand side of (J.3.2) is an element of \((N_x^1 \cap N_y^1)^1\), the range of \((I - Q_x Q_y Q_x)\), and thus at least one solution \( \hat{\mu}_x \) exists. Since the null space of \((I - Q_x Q_y Q_x)\) is \( N_x^1 \cap N_y^1 \), any other
solution \( \hat{\mathbf{u}}_x \) will have the form:

\[
\hat{\mathbf{u}}_x = \hat{\mathbf{u}}_x + \mathbf{y} \quad \text{where} \quad \mathbf{y} \in N_x^\perp \cap N_y^\perp \tag{J.3.7}
\]

Note that \( \mathbf{\hat{u}}_x \in N_x^\perp \) which implies that both components \( \mathbf{\hat{u}}_x^0 \) and \( \mathbf{\hat{u}}_x^1 \) are elements of \( N_x^\perp \). Furthermore, since the range of \( Q_x \) is \( N_x^\perp \), then \( Q_x \mathbf{\hat{u}}_x^1 \in N_x^\perp \). Thus the right hand side of equation (J.3.2) also is an element of \( N_x^\perp \). To show that the solution \( \hat{\mathbf{u}}_x \in N_x^\perp \) also, note that if \( \mathbf{y} \in N_x \), then:

\[
(1 - Q_x Q_y Q_x) \mathbf{y} = \mathbf{y} \in N_x \tag{J.3.8}
\]

and if \( \mathbf{y} \in N_x^\perp \) then:

\[
(1 - Q_x Q_y Q_x) \mathbf{y} = \mathbf{y} - Q_x (Q_y Q_x \mathbf{y}) \in N_x^\perp \tag{J.3.9}
\]

(1 - \( Q_x Q_y Q_x \)) thus maps \( N_x \) into \( N_x \) and \( N_x^\perp \) into \( N_x^\perp \); since the right hand side of (J.3.2) is an element of \( N_x^\perp \), the solution \( \hat{\mathbf{u}}_x \) must be in \( N_x^\perp \). The corresponding output multiplier estimate \( \hat{\mathbf{u}}_y \) will be an element of \( N_y^\perp \) since \( \mathbf{\hat{u}}_y \in N_y \) and the range of \( Q_y \) is \( N_y^\perp \).

Now since \( \hat{\mathbf{u}}_x \in N_x^\perp \), then \( Q_x \hat{\mathbf{u}}_x = \mathbf{\hat{u}}_x \). Also since \( \hat{\mathbf{u}}_y \in N_y^\perp \) then \( Q_y \hat{\mathbf{u}}_y = \mathbf{\hat{u}}_y \). Thus by rearranging equation (J.3.2) we get:

\[
\hat{\mathbf{u}}_x = \mathbf{Q}_x Q_y Q_x \hat{\mathbf{u}}_x + \mathbf{\hat{u}}_x^1 - Q_x \mathbf{\hat{u}}_y^1 \\
= \mathbf{Q}_x (Q_y \hat{\mathbf{u}}_x - \mathbf{\hat{u}}_y^1) + \mathbf{\hat{u}}_x^1 \\
= -Q_x \hat{\mathbf{u}}_y + \mathbf{\hat{u}}_x^1 \tag{J.3.10}
\]

The solution \( \hat{\mathbf{u}}_x \), \( \hat{\mathbf{u}}_y \) thus satisfies:

\[
\hat{\mathbf{u}}_x = -Q_x \hat{\mathbf{u}}_y + \mathbf{\hat{u}}_x^1 \tag{J.3.11}
\]

\[
\hat{\mathbf{u}}_y = -Q_y \hat{\mathbf{u}}_x + \mathbf{\hat{u}}_y^1
\]

All other solutions \((\hat{\mathbf{u}}_x', \hat{\mathbf{u}}_y')\) will have the form:

\[
\hat{\mathbf{u}}_x' = \hat{\mathbf{u}}_x + \mathbf{y} \quad \text{where} \quad \mathbf{y} \in N_x^\perp \cap N_y^\perp \tag{J.3.12}
\]

Now let us analyze the solution \( \hat{\mathbf{x}}_{\min}, \hat{\mathbf{y}}_{\min} \):
\[ G_x \hat{x}_{\min} = G_x (\hat{\rho}_x + \hat{\rho}_y + \overline{\rho}_x^0 ) \]
\[ = -G_x Q_x \hat{\rho}_y + G_x \overline{\rho}_x^1 + G_x \overline{\rho}_y + G_x \overline{\rho}_x^0 \]
\[ = G_x (\overline{\rho}_x^1 + \overline{\rho}_x^0 ) \]
\[ = G_x \overline{\rho}_x \]
\[ = \gamma_x \]

Similarly, we can show that \( G_y \hat{y}_{\min} = \gamma_y \). Thus \( \hat{x}_{\min} \in \overline{X} \) and \( \hat{y}_{\min} \in Y \). Note that starting from any of the other solutions \((\hat{\rho}_x, \hat{\rho}_y)\) in (J.3.12) would give exactly the same estimate of \( \hat{x}_{\min}, \hat{y}_{\min} \). Moreover:

\[ \hat{y}_{\min} - \hat{x}_{\min} = \overline{\rho}_y - \overline{\rho}_x^0 \in N^\perp_x \cap N^\perp_Y \]  

Let \( x, y \) be any other elements of \( X \) and \( Y \). These can always be written in the form:

\[ x = \hat{x}_{\min} + x_x \quad \text{where} \quad x_x \in N_x \]
\[ y = \hat{y}_{\min} + y_y \quad \text{where} \quad y_y \in N_y \]  

(J.3.15)

Note that since \( x_x \perp N^\perp_x \) and \( y_y \perp N^\perp_Y \), then also \( x_x \perp N^\perp_x \cap N^\perp_Y \) and \( y_y \perp N^\perp_x \cap N^\perp_Y \). Now:

\[ || x - x_x ||_0^2 = || \hat{x}_{\min} - \hat{x}_{\min} + x_x - x_x ||_0^2 \]  

But \( \hat{y}_{\min} - \hat{x}_{\min} \in N^\perp_x \cap N^\perp_Y \) while \( y_y - x_x \perp N^\perp_x \cap N^\perp_Y \); thus \( \hat{y}_{\min} - \hat{x}_{\min} \perp y_y - x_x \) and:

\[ || x - x_x ||_0^2 = || \hat{x}_{\min} - \hat{x}_{\min} ||_0^2 + || y_y - x_x ||_0^2 \equiv || \hat{x}_{\min} - \hat{x}_{\min} ||_0^2 \]  

(J.3.17)

Thus \( \hat{x}_{\min}, \hat{y}_{\min} \) are indeed global minimizing solutions to the Fisher XYMAP problem.

Any other global minimizing solution \((\hat{x}^{'}, \hat{y}^{'} )\) must have the form \( \gamma_x = \gamma_y \), or:

\[ \hat{x}^{'} = \hat{x}_{\min} + x_x \quad \text{where} \quad x \in N_x \cap N_y \]
\[ \hat{y}^{'} = \hat{y}_{\min} + y_y \quad \text{where} \quad x \in N_x \cap N_y \]  

(J.3.18)

However:

\[ \hat{\rho}_x \in N^\perp_x \quad \Rightarrow \quad \hat{\rho}_x \perp N_x \cap N_y \]
\[ \hat{\rho}_y \in N^\perp_Y \quad \Rightarrow \quad \hat{\rho}_y \perp N_x \cap N_y \]
\[ \overline{\rho}_x^0 \in N^\perp_x \cap N^\perp_Y \quad \Rightarrow \quad \overline{\rho}_x^0 \perp N_x \cap N_y \]  

(J.3.19)

Thus:
\[ \hat{x}_{\text{min}} = \hat{x}_x + \hat{x}_y + \mu_x \perp N_x \cap N_y \]  

(J.3.20)

Similarly, we can show:

\[ \hat{y}_{\text{min}} \perp N_x \cap N_y \]  

(J.3.21)

These relationships (J.3.20) and (J.3.21), however, guarantee that \( \hat{x}_{\text{min}}, \hat{y}_{\text{min}} \) are the minimal energy global minimum solution, since any other solution \( (\hat{x}, \hat{y}) \) in (J.3.18) will satisfy:

\[
\begin{align*}
\| \hat{x} \|^2_Q &= \| \hat{x}_{\text{min}} \|^2_Q + \| \hat{x} \|^2_Q \\
\| \hat{x} \|^2_Q &= \| \hat{x}_{\text{min}} \|^2_Q + \| \hat{x} \|^2_Q \\
\square
\end{align*}
\]

(J.3.22)

This closed-form solution is unfortunately not computationally practical because it requires splitting \( \tilde{\mu}_x \) and \( \tilde{\mu}_y \) into components. A more convenient solution is given by the following:

**Theorem 1.5** Solve:

\[
\left( I - Q_x Q_y Q_x \right) \hat{\mu}_x = \tilde{\mu}_x - Q_x \tilde{\mu}_y
\]

(J.3.23)

for a best least squares solution \( \hat{\mu}_x \) with respect to the inner product \( \langle \cdot, \cdot \rangle_Q \).

Then compute:

\[
\begin{align*}
\hat{\mu}_y &= -Q_y \hat{\mu}_x + \tilde{\mu}_y \\
\hat{\mu}_x &= -Q_x \hat{\mu}_y + \tilde{\mu}_x
\end{align*}
\]

(J.3.24)

The minimal energy global minimizing solution is then given by:

\[
\begin{align*}
\hat{x}_{\text{min}} &= \hat{x}_x + \hat{x}_y \\
\hat{y}_{\text{min}} &= \hat{x}_y + \hat{x}_y
\end{align*}
\]

(J.3.25)

Moreover, equation (J.3.23) will have an exact solution for \( \hat{\mu}_x \) if and only if

\[
\hat{x}_{\text{min}} = \hat{y}_{\text{min}}
\]

(J.3.26)
Proof: A best least squares solution for \( \hat{\mu}_x \) is found by:

\[
\hat{\mu}_x = \min_{\mu_x} \left\| \left( I - Q_x Q_y Q_x \right) \mu_x - \left( \bar{\mu}_x - Q_y \bar{\mu}_y \right) \right\|_Q
\]

\[
- \min_{\mu_x} \left\| \left( I - Q_x Q_y Q_x \right) \mu_x - \left( \bar{\mu}_x - Q_x \bar{\mu}_y \right) \right\|_Q
\]

The first term inside the norm is an element of \((N_x^\perp \cap N_y^\perp)^\perp\) while the second term is in \(N_x^\perp \cap N_y^\perp\). Thus:

\[
\hat{\mu}_x = \min_{\mu_x} \left\| \left( I - Q_x Q_y Q_x \right) \mu_x - \left( \bar{\mu}_x - Q_x \bar{\mu}_y \right) \right\|_Q + \left\| \bar{\mu}_x - Q_y \bar{\mu}_y \right\|_Q
\]

The second term is independent of \( \hat{\mu}_x \). Thus the least squares solution \( \mu_x \) will be exactly the solution \( \hat{\mu}_x \) found by our previous theorem (J.3.2). Now:

\[
\hat{\mu}_y = -Q_y \hat{\mu}_x + \bar{\mu}_y
\]

\[
= \hat{\mu}_y + \bar{\mu}_y
\]

where \( \hat{\mu}_y \) is the solution in our previous theorem and:

\[
\hat{\mu}_x = -Q_x \hat{\mu}_y + \bar{\mu}_x
\]

\[
= \hat{\mu}_x + \bar{\mu}_x - \bar{\mu}_y
\]

Thus:

\[
\hat{x}_{min} = \hat{\mu}_x + \hat{\mu}_y = \hat{\mu}_x + \hat{\mu}_y + \bar{\mu}_x
\]

\[
\hat{x}_{min} = \hat{\mu}_x + \hat{\mu}_y = \hat{\mu}_x + \hat{\mu}_y + \bar{\mu}_x
\]

and thus \( \hat{x}_{min}, \hat{x}_{min} \) are the same solutions calculated in the last theorem (J.3.4).

Finally, we note that because \( \bar{\mu}_y \in N_x^\perp \cap N_y^\perp \), then \( Q_y \bar{\mu}_y = \bar{\mu}_y \). Thus:

\[
\hat{x}_{min} - \hat{x}_{min} = \bar{\mu}_y - \bar{\mu}_x = -\left( \bar{\mu}_y - Q_y \bar{\mu}_y \right)
\]

Thus if \( \hat{x}_{min} = \hat{x}_{min} \), then the second term in (J.3.28) is zero, and the solution \( \hat{\mu}_x \) actually solves the equation (J.3.23) exactly. Finally, note that we could prove a similar result starting with the formula for \( \hat{\mu}_y \) instead of \( \hat{\mu}_x \); the corresponding procedure would look
the same as above except with the roles of the signal and output reversed everywhere.

Next we prove that the iterative algorithm converges. Let us split our initial estimate \( \hat{\gamma}_0 \) into:

\[
\hat{\gamma}_0 = \hat{\gamma}_0^0 + \hat{\gamma}_0^1 \quad \text{where} \quad \hat{\gamma}_0^0 \in N_x^\perp \cap N_y^1 \quad \text{and} \quad \hat{\gamma}_0^1 \in (N_x^\perp \cap N_y^1)^\perp \quad (J.3.33)
\]

Also split the eigenvectors of \( Q_x Q_x Q_y \) into a group spanning \( N_x^\perp \cap N_y^1 \), each having eigenvalue of 1, and a group spanning \((N_x^\perp \cap N_y^1)^\perp\), each having eigenvalue strictly less than 1. If there are a finite number of such non-zero eigenvalues which are less than 1, then one of them must have the largest value \( \lambda_{\text{max}} < 1 \). Then by property L:

\[
\|Q_x Q_y v\|_Q^2 \leq \lambda_{\text{max}} \|v\|_Q^2 \quad \text{for all} \quad v \in (N_x^\perp \cap N_y^1)^\perp \quad (J.3.34)
\]

Let \( \hat{\gamma}_{\text{max}}, \hat{\gamma}_{\text{min}} \) be the solution to the closed-form problem (J.3.23) with minimum energy. We then prove:

**Theorem J.6** The multiplier estimates \( \hat{\gamma}_0, \hat{\gamma}_k \) "converge" at a geometric rate to a linearly ramping estimate in the sense that:

\[
\hat{\gamma}_k = \left[ \hat{\gamma}_{\text{max}} - \hat{\gamma}_0^1 + k (\hat{y}_{\text{min}} - \hat{x}_{\text{min}}) \right] + \Delta_y \quad (J.3.35)
\]

\[
\hat{\gamma}_k = \left[ \hat{\gamma}_{\text{min}} - \hat{\gamma}_0^0 + \hat{\gamma}_0^1 - k (\hat{y}_{\text{min}} - \hat{x}_{\text{min}}) \right] + \Delta_x
\]

where \( \Delta_x \) and \( \Delta_y \) decay at a geometric rate:

\[
\|\Delta_{x_{k+1}}\|_Q^2 \leq \lambda_{\text{max}} \|\Delta_{x_{k+1}}\|_Q^2 \leq \lambda_{\text{max}}^2 \|\Delta_y\|_Q^2 \quad (J.3.36)
\]

The corresponding signal and output estimates \( \hat{x}_k, \hat{y}_k \) converge at the rate \( \lambda_{\text{max}} \) to the minimum energy global minimizing solution \( \hat{x}_{\text{min}}, \hat{y}_{\text{min}} \) in the sense that:

\[
\| (\hat{x}_{k+1} - \hat{x}_{k+1}) - (\hat{x}_{\text{min}} - \hat{x}_{\text{min}}) \|_Q^2 \quad (J.3.37)
\]
\[ \leq \lambda_{\max} \| (\hat{y}_k - \hat{x}_{k+1}) - (\hat{y}_{min} - \hat{x}_{min}) \|^2 \]
\[ \leq \lambda_{\max}^2 \| (\hat{y}_k - \hat{x}_k) - (\hat{y}_{min} - \hat{x}_{min}) \|^2 \]

**Proof:** Start with the relationships:

\[ \hat{u}_{k+1} = -Q_x \hat{y}_k + \bar{u}_x \]
\[ \hat{y}_{k+1} = -Q_y \hat{u}_{k+1} + \bar{u}_y \]

and:

\[ \hat{x}_{\min} = -Q_x \hat{y}_{\min} + \bar{u}_x^0 \]
\[ \hat{y}_{\min} = -Q_y \hat{x}_{\min} + \bar{u}_y^0 \]

Also from (J.3.32):

\[ \hat{x}_{\min} - \hat{x}_{\min} = \bar{u}_y^0 - \bar{u}_x^0 \]

Then:

\[ \Delta_{1k+1} = \hat{y}_{k+1} - \left( \hat{y}_y + \hat{y}_y^0 + (k+1)(\hat{y}_{\min} - \hat{x}_{\min}) \right) \]
\[ = \left( -Q_y \hat{u}_{k+1} + \bar{u}_y \right) - \left( -Q_y \hat{u}_{k+1} + \bar{u}_y \right) + \hat{y}_y^0 + (k+1)(\hat{y}_{\min} - \hat{x}_{\min}) \]
\[ = -Q_y (\hat{u}_{k+1} - \hat{u}_{k+1}) + \bar{u}_y - \hat{y}_y^0 - (k+1)(\hat{y}_{\min} - \hat{x}_{\min}) \]

But \( \hat{u}_y^0, \bar{u}_y, \hat{x}_{\min} \in N_x^1 \cap N_y^1 \), and thus \( Q_y \hat{u}_y^0 = \hat{u}_y, \quad Q_y \bar{u}_y = \bar{u}_y \), and \( Q_y (\hat{y}_{\min} - \hat{x}_{\min}) = (\hat{y}_{\min} - \hat{x}_{\min}) \). Thus:

\[ \Delta_{1k+1} = -Q_y \left( \hat{u}_{k+1} - (\hat{u}_{k+1} - \hat{y}_y^0 + \bar{u}_y - (k+1)(\hat{y}_{\min} - \hat{x}_{\min}) \right) \]
\[ = -Q_y Q_x \left( \hat{u}_{k+1} - (\hat{u}_{k+1} - \hat{y}_y^0 + \bar{u}_y - (k+1)(\hat{y}_{\min} - \hat{x}_{\min}) \right) \]
\[ = -Q_y Q_x \Delta_{1k+1} \]

where this second to last line follows because every term on the right side is an element of \( N_x^1 \), and thus is an eigenvector of \( Q_x \) with eigenvalue of 1. Applying similar arguments show that:
\[ \Delta_{x_{k+1}} = -Q_x \gamma \Delta_{\gamma_k} \]  
\[ \text{(J.3.43)} \]

Now:
\[ \Delta_{\gamma_0} = \hat{\Delta}_{\gamma_0} - (\hat{\Delta}_{\gamma_{\min}} + \hat{\Delta}_{\gamma_0}') = \hat{\Delta}_{\gamma_0} - \hat{\Delta}_{\gamma_{\min}} \in (N_\perp \cap N_{\gamma} \perp)^\perp \]  
\[ \text{(J.3.44)} \]

Since both \( Q_x \gamma \) and \( Q_x \gamma \) map the space \((N_\perp \cap N_{\gamma} \perp)^\perp\) into \((N_\perp \cap N_{\gamma} \perp)^\perp\), we must have
\[ \Delta_{x_k}, \Delta_{\gamma_k} \in (N_\perp \cap N_{\gamma} \perp)^\perp \text{ for all } k \]  
\[ \text{(J.3.45)} \]

But then:
\[ \| \Delta_{x_{k+1}} \|^2_Q = \| Q_x \gamma \Delta_{x_{k+1}} \|^2_Q \]
\[ \leq \lambda_{\max} \| \Delta_{x_{k+1}} \|^2_Q \]
\[ = \lambda_{\max} \| Q_x \gamma \Delta_{\gamma_k} \|^2_Q \]
\[ \leq \lambda_{\max}^2 \| \Delta_{\gamma_k} \|^2_Q \]  
\[ \text{(J.3.46)} \]

Now also:
\[ \hat{x}_{k+1} = \hat{x}_{x_{k+1}} + \hat{\Delta}_{\gamma_k} \]
\[ = \hat{x}_{x_{\min}} + \hat{\Delta}_{\gamma_{\min}} + \hat{\Delta}_{\gamma_k} + \Delta_{x_{k+1}} \]
\[ = \hat{x}_{x_{\min}} + \Delta_{x_{k+1}} + \Delta_{\gamma_k} \]  
\[ \text{(J.3.47)} \]

and similarly:
\[ \hat{x}_{k+1} = \hat{x}_{x_{\min}} + \Delta_{x_{k+1}} + \Delta_{\gamma_{k+1}} \]  
\[ \text{(J.3.48)} \]

Notice that the leftover piece of the initial output multiplier estimate \( \hat{\Delta}_{\gamma_k} \) has disappeared together with the linear ramp term \( k (\hat{x}_{x_{\min}} - \hat{x}_{x_{\min}}) \). Thus:
\[ \| (\hat{x}_{k+1} - \hat{x}_{k+1}) - (\hat{x}_{x_{\min}} - \hat{x}_{x_{\min}}) \|^2_Q = \| \Delta_{x_{k+1}} - \Delta_{\gamma_k} \|^2_Q \]
\[ = \| Q_x \gamma (\Delta_{x_{k+1}} - \Delta_{x_k}) \|^2_Q \]
\[ \leq \lambda_{\max} \| \Delta_{x_{k+1}} - \Delta_{x_k} \|^2_Q \]
\[ = \lambda_{\max} \| (\hat{x}_k - \hat{x}_{k+1}) - (\hat{x}_{x_{\min}} - \hat{x}_{x_{\min}}) \|^2_Q \]  
\[ \text{(J.3.49)} \]

where the second to last line follows because \( \Delta_{x_{k+1}} - \Delta_{x_k} \in (N_\perp \cap N_{\gamma} \perp)^\perp \). Similarly:
\[ \| (\hat{x}_k - \hat{x}_{k+1}) - (\hat{x}_{x_{\min}} - \hat{x}_{x_{\min}}) \|^2_Q = \lambda_{\max} \| (\hat{x}_k - \hat{x}_{x_k}) - (\hat{x}_{x_{\min}} - \hat{x}_{x_{\min}}) \|^2_Q \]  
\[ \text{(J.3.50)} \]
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