A technique for measuring the plane-wave reflection coefficient of the ocean bottom
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A new technique for the measurement of the plane-wave reflection coefficient of a horizontally stratified ocean bottom is described. It is based on the exact Hankel transform relationship between the reflection coefficient and the bottom reflected field due to a point source. The method employs a new algorithm for the numerical evaluation of the Hankel transform which is based on the "projection-slice" theorem for the two-dimensional Fourier transform. The details of the algorithm are described in the companion paper. Although the algorithm is applied to the case of an isovelocity ocean, the general theory for measuring the plane-wave reflection coefficient in a refracting ocean is developed. The technique provides information about the reflection coefficient, not only for real incident angles, but also for complex angles, thus potentially providing substantial additional structural information about the bottom. The method is shown to yield excellent results with synthetically generated data for the cases of a hard bottom and slow isovelocity bottom.

PACS numbers: 43.30.Dr

INTRODUCTION

In a model of ocean acoustic propagation which assumes horizontal stratification, the plane-wave reflection coefficients of the surface and bottom as a function of horizontal wavenumber and frequency contain all the information about the boundaries necessary for the solution of acoustic problems in the water column. The assumption of horizontal stratification requires that the acoustic properties depend spatially only on depth. While the surface is suitably approximated as a pressure-release interface, the bottom cannot be generally modeled as an impenetrable boundary. In general the bottom may support both compressional and shear waves and may have properties which are frequency dependent (e.g. absorption). The reflection coefficient of the bottom is a complex-valued function with magnitude and phase variations.\textsuperscript{1} For a source at finite distance from the boundary, the behavior of the reflection coefficient must in general be known for all horizontal wavenumbers in order to compute accurately the total acoustic field.\textsuperscript{2} This implies that the reflection coefficient must be known for both real ($0 < \theta < \pi/2$) and complex ($\theta = \pi/2 - i\alpha$, $\alpha > 0$) incident angles, although it is conventionally studied only at the real angles.

If one assumes a multilayered bottom with specific acoustic parameters, then one can compute the reflection coefficient by solving the wave equation in each layer and imposing continuity conditions at the layer interfaces. An example of this approach and a review of the literature in this area are provided by the work of Hawker and Foreman.\textsuperscript{3} These methods are particularly useful in studying the effects of different bottom configurations on the behavior of the reflection coefficient. They can also be used to determine the reflection coefficient in a particular bottom area for which the input parameter data are known.

In this paper we address the problem of measuring the reflection coefficient, making only the assumption of horizontal stratification. This method relies on correctly relating the bottom reflected field data to the plane-wave reflection coefficient. Since acoustic sources do not radiate a single plane wave and the water column is in general an inhomogeneous medium, this is not a trivial matter. If the relationship is improperly made, one obtains unphysical results such as reflection coefficients which depend on source–receiver geometry or those which have values greater than unity for real incident angles.\textsuperscript{4,5} This paper describes a measurement technique which is based on the exact Hankel transform relationship between the reflection coefficient and the bottom reflected field due to a point source. The method employs a new algorithm for the numerical evaluation of the Hankel transform which is based on the "projection-slice" theorem for the two-dimensional Fourier transform. The algorithm is described in detail in the companion paper.\textsuperscript{6} The technique yields information about the reflection coefficient not only for real incident angles, but also for complex angles, thus potentially providing substantial additional information about the structure of the bottom. This is not possible with conventional measurement techniques. We show here that the method yields excellent results with synthetically generated data for the examples of a hard bottom and slow isovelocity fluid bottom.

\textsuperscript{a})Present address: Atlantic Richfield Company, Dallas, TX 75221.
In Sec. I we review the general formalism within which plane-wave reflection coefficients arise in ocean acoustic propagation even in the case of an inhomogeneous ocean. In Sec. II, we describe the principle in measuring the reflection coefficient of the ocean bottom. In Sec. III, we present the application of our Hankel transform algorithm to the problem of measuring the reflection coefficient in an isovelocity ocean. The method is then applied to the examples of a hard bottom and slow isovelocity fluid bottom.

I. THE THEORY OF ACOUSTIC PROPAGATION IN A HORIZONTALLY STRATIFIED OCEAN USING HANKEL TRANSFORMS

For harmonic time dependence \[ \exp(-i\omega t) \] and a water column with sound speed \( c(r) \), thickness \( h \), and constant density, the spatial part of the acoustic pressure-field satisfies the inhomogeneous Helmholtz equation

\[
\left( \nabla^2 + \kappa^2(r) \right) p(r) = -4\pi f(r),
\]

where \( \kappa(r) = \omega/c(r) \). Using the formalism of Green's functions, we can in principle solve the problem for an arbitrary source distribution \( f(r) \) and homogeneous boundary conditions if we know the solution \( G \) for an impulse at \( r = r_0 \) corresponding to the solution of the equation

\[
\left( \nabla^2 + \kappa^2(r) \right) G(r, r_0) = -4\pi \delta(r-r_0),
\]

If we assume horizontal stratification and cylindrical symmetry with the source at \( r = 0 \) and \( z = z_0 \) as illustrated in Fig. 1, then Eq. (2) becomes

\[
\left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial}{\partial r} \right) + \frac{\partial^2}{\partial z^2} + k^2(z) \right] G(y, z, z_0) = -2 \frac{\delta(y)}{r} \delta(z-z_0).
\]

As the first step in solving this equation, we take the zero-order Hankel transform in \( r \) of both sides, where the Hankel transform pair is defined as

\[
H \{ F(r) \} = f(k_r) = \int_0^\infty r dr J_0(k_r r) F(r),
\]

\[
H \{ f(k_r) \} = F(r) = \int_0^\infty k_r dk_r J_0(k_r r) f(k_r).
\]

Here \( J_0 \) is the zero-order Bessel function and \( k_r \) is the horizontal wavenumber. Equation (3) then becomes

\[
\left( \frac{d^2}{dz^2} + k^2(z) \right) g(k_r, z, z_0) = -2\delta(z - z_0),
\]

where \( g(k_r, z, z_0) \) is the Hankel transform of \( G(y, z, z_0) \) and we have used the relation

\[
H \left\{ \frac{1}{r} \frac{d}{dr} \left( \frac{r}{d} \frac{dr}{d} \right) F(r) \right\} = -k^2 R f(k_r).
\]

The depth-dependent Green's function \( g \) is given by

\[
g(k_r, z, z_0) = -\frac{2}{W(z_0)} p_B(k_r, z) p_S(k_r, z_0), \quad 0 < z < z_0,
\]

\[
g(k_r, z, z_0) = -\frac{2}{W(z_0)} p_B(k_r, z_0) p_S(k_r, z), \quad z_0 < z < h,
\]

where the Wronskian \( W(z) \) is

\[
W(z_0) = p_B(z_0) p_S(z_0) - p_B(z_0) p_S(z_0).
\]

Here \( p_B \) and \( p_S \) are linearly independent solutions of the homogeneous form of Eq. (5) and satisfy homogeneous boundary conditions at the bottom and surface, respectively. These conditions can be expressed as the impedance relations

\[
p_B \frac{\partial p_B}{\partial z} = \gamma_B, \quad \text{at} \quad z = 0,
\]

\[
p_S \frac{\partial p_S}{\partial z} = \gamma_S, \quad \text{at} \quad z = h.
\]

The input parameters \( \gamma_B \) and \( \gamma_S \) contain the information about the boundaries necessary for the calculation of \( g \). They depend on horizontal wavenumber and frequency, and furthermore \( \gamma_B(\gamma_S) \) depends on the acoustical properties of the bottom (surface). Relative to the water column, they depend on the fluid loading at each interface, but are independent of the functional forms of the sound speed profile \( c(z) \) and the solutions \( p_B \) and \( p_S \).

\[
\gamma_B \text{ depends on the water density and sound speed } c_B \text{ at the water-bottom interface, while } \gamma_S \text{ depends on the water density and sound speed } c_S \text{ at the water-surface interface (c.f. Fig. 1). We can therefore rewrite the condition in Eq. (8a) in terms of the plane wave reflection coefficient } R_B \text{ associated with a half-space of sound speed } c_B \text{ bounding the bottom. Similarly, we can rewrite the condition in Eq. (8b) in terms of the plane wave reflection coefficient } R_S \text{ associated}
\]

![FIG. 1. Horizontally stratified ocean model.](image)
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with a half-space of sound speed \( c_5 \) bounding the surface. We therefore consider the following solutions (with \( A \) and \( B \) being arbitrary constants):

\[
p_B(z) = A \left[ \exp(-i k_5 z) + R_B(k_r) \exp(i k_5 z) \right],
\]

\[
p_s(z) = B \left[ \exp(i k_5 z) + R_s(k_r) \exp(-i k_5 z) \right],
\]

where

\[
k_5 = (k_5^2 - k_5^2)^{1/2}, k_5 = (k_5^2 - k_5^2)^{1/2},
\]

\[
k_s = \omega / c_s, \text{ and } k_s = \omega / c_s.
\]

The conditions in Eq. (8) can then be written as

\[
\gamma_B = \frac{\partial p_B}{\partial n} = \frac{i(1 + R_B)}{k_5(1 - R_B)}, \text{ at } z = 0, \tag{10a}
\]

\[
\gamma_s = \frac{\partial p_s}{\partial n} = -\frac{i}{k_s} \frac{(1 + R_s \exp(-2ik_5 h))}{(1 - R_s \exp(-2ik_5 h))}, \text{ at } z = h. \tag{10b}
\]

Buciker, in constructing a normal mode solution for an inhomogeneous ocean, used a different approach to arrive at the same result for incorporating the effect of the boundaries through plane-wave reflection coefficients. He inserted a thin isovelocity layer of speed \( c_5 \) at the surface and a layer of speed \( c_5 \) at the bottom. Each layer then contained up- and down-going plane waves related by plane-wave reflection coefficients. He then shrank the layers to zero thickness at the end of the calculation. In any case, the key point is that the effect of the boundaries can be incorporated into the theory in an exact manner using plane-wave reflection coefficients even for the case of an inhomogeneous ocean.

Let us now address the problem of constructing \( p_B \) and \( p_s \). In general, \( c(z) \) has a form which does not allow single functional forms of \( p_B \) and \( p_s \) to hold throughout the water column. However, let us assume that \( c(z) \) can be decomposed into segments within each one of which \( p_B \) and \( p_s \) can be expressed as a linear combination of known analytic, linearly independent solutions of the homogeneous version of Eq. (5). The solutions \( p_B \) and \( p_s \) are then given by (cf. Fig. 3)

\[
p_B(z) = \begin{cases} 
A_{1B} \phi_1(z) + B_{1B} \psi_1(z), & 0 \leq z \leq h_1, \\
A_{2B} \phi_2(z) + B_{2B} \psi_2(z), & h_1 \leq z \leq h_2, \\
\vdots \\
A_{nB} \phi_n(z) + B_{nB} \psi_n(z), & h_{n-1} \leq z \leq h,
\end{cases} \tag{11a}
\]

\[
p_s(z) = \begin{cases} 
A_{1S} \phi_1(z) + B_{1S} \psi_1(z), & 0 \leq z \leq h_1, \\
A_{2S} \phi_2(z) + B_{2S} \psi_2(z), & h_1 \leq z \leq h_2, \\
\vdots \\
A_{nS} \phi_n(z) + B_{nS} \psi_n(z), & h_{n-1} \leq z \leq h.
\end{cases} \tag{11b}
\]

The coefficients \( A_{iB} \) and \( B_{iB}(i = 1, \ldots, n) \), are obtained to within a multiplicative constant by imposing the conditions of continuous pressure and normal particle velocity at the segment interfaces and the impedance relation (10a) at the bottom. Similarly the coefficients \( A_{iS} \) and \( B_{iS}(i = 1, \ldots, n) \) are obtained to within a multiplicative constant by imposing continuity conditions at the segment interfaces and the impedance relation (10b) at the bottom. In each case, the multiplicative constant (i.e., one of the coefficients) is arbitrary, and therefore we have \( 2n - 1 \) unknowns and \( 2n - 1 \) equations. Using Eq. (10) we can relate \( B_{iB}/A_{iB} \) to \( R_B \) and \( B_{nS}/A_{nS} \) to \( R_s \):

\[
B_{iB} = \frac{i(1 + R_B) \phi_i(0) - k_5 \phi_1(1 - R_B) \phi_1(0)}{A_{iB} \phi_1(1 - R_B) \psi_1(0) - i(1 + R_B) \psi_1(0)}, \tag{12a}
\]
The depth-dependent Green's function $g$ is then constructed by selecting the appropriate solutions in Eq. (11) depending upon the positions of $z$ and $z_o$ in the water column and combining them according to the formula in Eq. (7). Finally, the pressure field $G$ is obtained by taking the Hankel transform in $k_z$ of $g$.

II. THE PRINCIPLE IN MEASURING THE PLANE-WAVE REFLECTION COEFFICIENT OF THE OCEAN BOTTOM

In the previous section we saw that from knowledge of the sound speed structure in the water column and the plane-wave reflection coefficients of the boundaries, we could compute the pressure field $G$ due to a point source by taking the Hankel transform in horizontal wavenumber of the appropriate depth-dependent Green's function $g$. On the other hand, knowledge of the pressure field as a function of range at fixed $z$ and $z_o$ would allow us to compute the Green's function by taking the transform of $G$ in $r$:

$$g(k_z, r, z, z_o) = \int_0^\infty r \, dv \, J_0(k_z r) G(r, z, z_o).$$

(13)

It is the latter problem, namely that of inferring properties of the waveguide from measurements of the field, which we wish to focus upon here. In particular, we would like to determine the plane-wave reflection coefficient of the ocean bottom. The notion of inferring the reflective properties of the bottom by using the exact Hankel transform relationship between $g$ and $G$ was suggested by Stickler. However, in dealing with the case of an inhomogeneous ocean, he defined a reflection coefficient which is not the plane-wave reflection coefficient. On the other hand, we show explicitly that knowledge of $g$ can be used to determine the plane-wave reflection coefficient of the bottom even when the measurements are made in an inhomogeneous ocean.

In the previous section we saw that, for a particular sound speed profile, we could calculate $g$ once the coefficients $A_{1B}, B_{1B}, A_{1B}$, and $B_{1B}(t=1, \ldots, n)$ were known. These coefficients were determined by imposing continuity conditions at the segment interfaces and impedance relations at the boundaries. If we also know $g$ at some specified $z$ and $z_o$, then we have an additional constraint which eliminates the need for one of the boundary (or continuity) conditions. In fact we can consider one of the conditions as an unknown and solve for it. Specifically if we take the bottom impedance relation as our unknown, we can then determine $R_B$ by inverting Eq. (12a):

$$R_B = \frac{(B_{1B}/A_{1B})[k_z \psi_1(0) - i \phi_1(0)] - i \phi_1(0) + k_z \psi_1(0)}{(B_{1B}/A_{1B})[k_z \psi_1(0) + i \phi_1(0)] + i \phi_1(0) + k_z \psi_1(0)}.$$  

(14)

III. MEASUREMENT OF THE PLANE-WAVE REFLECTION COEFFICIENT OF THE BOTTOM IN AN ISOVELOCITY OCEAN

In the remainder of the paper we shall focus upon the case in which the ocean is characterized by a constant sound speed $c$. For simplicity we shall also neglect the effect of the ocean surface. This condition is satisfied when the source output is sufficiently time-limited to allow us to gate out the surface reflection and multiple reflections within the water column. Thus our analysis applies to a single frequency component of a broadband pulse or more directly to a cw pulse of sufficient duration to establish steady-state conditions in the bottom returns.

In an isovelocity ocean, we have only the solutions $\phi_1$ and $\psi_1$ [c.f. Eq. (11)]:

$$\phi_1 = \exp(-ik_z r),$$

(15a)

$$\psi_1 = \exp(i k_z r),$$

(15b)

where $k_z = (k^2 - k_0^2)^{1/2}$ and $k_0 = \omega/c$. Neglecting the effect of the ocean surface is equivalent to imposing a radiation condition on $p_B$ at $\infty$. Therefore $A_{1B} = 0$ and $p_B$ and $p_B$ are given by

$$p_B(x) = A_{1B} \left[ \exp(-ik_z x) + (B_{1B}/A_{1B}) \exp(ik_z x) \right],$$

(16a)

$$p_B(x) = B_{1B} \exp(ik_z x).$$

(16b)

The expression for $g$ then becomes [c.f. Eq. (7)]:

$$g(k_z, r, z, z_o) = ik_z \left\{ \exp(ik_z (r + z_o)) \right\}$$

$$+ (B_{1B}/A_{1B}) \exp(ik_z (z + z_o)), \quad 0 < z < \infty.$$

(17)

Solving Eq. (17) for $(B_{1B}/A_{1B})$ and substituting the result into Eq. (14), we obtain for the bottom reflection coefficient $R_B$ (dropping the subscript $B$)

$$R(k_z) = -\exp[-ik_z (r + z_o)] \left[ \exp(ik_z z - z_o) \right]$$

$$+ ik_z \int_0^\infty r \, dv \, J_0(k_z r) G(r, z, z_o).$$

(18)

If the measured pressure field $p_B$ is that due to a point source of amplitude $p_0$, then Eq. (18) becomes

$$R(k_z) = -\exp[-ik_z (r + z_o)] \left[ \exp(ik_z z - z_o) \right]$$

$$+ ik_z p_0 \int_0^\infty r \, dv \, J_0(k_z r) p_B(r, z, z_o).$$

(19)

The total measured field can be decomposed into the incident field and reflected field

$$p_M(r, z, z_o) = p_I(r, z, z_o) + p_R(r, z, z_o),$$

(20a)

where

$$p_I(r, z, z_o) = \frac{p_0 \exp(ik_z r)}{R_0},$$

(20b)

and $R_0 = (r^2 + (z - z_o)^2)^{1/2}$. But the Hankel transform of $p_I$ is given by

$$H[p_I] = -ik_z^{-1} p_0 \exp(ik_z z - z_o),$$

(21)

so that our expression for $R(k_z)$ now in terms of the reflected field only, becomes...
\[ R(k_r) = -ik_z p_0^{-1} \exp \left[ -ik_z(z + z_o) \right] \]
\[ \times \int_0^\infty r \, dr J_0(k_r r) p_R(r, z, z_o). \]  
(22)

With a broadband source it may be possible to time resolve \( p_t \) and \( p_R \). However, with a cw pulse and near-bottom geometry, the steady state field will in general also include \( p_t \). In that case, we shall assume that we know the source amplitude and experimental geometry with sufficient accuracy to remove \( p_t \) from \( p_R \).

We note that the theoretical development can be phrased completely in terms of Fourier transforms which are interpreted physically as plane wave decompositions.\(^{10}\) Converting from polar to Cartesian coordinates, \( p_t \) and \( p_R \) become
\[ p_t(x, y, z, z_o) = \frac{i p_0}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} dk_x dk_y \left( k^2 - k_x^2 - k_y^2 \right)^{-1/2} \times \exp \left\{ \left[ i (k_x x + k_y y) + (k^2 - k_x^2 - k_y^2)^{1/2} (z + z_o) \right] \right\}, \]
(23a)
\[ p_R(x, y, z, z_o) = \frac{i p_0}{2\pi} \int_0^\infty \int_{-\infty}^{\infty} dk_x dk_y \left( k^2 - k_x^2 - k_y^2 \right)^{-1/2} R(k_x, k_y, k) \times \exp \left\{ \left[ i (k_x x + k_y y) + (k^2 - k_x^2 - k_y^2)^{1/2} (z + z_o) \right] \right\}, \]
(23b)
where \( r = (x^2 + y^2)^{1/2} \) and \( k_z = (k_x^2 + k_y^2)^{1/2} \). We have expressed \( p_t(x, y, z, z_o) \) as \( p_t(x, y, z, z_o) \) and \( R(k_x, k_y, k) \) as \( R(k_x, k_y, k) \) in order to identify \( z, z_o, k \) as parameters rather than variables. Taking the inverse of Eq. (23b) we obtain
\[ R(k_x, k_y, k) = \frac{1}{(2\pi)^2} (k^2 - k_x^2 - k_y^2)^{1/2} p_0^{-1} \times \exp \left\{ -i \left[ (k^2 - k_x^2 - k_y^2)^{1/2} (z + z_o) \right] \right\} \]
\[ \times \int_0^\infty \int_{-\infty}^{\infty} dx dy p_R(x, y, z, z_o) \exp \left[ -i (k_x x + k_y y) \right]. \]
(24)

Virtually all existing techniques for estimating the reflection coefficient under the assumption of an isovelocity ocean and single bottom interaction rely on Eq. (22) and its inverse
\[ p_R(r, z, z_o) = \frac{i p_0}{2\pi} \int_0^\infty k_d J_0(k_r) \times R(k_r) k_z^2 \exp \left[ ik_z(z + z_o) \right]. \]
(25)

Conventional methods are based on the geometrical acoustics approximation of this integral, which yields\(^{10}\)
\[ p_R(r, z, z_o) \approx R(\theta_o) p_0 \exp \left[ ik \Phi(\theta_o) \right], \]
(26)
where \( R(\theta_o) \) is the Hankel transform to be approximated in terms of a Fourier transform. An alternative is to use an algorithm, such as the one described in the companion paper,\(^{8}\) which does not require the use of this approximation. It is based on the "projection-slice" theorem for the two-dimensional Fourier transform. This theorem states that the one-dimensional Fourier transform of a projection of a function at some angle is a slice at the same angle of the two-dimensional Fourier transform of the function. In our case, where we have cylindrical symmetry, all of the projections are identical and the function is completely represented by a single projection. The application of the theorem then has a simple interpretation. From Eq. (24) let us consider the slice \( k_y = 0 \) which corresponds to choosing the \( x \) axis as the projection axis. Then we have (with \( p_0 = 1 \))
\[ R(k_x, 0; k) = (1/2\pi) (k^2 - k_x^2)^{1/2} \exp \left[ -i (k^2 - k_x^2)^{1/2} (z + z_o) \right] \times \int_0^\infty \exp (-ik_z x), \]
(28a)
where
\[ \Phi(x, z, z_o) = \int_0^\infty dy p_R(x, y, z, z_o), \]
(28b)

FIG. 3. The direct and specularly reflected arrivals.
is the projection of \( p_R \) onto the \( x \)-axis. Again taking advantage of cylindrical symmetry, we can simplify Eq. (28b), so that

\[
\varphi(x; z, z_0) = 2 \int_0^\infty dy p_R \left[ (x^2 + y^2)^{1/2}, z, z_0 \right].
\]  
(28c)

Thus, the computation of the two-dimensional Fourier transform has been reduced to the computation of an area (the projection) and a one-dimensional Fourier transform. It may appear that we have complicated the problem by viewing the one-dimensional range integration in Eq. (22) as a two-dimensional integration in Cartesian coordinates. The power of this approach, however, lies in its computational advantages. The computation can be implemented by employing the algorithm described in detail in the companion paper. If \( p_R \) is bandlimited, i.e., \( g(k_r; z, z_0) = 0 \) for \( k_r > K \), and the samples of \( \varphi(x; z, z_0) \) represent a finite-length sequence of length \( \leq N \Delta x \), then the algorithm consists of a summation, a one-dimensional FFT, and multiplication by the depth-dependent factor:

\[
\varphi(n \Delta x) = 2 \Delta y \sum_{n=0}^{N-1} p_R \left[ \left( (n \Delta x)^2 + (l \Delta y)^2 \right)^{1/2} \right],
\]  
(29a)

\[
R(m \Delta k_r) = (-i/2 \pi) \left[ k_r^2 - (m \Delta k_r)^2 \right]^{1/2} \times \exp \left\{ -i \left[ (k_r^2 - (m \Delta k_r)^2)^{1/2} (z + z_0) \right] \right\} \\
\times \Delta x \sum_{n=0}^{N-1} \varphi(n \Delta x) \exp(-i2\pi mn/N),
\]  
(29b)

where \( \Delta k_r = 2\pi/(N \Delta x) \), and we require that \( \Delta x \leq \pi/K \) and \( \Delta y \leq 2\pi/k \) by virtue of the sampling theorem.

In fact \( p_R \) is not bandlimited since \( g \) is given by

\[
g(k_r; z, z_0) = R(k_r)B(k_r; z, z_0),
\]  
(30a)

where

\[
B(k_r; z, z_0) = \left[ 1/(k_r^2 - k_r^2) \right]^{1/2} \times \exp\left\{ i \left[ (k_r^2 - k_r^2)^{1/2} \right] (z + z_0) \right\}, \quad 0 < k_r < k,
\]  
(30b)

\[
B(k_r; z, z_0) = \left[ 1/(k_r^2 - k_r^2) \right]^{1/2} \times \exp\left\{ - \left[ (k_r^2 - k_r^2)^{1/2} \right] (z + z_0) \right\}, \quad k < k_r < \infty.
\]  
(30c)

Using the relationship \( k_r = k \sin \theta \), where \( \theta \) is the angle of incidence, we see that the image source injects into the medium plane waves at both real \((0 < k_r < k)\) and complex \((k < k_r < \infty)\) angles of incidence. The former are pure propagating plane waves with angles \( 0 \leq \theta < \pi/2 \) whereas the latter are propagating waves in \( x \) and \( y \) and exponentially damped in \( z \) and therefore called inhomogeneous plane waves. They can be represented in terms of complex angles \( \theta = \pi/2 - i\alpha \) \((\alpha > 0)\). The function \(|B|\) is sketched in Fig. 4. For real angles it has an algebraic dependence on \( k_r \). For complex angles \(|B|\) also exhibits an exponential behavior with a decay rate that depends on source/receiver height and frequency. At a fixed frequency, as the distance of source and/or receiver from the boundary increases, \(|B|\) in the inhomogeneous wave region decreases. If the source and receiver are on the boundary, then the dependence of \(|B|\) on \( k_r \) is algebraic in both angular regions. Based on the behavior of \(|B|\), it has been shown\(^2\) that a necessary, but not sufficient, condition for neglecting the inhomogeneous wave contribution is \((\lambda = 2\pi/k)\)

\[
z + z_0 \gg \lambda/(2\sqrt{2} \pi).
\]  
(31)

These results are consistent with the geometrical acoustics approximation in which source and receiver are many wavelengths from the boundary and the reflection of inhomogeneous waves is neglected.

Let us now discuss the behavior of \( R(k_r) \). By virtue of energy conservation,\(^2\) \(|R|\) is bounded by unity for real angles but can be unbounded for complex angles \( \theta = \pi/2 - i\alpha \) \((\alpha > 0)\). In fact poles arise in \( R \) when normal modes are excited in slow speed regions of the bottom via inhomogeneous-propagating wave conversion. An example of such a region occurs in surficial sediments, where the sound speed may decrease by about 15% to 30% relative to the speed in water. In that case poles may appear in a narrow region \( k < k_r < k(1 - \epsilon)^{1/2} \), where \( \epsilon \) is the fractional drop in speed. With increasing depth, the sound speed is usually assumed to be monotonically increasing. Thus, in most cases we expect the poles to occur in the vicinity of the water wavenumber.

We have seen that determining whether or not \( p_R \) is bandlimited is not generally straightforward. The properties of \( g \) depend on the experimental frequency and geometry and on the characteristics of the bottom. In the situation where the combined source/receiver height is many wavelengths and there are no slow speed regions in the bottom, we can say that to a very good approximation \( g \approx 0 \) for \( k_r > k \). Then the sampling theorem requires that we sample the field at least every half-wavelength. If there is a slow speed region in the surficial sediments, we must then sample at a somewhat higher rate corresponding to the case \( g \approx 0 \) for \( k_r > k(1 - \epsilon)^{1/2} \).

If the poles of \( R \) are concentrated near \( k \) but the source/receiver height is less than a wavelength, the sampling rate must be increased substantially above the half-wavelength value.
In addition to the assumption that \( p_R \) is bandlimited, the algorithm has the requirement that the samples of \( \psi(x, z, z_0) \) represent a finite-length sequence of length \( \leq N_{\text{max}} \). But \( p_R \) is in general not range-limited, and therefore the finite sequence is obtained by truncating the pressure field at some range \( R_{\text{max}} \). This corresponds to applying a circularly symmetric window \( w(r) \) such that \( w(r) = 0 \) for \( r \geq R_{\text{max}} \). The algorithm therefore yields an estimate \( \hat{R} \) of the reflection coefficient where [c.f., Eqs. (24) and (28)]

\[
\hat{R}\left[ (k_x^2 + k_y^2)^{1/2}; k \right] = \frac{-i}{2\pi} \exp\left[ -i(k_x^2 - k_y^2)^{1/2}(z + z_0) \right]
\times \int_{-\infty}^{\infty}\int_{-\infty}^{\infty} \left( x^2 + y^2 \right)^{1/2} \rho(x, y) \rho(x, y) dx dy
\times \rho(x, y) \rho(x, y) \exp\left[ -i(k_x x - k_y y) \right].
\]  

(32)

Thus \( \hat{R} \) is the two-dimensional convolution of \( R \) with the two-dimensional Fourier transform \( W \) of the window:

\[
\hat{R}\left[ (k_x^2 + k_y^2)^{1/2}; k \right] = \frac{1}{2\pi} \hat{R}\left[ (k_x^2 + k_y^2)^{1/2}; k \right] * W\left[ (k_x^2 + k_y^2)^{1/2} \right].
\]  

(33)

The convolution process degrades the quality of the results through the effects of wavenumber leakage and decreased resolution. The selection of a window which minimizes these effects is therefore an important step in the implementation of this technique. Incorporating the window, we find that Eq. (29) for the processing algorithm becomes

\[
\tilde{\psi}(n\Delta x) = 2\pi y \sum_{m=1}^{N_s} \tilde{\psi}(n\Delta x, i\Delta y)^{(i\Delta y)^2} \times \exp\left( -i(k_x^2 - (m\Delta k_x)^2)^{1/2}(z + z_0) \right)
\times \exp\left( -i(k_y^2 - (m\Delta k_y)^2)^{1/2}(\Delta x \times \Delta y) \right),
\]  

(34a)

\[
\hat{R}(m\Delta k_x) = \left( -i/2\pi \right)[k_x^2 - (m\Delta k_x)^2]^{1/2}
\times \exp\left( -i(k_x^2 - (m\Delta k_x)^2)^{1/2}(z + z_0) \right)
\times \Delta x \sum_{n=1}^{N_s} \tilde{\psi}(n\Delta x) \exp\left( -i2\pi mn/N_s \right),
\]  

(34b)

provided \( \Delta x < \pi/K \) and \( \Delta y < 2\pi/K \). Here \( N_s \) and \( N_s + 1 \) are the total number of samples in the \( x \) and \( y \) directions, respectively. In terms of the computed Green's function \( \tilde{\psi} \), we have

\[
\tilde{\psi}(n\Delta x) = 2\pi y \sum_{m=0}^{N_s} \tilde{\psi}(n\Delta x, i\Delta y)^{(i\Delta y)^2} \times \exp\left( -i(2\pi mn/N_s) \right),
\]  

(35a)

\[
\hat{R}(m\Delta k_x) = \frac{-i}{2\pi} [k_x^2 - (m\Delta k_x)^2]^{1/2} \exp\left( -i(k_x^2 - (m\Delta k_x)^2)^{1/2}\right)
\times (z + z_0) \tilde{\psi}(m\Delta k_x),
\]  

(35b)

A. A scaling property

Under certain conditions our measurement technique exhibits the scaling property illustrated in Fig. 5. If the frequency \( f_s \), source/receiver height \( (z + z_0) \) and range aperture \( R_{\text{max}} \) in one experiment are appropriately scaled by the factor \( \Delta \) in a second experiment, then the technique will yield identical estimates for the reflection coefficient. This result can be proven by using

\[
\text{FIG. 5. A scaling property.}
\]

Eq. (32) with the assumption

\[
\hat{R}(\frac{x^2 + y^2}{\Delta}) = \Delta \hat{R}(\frac{x^2 + y^2)^{1/2}}{\Delta}; \Delta \times \Delta, \Delta k_0, \Delta k_0)
\]

(36)

and the properties

\[
\hat{R}(x, y) = 2-D \hat{R}(k_x, k_y),
\]

(37a)

\[
\hat{R}(\frac{x}{\Delta}, \frac{y}{\Delta}) = \Delta^2 \hat{R}(\Delta k_x, \Delta k_y),
\]

(37b)

\[
\hat{W}(k_x, k_y) = \Delta^2 \hat{W}(\Delta k_x, \Delta k_y).
\]

(37c)

Using Eq. (23) and the transformation \( k_x = k \sin \theta \), it can be shown that the assumption of Eq. (36) is valid only when \( R \) is frequency-independent. This occurs when the bottom is perfectly reflecting \( (R = \pm 1) \) or when it is a nonabsorbing isovelocity fluid \( (R \) is the Rayleighreflection coefficient). A scaling property which is applicable for more general bottom types is currently

\[
\text{FIG. 6. Magnitude (a) and phase (b) of the exact Green's function for a perfectly reflecting hard bottom.}
\]
being investigated.

To illustrate how the algorithm performs, we shall apply it to two specific bottom examples. These cases are discussed in detail in Ref. 14.

B. Perfectly reflecting hard bottom

In this section we shall apply our algorithm to the case of a perfectly reflecting hard bottom for which $g$ is given by Eq. (30) with $R = 1$. The reflected pressure field is then given exactly by

$$\rho_R = \frac{\exp[ik(x^2 + y^2 + (x + z_d)^2) / \lambda]}{[x^2 + y^2 + (x + z_d)^2]^{1/2}}.$$  \hfill (38)

The physical parameters in our example are

- $z = z_d = 10$ m, $f = 50$ Hz, $c = 1500$ m/s,
- $k = 0.20944$ m$^{-1}$.  \hfill (39)

The field was calculated using Eq. (38) over a range aperture $R_{\text{max}} = 2678.21$ m at sample points such that

$$k = 0.6 \text{ m}^{-1}, \quad \Delta x = \pi / 0.6 \text{ m}, \quad \Delta y = \pi / 0.3 \text{ m}.$$  \hfill (40)

A circular Hanning window was applied to the points. The results for the magnitude and phase of the exact and computed Green's function are shown in Figs. 6 and 7. The agreement in the magnitude is excellent for the entire range of $k$, considered. The phase result is excellent until $k = 0.42$, where it begins to deteriorate substantially. This is due to the fact that the Green's function is close to zero in that region, and therefore even small errors in the computed result can cause wide variations in phase. The computed results for the reflection coefficient are shown in Fig. 8. The behavior in the vicinity of the water wavenumber arises due to the singularity in $g$ at that point [c.f. Eq. (30)] and the corresponding steep slope in the vicinity of that point. If $\tilde{g}$ is even slightly misaligned in $k$, then these oscillations will appear when we divide the two in order to obtain $\tilde{R}$. The degradation in the magnitude of $\tilde{R}$ for large $k$, arises due to the division of very small values of $\tilde{g}$ and $g$. The degradation in phase which appeared in $\tilde{g}$ naturally persists in the phase of $\tilde{R}$. These numerical deficiencies can be largely remedied by using double precision arithmetic ($\approx 13$ significant figures on the Xerox Sigma 7). The substantially improved results in this case are shown in Fig. 9. One of the striking features of our method is that it yields results for the reflection coefficient in the inhomogeneous wave region. This is impossible with conventional methods which rely on the geometrical acoustics approximation and yield results only for real angles of incidence.
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**FIG. 7.** Magnitude (a) and phase (b) of the computed Green's function for a perfectly reflecting hard bottom.

![Diagram](image_url)

**FIG. 8.** Magnitude (a) and phase (b) of the computed reflection coefficient for a perfectly reflecting hard bottom.
C. Slow isovelocity fluid bottom

Let us now consider the example of an isovelocity fluid bottom with density $\rho_1$ and sound speed $c_1$. The reflection coefficient is given by the Rayleigh reflection coefficient\textsuperscript{15}

$$R(k_r) = \frac{m(k^2 - k_r^2)^{1/2} - (k_1^2 - k_r^2)^{1/2}}{m(k^2 - k_r^2)^{1/2} + (k_1^2 - k_r^2)^{1/2}},$$

where $m = \rho_1 / \rho$ and $k_r = \omega / c_1$. We consider a slow bottom because there exists a simple approximate expression for the field in the geometrical acoustics approximation. In fact, surficial sediments may exhibit a drop in sound speed relative to the speed in water. The expression for $p_H$ is given by Eq. (26) which is valid in the entire specular angle domain for this case. The physical parameters in our example are

$$c = c_0 = 10 \text{ m}, \quad f = 50 \text{ Hz}, \quad c = 1540 \text{ m/s},$$

$$c_1 = 1509.2 \text{ m/s} = 0.98c, \quad k = 0.204 \text{ m}^{-1}, \quad m = 1.5.$$

We have chosen $c_1$ which is 2% less than $c$ to simulate a typical drop in sound speed at the water-bottom interface. The aperture is $R_{\text{min}} = 2678.21 \text{m}$, and the sampling is that specified in Eq. (40). Again, a circular Hanning window was applied to the points. The results for the single-precision magnitude and phase of the exact and computed Green’s function are shown in Figs.

FIG. 9. Double precision magnitude (a) and phase (b) of the computed reflection coefficient for a perfectly reflecting hard bottom.

FIG. 10. Magnitude (a) and phase (b) of the exact Green’s function for a slow isovelocity fluid bottom.

FIG. 11. Magnitude (a) and phase (b) of the computed Green’s function for a slow isovelocity fluid bottom.
FIG. 12. Magnitude (a) and phase (b) of the exact reflection coefficient for a slow isovelocity fluid bottom.

FIG. 13. Magnitude (a) and phase (b) of the computed reflection coefficient for a slow isovelocity fluid bottom.

10 and 11. The exact and computed reflection coefficients are shown in Figs. 12 and 13. The numerical errors present in the hard bottom case are also evident here. However, in the regions where the numerical errors are small, the agreement is as good as in the hard bottom example. We believe that, because of the relative accuracy obtained in the hard bottom case, the additional discrepancies here may be due to the geometrical acoustics approximation to the input field. In fact, our results could be used to assess the quality of this approximation. We again obtain good results in the inhomogeneous wave region. Thus, for real penetrable bottoms, this algorithm will yield information at complex angles of incidence. This may serve as a tool to provide substantial additional structural information about the bottom.

IV. CONCLUSION

We have developed a new technique for the measurement of the plane wave reflection coefficient of a horizontally stratified ocean bottom. It is based on the exact Hankel transform relationship between the reflection coefficient and the bottom reflected field due to a point source. The method employs a new algorithm for the numerical evaluation of the Hankel transform which is based on the "projection-slice" theorem for the two-dimensional Fourier transform. Although the algorithm was applied to the case of an isovelocity ocean, the general theory for measuring the plane wave reflection coefficient in a refracting ocean was developed. The technique provides information about the reflection coefficient not only for real incident angles, but also for complex angles, thus potentially providing substantial additional structural information about the bottom. The method was shown to yield excellent results with synthetically generated data for the cases of a hard bottom and slow isovelocity bottom.
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Although both $g$ and $G$ are Green’s functions, we shall refer to $g$ as the Green's function and $G$ as the pressure field.
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