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Introduction 
The widespread use of dielectric liquids for high voltage insulation and power apparatus cooling is due to 
their greater electrical breakdown strength and thermal conductivity than gaseous insulators, while their 
ability to conform to complex geometries and self-heal means that they are often of more practical use 
than solid insulators.  Unfortunately, as with all insulation, the failure of liquid insulation can cause 
catastrophic damage to not only the power equipment, but also the surrounding environment.  
Furthermore, failure often leads to major operational disruption and financial loss for the failed 
equipment's owner. 
 
Due to the major implications of insulation failure in electric power apparatus, scientists and engineers 
have for many years studied the insulating properties of dielectric liquids, particularly transformer oils, 
trying to understand the mechanisms behind electrical breakdown in an effort to reduce the likelihood of 
breakdown [1]-[3]. Much of this work has focused on the formation of electrical streamers. These are low 
density conductive structures that form in regions of oil that are over-stressed by electric fields on the 
order of 1x108 V/m or greater [2]. Once a streamer forms, it tends to elongate, growing from the point of 
initiation towards a grounding point. The extent of a streamer's development depends upon the nature of 
the electrical excitation (i.e., magnitude, duration, rise time, etc.) which caused it.  Sustained over-
excitation can result in a streamer short circuiting the oil gap between electrodes. When this happens an 
electric breakdown arc will form.  
 
The important role which streamers play in the electrical breakdown of dielectric liquids has meant that 
they have been the subject of significant scientific investigation. Much of the research on streamers in 
transformer oil has been empirical in nature and has led to the formation of a large literature on the 
subject of which the references [1]-[9] are representative. Unfortunately, unlike the gaseous and solid 
states, the molecular structure and behavior of liquids is more complex and even in the purest liquids 
there exists trace amounts of impurities that make it difficult to isolate the mechanisms behind electrical 
breakdown [8],[9]. In particular, transformer oil is a mixture of many different aromatic, naphthenic, and 
paraffinic molecules with complex molecular structures. 
 
With the advancement of measurement technologies over the past several decades, the quantity and 
quality of experimental results has increased significantly. The material in the literature generally reports 
on the qualitative physical characteristics of streamers (i.e., shape, velocity, light emission, etc.) under 
various experimental conditions, along with detailing their voltage and current dynamics. This material 
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provides very useful insight into pre-breakdown processes in transformer oil, allowing researchers to 
develop better models to understand streamers. For example, researchers have observed experimentally 
that streamers have propagation characteristics that are strongly dependent on the voltage excitation to 
the liquid [1]-[7]. In the case of transformer oil, experimental evidence has shown that for positive 
streamers having a high probability (i.e., greater than 50%) of leading to breakdown tend to initiate at a 
lower applied voltage magnitude and propagate faster and further than similar high-energy negative 
streamers [1],[3]. As a result, high-energy positive streamers constitute a greater risk to oil insulated high 
voltage electrical equipment than do negative streamers and are the focus of this work. 
 
Other key observations regarding streamers in transformer oil are the existence of four distinct positive 
streamer propagation modes, called the 1st, 2nd, 3rd, and 4th modes, for lightning impulse voltage 
excitations in transformer oil. The onsets of the four modes are dependent on the magnitude of the 
excitation with the 1st mode initiating at the lowest voltage magnitude and the 4th mode at the highest. In 
pre-breakdown studies, the 1st mode is often ignored as the probability of breakdown occurring is low. 
Moreover, 1st mode streamers have a bush-like structure and  propagate at velocities on the order of 
100 m/s [10], well below the speed of sound in oil. The slow 2nd mode initiates slightly below the 
breakdown voltage Vb, which denotes 50% probability of breakdown, and dominates up until the 
acceleration voltage Va [7]. These streamers are filamentary in shape with several main branches [4],[7]. 
Near the acceleration voltage, the streamer propagation transitions to the fast 3rd mode where the 
propagation velocity rises dramatically and the streamer shape is more branched [7]. With a slight 
increase in applied voltage above the acceleration voltage, the streamer propagation quickly changes to 
the fast event 4th mode, which is extremely filamentary with one or two main branches [4],[7]. Therefore, 
with increased applied voltage, the streamer velocity and shape changes dramatically, such that the 1st, 
2nd, 3rd, and 4th modes propagate with velocities on the order of 0.1 km/s, 1 km/s, 10 km/s, and 100 km/s, 
respectively [3]-[7]. 
 
The transition from the 2nd to 3rd mode, which occurs near the acceleration voltage Va, is of great 
importance because 3rd mode streamers propagate at extremely fast velocities such that they quickly 
traverse the oil gap to the cathode before the applied voltage impulse can be extinguished causing 
electrical breakdown. Biller [11] hypothesized that for non-homogeneous dielectric liquids like transformer 
oil, the propagation of slow mode streamers is linked to the ionization of the “easily ionizable” molecules 
in the liquid, while the faster modes result from the ionization of the main “ordinary” molecules. In the 
context of transformer oil, the easily ionizable species are equivalent to aromatic molecules which 
generally have lower ionization energy potentials [12],[13] and lower number density [14],[15] than the 
naphthenic and paraffinic molecules. The ordinary molecules are precisely the main naphthenic and 
paraffinic hydrocarbons that comprise the majority of transformer oil. 
 
The literature contains a handful of postulated charge generation mechanisms that result in streamer 
propagation.  Several commonly hypothesized charge generation mechanisms are electric field 
dependent ionic dissociation (the Onsager Effect) [16],[17], Fowler-Nordheim electron injection from the 
cathode [2], vaporization [17], collisional ionization [18], and electric field dependent molecular ionization 
[9], [19]-[1].  The scope of this paper will focus on the fast mechanisms which occur in the bulk of 
transformer oil that lead to positive filamentary streamer formation where the timescales of interest are in 
the nanosecond to microsecond range. Therefore, slowly propagating bush-like streamers (i.e., less than 
the speed of sound in transformer oil ~1.4 km/s) and breakdown caused by other phenomena such as 
gassing and trapped voids are not discussed [23],[24]. 
 
In the first half of this work a mathematical model is developed, based upon the local field and 
hydrodynamic approximations, to investigate streamer development in transformer oil. The models are 
solved numerically using the finite element software package COMSOL Multiphysics [25]. Using plausible 
parameters for the model, the numerical results fit experimental data reasonably well to suggest that field 
ionization is an important mechanism in streamer development in transformer oil. 
 
The second half of this work utilizes the developed model to explain the mechanisms and conditions that 
produce various streamer propagation modes in transformer oil, in particular the slow 2nd and fast 3rd 
mode filamentary positive streamers.  The results show that the qualitative model by Biller [11] accurately 
describes the underlying physics that leads to different streamer modes in transformer oil. 
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This summary extends the streamer modeling and results of [21] by analyzing the effects of ionizing 
various molecular species on streamer propagation. The new results corroborate Biller's hypothesis 
regarding the development of slow and fast streamers on the ionization of low concentration, low 
ionization potential molecules and high concentration, high ionization potential molecules, respectively. 
Furthermore, this categorization of molecules lends well to transformer oil that is comprised of low 
concentration, low ionization potential aromatic molecules and high concentration, high ionization 
potential naphthenic/paraffinic molecules. Also, a preliminary model is presented based on earlier 
electrohydrodynamic stability analysis that predicts streamer protrusion spacing in transformer oil. 
 
Mathematical Model and System Geometry 
The governing equations that contain the physics to model streamer development are based on the drift-
dominated charge continuity equations (2)-(4) for positive ion (ρp), negative ion (ρn) and electron (ρe) 
charge densities which are coupled to Gauss' Law (1).  The negative ion and electron densities are both 
negative quantities. The three carrier continuum model is utilized to account for the charge generation 
and capture mechanisms, which are critical in the study of streamers. 
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To check the correctness of signs in equations (2)-(4), conservation of charge requires that the sum of the 
right-hand sides of equations (2)-(4) must be zero. 
 
In equations (1)-(4), µp, µn and µe are the mobilities of the positive ions (1x10-9 m2V-1s-1), negative ions 
(1x10-9 m2V-1s-1) and electrons (1x10-4 m2V-1s-1) respectively. Also, ߳ is the oil's permittivity (2.2Ԗ0). In the 
time scales of interest for streamer formation, that is nanoseconds to microseconds, the oil's velocity is 
negligible such that no effects of fluid convection are included in equations (2)-(4). q is the magnitude of 
electronic charge (1.602x10-19 C) and E

r
 is the local electric field. τa is the electron attachment time 

constant to neutral molecules. Rpn and Rpe are the ion-ion and ion-electron recombination rates, 
respectively, in transformer oil. GI is the electric field dependent molecular ionization rate, which is 
discussed in detail. 
 
Due to the high field levels and accompanying large particle velocities, especially the electrons, the large 
particle convection leads to instability in the numerical solver. Therefore, artificial streamline diffusion is 
employed to avoid spurious oscillations in the solutions to the convection equations (2)-(4) and assist in 
solver stability [26]. While there are other numerical methods to obtain more accurate solutions, such as 

the finite difference or finite element methods 
with flux-corrected transport technique [27], the 
use of artificial diffusion is adequate for 
transformer oil streamer modeling [28]. 
 
The setup corresponds to the needle-sphere 
electrode geometry as shown in Figure 1 and 
detailed in the IEC 60897 standard [29]. The 
axial distance between the needle electrode's 
tip and the spherical electrode is 25 mm. The 
radius of curvature of the needle electrode and 
spherical electrode are 40 µm and 6.35 mm, 
respectively. The applied voltage to the needle 
electrode is a step voltage. The model 

Figure 1. Computer-aided design representation of the 
needle-sphere electrode geometry used for streamer 
simulation purposes. 
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equations (1)-(4) are solved in their two-
dimensional axisymmetric form. 
 
Application of a 300 kV step voltage to the 
needle electrode creates a non-uniform 
Laplacian electric field distribution at t = 0+ with 
a large field enhancement near the sharp 
needle tip as shown in the electric field 
magnitude distribution plots of Figure 2. Due to 
the non-uniform field enhancement near the 
needle tip, the main activity and dynamics at 
times immediately after zero are localized in 
the needle tip region.  Note that at later times 
(i.e., t > 0+) the electric field near the needle tip 
decreases due to charge generation and 
injection, becoming space charge limited. 
 
Carrier Mobility 
Transformer oil is not a pure liquid 
hydrocarbon, but is a mixture of various 
naphthenic, paraffinic, and aromatic molecules 
with a complex molecular structure.  The 
various molecules that comprise transformer oil 
make it difficult to characterize many 
parameters, such as charge carrier mobility. 
The electron mobility in transformer oil, to the 
authors' best knowledge, has not been well 
characterized. This is partially due to the 
reason stated above, as well as the varying 
sources, types, and distributors of transformer 
oil. In this work, an educated estimate of the 
electron mobility in transformer oil is based 
upon the logarithmic average of the electron 
mobility of common hydrocarbons. Generally, 
the electron mobility in these liquids range from 
1x10-6 m2V-1s-1 to 1x10-2 m2V-1s-1 [30],[31]. 
Therefore, the electron mobility in transformer 
oil was chosen as 1x10-4 m2V-1s-1 in this work. 
 
A method to validate this choice for electron 
mobility in transformer oil is via the classical 
electron radius, known as the Lorentz radius, 
as calculated in [32],[33]. The electron is 
modeled as a small, uniformly charged 
spherical volume with charge density ρ0 and 
radius Re with total charge qe=4πRe

3ρ0/3 within 
a medium with a dielectric permittivity Ԗ.  The 
total work needed to assemble the electron     
sphere is [32] 
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Einstein's theory of relativity tells us that the work necessary to assemble the charge is stored as energy 
that is related to the mass as W=mec2 where c is the speed of light in free space. Equating the two 
expressions results in an expression for the electron radius as 

(a) 2D axisymmetric Laplacian electric field magnitude 
[V/m] spatial distribution (i.e., ·( ) 0E∇ =

r
ò ) for 300 kV 

applied voltage near the 40 µm radius needle electrode 
apex at the origin. The nearest point of the sphere 
electrode (not shown) is at r = 0, z = 25 mm. 

 
(b) Laplacian electric field magnitude distribution along the 
needle-sphere z-axis. The field enhancement is greatest 
near the sharp needle tip and quickly decreases as z 
increases. 
 
Figure 2. Laplacian electric field magnitude for 300 kV 
applied voltage to the 40 μm needle tip electrode.
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For the case of an electron (q = -e = -1.6x10-19 C, me = 9.1x10-31 kg) in transformer oil (Ԗ = 2.2Ԗ0), the 
radius is Re = 7.66x10-16 m. Now using Walden's rule for a spherical particle, the electron mobility is 
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where η = 0.02 Pa/s is a representative value for the viscosity of transformer oil. This result, while based 
upon classical methods, can be viewed as a first-order approximation to the electron mobility and has 
helped select the value of µe=1x10-4 m2V-1s-1. However the electron mobility is a key parameter in 
dictating streamer propagation velocity and as such the velocity is sensitive to this value. On the other 
hand, streamer development, ignoring velocity, is quite insensitive to electron mobility as long as it is 
approximately two orders of magnitude greater than the positive ion mobility. This is because the 
electrons must be sufficiently fast enough to exit the ionization zone to create a narrow space charge 
region, which results in electric field enhancement in the oil as will be discussed in Section 3. 
 
Regarding the positive ion and negative ion mobility values in transformer oil, the ion mobility values of 
µp=1x10-9 m2V-1s-1 has been verified experimentally for transformer oil by Gäfvert et al. [34]. It is also in 
agreement with the analysis of Adamczewski [23]. 
 
Recombination and Electron Attachment 
The Langevin-Debye relationship [34],[35] is used to model ion-ion Rpn and ion-electron Rpe 
recombination rates in transformer oil. According to the Langevin-Debye relationship, the recombination 
rates can be expressed as 
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The ion-electron recombination rate of equation (9) is overestimated because the Langevin-Debye 
relationship is valid for situations where the electric field levels are low to moderate and the recombining 
species are of similar physical scale [35]. This recombination model overestimates the rate of ion-electron 
recombination in liquids at low to moderate electric field levels [36],[37]. To compensate for the reduction 
in the recombination cross-section caused by high electric field levels, some authors have used the 
Langevin-Debye recombination term for ion-ion recombination, Rpn, to model ion-electron recombination, 
Rpe [38]. This approach effectively compensates for the reduction in the recombination cross-section by 
reducing the apparent electron mobility. Using the respective value for each variable (i.e., ion mobilities 
equal to 1x10-9 m2V-1s-1) the recombination rates are Rpn=Rpe= 1.64x10-17 m3/s. 
 
In addition to recombination, electrons also attach to neutral molecules to form negative ions.  This 
process is modeled as an electron attachment time constant, τa = 200 ns [20],[38]. 
 
Electric Field Dependent Molecular Ionization 
During streamer formation, the generation and movement of free charge carriers, such as ions and 
electrons, in the dielectric liquid results in significant thermal dissipation, which leads to the liquid-to-gas 
phase change.  Therefore, any attempt to understand streamer development in electrically stressed 
dielectric liquids must focus on uncovering the dominant charge generation mechanisms. 
 
The complex nature and structure of liquids has inhibited the development of a comprehensive liquid 
state theory.  Rather, scientists have derived models and a basic understanding of processes in liquids by 
utilizing theories from both the solid-state [39],[40] and compressed gas-state [2]. In regards to the 
modeling and understanding of pre-breakdown phenomena in liquids, the liquid modeled as a 
compressed gas most often prevails with scientists taking concepts from gas discharge physics [24],[41]. 
This inherently has to do with the development of a low-density gaseous-phase during streamer formation 
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and the ease in which the transition between phases occurs with varying temperature and pressure [2]. 
However, streamers in liquids show several phenomenological similarities to electrical trees in solids, and 
the comparison of liquids and amorphous solids has found some promising results [42]-[44]. 
 
Electric field dependent ionization, also known as field ionization, is a direct ionization mechanism which 
has its origins from solid-state theory [9],[45].  It is an ionization process whereby an extremely high 
electric field results in the elevation of a valence band electron in a neutral molecule to the conduction 
band, thus generating both a free positive ion and a free or quasi-free electron.  Field ionization as a free 
charge carrier generation source in dielectric liquids such as transformer oil has often been discussed in 
the literature from a qualitative standpoint [9],[19],[47],[48]. Halpern and Gomer [49] were the first to show 
the existence of field ionization as a free charge carrier generation mechanism in cryogenic liquids.  Their 
work spurred other researchers to validate experimentally field ionization in other insulating liquids 
[50],[51]. 
 
In their ground breaking work, Devins, Rzad, and Schwabe [9] applied the Zener model for field ionization 
to dielectric liquids to explain streamer propagation. In this work, the field ionization charge density rate is 
[45] 
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where h is Planck's constant, a is the molecular separation distance,  m* is the effective electron mass, n0 
is the number density of ionizable species and ∆ is the liquid-phase ionization potential. 
 
Modeling Families of Molecules 
The major difficulty in trying to apply equation (10) to transformer oil is determining correct parameter 
values. Many commonly used dielectric liquids, such as transformer oil, are comprised of numerous 
individual molecular species, each with unique number density, ionization potential, and mass. Also, 
values for molecular separation distance, effective electron mass, and ionization potential are not well 
characterized for molecules in the liquid-state. In these cases, educated assumptions are made based 
upon known liquid-state characteristics and the chemical composition of saturated and unsaturated 
hydrocarbons. 
 
For example, a typical hydrocarbon liquid has a molecular number density on the order of 1x1027 m-3 to 
1x1028 m-3, of which only a small percentage are ionized [15]. The molecular separation distance is strictly 
a solid-state concept and is difficult to find an analogous measure in liquids, however Qian et al. [38] state 
that the molecular separation distance of water is 3.0x10-10 m and Beroual and Tobazeon [52] use a value 
of 5.0x10-10 m in their analyses.  In non-polar liquids, scientists have found that the effective electron 
mass can also be below the free electron mass me, and it generally ranges from 0.1xme to me [53],[54]. 
Lastly, the ionization potential of hydrocarbon liquids and gases ranges from 9.6x10-19 J to 1.92x10-18 J 
(6 eV to 12 eV) [9],[12],[13],[31]. 
 
Commercial transformer oil contains two main groups of hydrocarbons, the trace aromatic molecules and 
the main high density naphthenic or paraffinic molecules [14].  Due to their chemical composition and 
structure, aromatic molecules generally have lower ionization potentials than naphthenic/paraffinic 
molecules making them easier to ionize [12],[13],[31]. However, due to the high number density of 
naphthenic/paraffinic molecules in transformer oil, if enough energy were to be supplied to ionize these 
molecules a greater amount of free charge would be produced. To study the conditions and effects of 
charge generation due to each molecule type, recalling Biller’s hypothesis relating streamer modes and 
different molecules [11], the two following cases are examined in this paper: 
 

i. Aromatic molecules with low ionization potential and low number density, 
ii. Naphthenic/paraffinic molecules with high ionization potential and high number density. 
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Representative number density and ionization potential parameters for aromatic and naphthenic/paraffinic 
molecules used in this study are summarized in Table 1, where the effective electron mass and molecular 
separation distance were chosen to be the same for both types. The ionization potentials are 
∆=9.60x10-19 J (6.00 eV) which correspond to common aromatic molecules and ∆=1.58x10-18 J (9.86 eV) 
which correspond to the naphthenic molecules such as cyclohexane [13], a well characterized and 
discussed hydrocarbon used in many streamer empirical studies [55],[56]. 
 
Case 1: Aromatic Hydrocarbon Molecules 
The numerical results to the streamer model equations (1)-(4) for the field ionization mechanism of 
equation (10) with parameter values corresponding to the low concentration and easily ionizable aromatic 
hydrocarbon molecules in Table 1 are presented in this section. The applied step voltage to the needle 
electrode is Vapp = 100 kV. In Figure 3, the electric field and net space charge density distributions along 
the needle-sphere symmetry z-axis are shown at several instances in time. In Figure 4, the rz-plane 
spatial distribution of the electric field magnitude at the same instances in time are shown. 
 
Figure 3a and 3b show significant temporal dynamics in the electric field and space charge density 
distributions with peaks in the profile occurring further out in the oil volume as time progresses and away 
from the positive applied voltage at the sharp needle electrode. Field ionization produces positive ions 
and electrons in the oil that travel in opposite directions, with the positive ions and electrons attracted to 
the grounded electrode and positively excited needle electrode, respectively. However, due to the 
relatively high mobility of the electrons (µe = 1x10-4 m2V-1s-1) compared to the large positive ions (µp = 
1x10-9 m2V-1s-1), the newly generated electrons quickly exit the high field ionization zone towards the 
anode, leading to the development of a net positive space charge peak as shown in Figure 3b for several 
different times. 
 
The peaks in space charge density distribution are a source of electric field. The superposition of the 
space charge and the Laplacian electric fields generate a total electric field with a field enhancement 
(Figure 3a) at the space charge peak (Figure 3b) that drives field ionization and streamer propagation 
further into the oil. The peak electric field in the oil is approximately 3.5x108 V/m. The results suggest that 
field ionization of low concentration, easily ionizable aromatic hydrocarbon molecules plays an important 
role in the development and propagation of positive streamers in transformer oil. 
 
In addition to examining temporal dynamics along the needle-sphere z-axis, the spatial distribution of the 
electric field gives insight into streamer dynamics. From Figure 4a, at early times, the electric field 
enhancement is localized near the sharp needle electrode due to the applied voltage. As time progresses, 
an extremely large field enhancement occurs further out in the oil (Figure 4b). At even later times, the 
electric field distribution shows a cylindrical-like streamer that is centered along the z-axis (Figure 4c, 4d, 
4e).  The cylindrical streamer is enveloped by a field enhancement at the cylinder’s boundary, with the 
greatest enhancement occurring at the streamer tip that is furthest away from the needle electrode. This 
point of greatest field enhancement is exactly the largest electric field peak in Figure 3a. 
 
By approximating the dimensions of the streamer to be equal to the volume enclosed by the electric field 
enhancement, the radius of the streamer near the field enhanced streamer tip is 5-10 µm. The average 
streamer velocity, as it travels along the z-axis, is 3.0 km/s after 100 ns. 
 
Case 2: Naphthenic/Paraffinic Hydrocarbon Molecules 
The numerical results to the streamer model equations (1)-(4) for the field ionization mechanism of 
equation (10) with parameter values corresponding to the high concentration and high ionization potential 
naphthenic/paraffinic hydrocarbon molecules comprising the base of transformer oil in Table 1 are 

Table 1. Case studies: parameter values for aromatic and naphthenic/paraffinic molecules. 
Parameter Symbol Case 1: Aromatic Case 2: Naphthenic/Paraffinic Reference
Number density n0 1x1023 m-3 1x1026 m-3 [11],[14],[15] 
Ionization potential ∆ 9.60x10-19 J (6.00 eV) 1.58x10-18 J (9.86 eV) [12],[13] 
Molecular separation a 3.0x10-10 m 3.0x10-10 m [38],[52] 
Effective electron 
mass 

m* 0.1xme = 9.11x10-32 kg 9.11x10-31 kg [53],[54] 
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presented in this section.  The applied voltage to the needle electrode is increased to Vapp
 = 300 kV, 

which is needed to ionize the higher ionization potential molecules. In Figure 5 the electric field and net  
space charge density distributions along the needle-sphere symmetry z-axis are shown at several 
instances in time. In Figure 6, the rz-plane spatial distribution of the electric field magnitude is shown. 
 
The macroscopic streamer results for the high concentration, high ionization potential molecules are 
similar to the low concentration, low ionization potential case in Case1. In particular, the generation of 
free positive ions and electrons due to field ionization of high concentration, high ionization potential 
molecules leads to significant temporal dynamics in the electric field and space charge (Figure 5a and 
5b). This results in the development of electric field and space charge enhancements in the oil volume 
that occur further away from the needle electrode as time progresses. As in the case of low 
concentration, low ionization potential molecules, the results suggest that field ionization of the high 
concentration, high ionization potential naphthenic/paraffinic molecules is a possible key contributor to the 
development and propagation of positive streamers in transformer oil. 
 
The qualitative results are similar for the low concentration, low ionization potential molecules (Case 1) 
and the high concentration, high ionization potential molecules; however, on closer inspection, the two 
cases differ quantitatively in the electric field and space charge density values. For example, the 
maximum of the electric field peak in the oil is approximately 7x108 V/m (Figure 5a) which is about double 
that for the low concentration, easily ionizable molecules of Case 1 (Figure 3a). 
 
There is also a significant increase in the space charge density compared to the results of Case 1. This 
results from the ionization of high concentration, high ionization potential molecules creating more space 
charge. The higher field level is partially due to the application of a higher applied voltage, 300 kV rather 
than the 100 kV for the low concentration, easily ionizable molecules; however, higher field level is also 
strongly related to the significantly greater space charge levels that contribute to the electric field. The 
higher applied voltage is required to ionize the high concentration molecules comprising the base liquid 
due to their increased ionization potential (Table 1).  
 
From the spatial distribution of the electric field (Figure 6), the electric field enhancement is localized near 
the sharp needle electrode at early times; however, it quickly travels further out into the oil at short times 
afterwards. Unlike for Case 1, the low concentration, easily ionizable molecules case, the electric field 
distribution for the ionization of the high concentration, high ionization potential molecules show a conical-
like streamer that is centered along the z-axis and travels more quickly across the electrode gap. The 
conical streamer is enveloped by a field enhancement at the cone's boundary, with the greatest 
enhancement at the streamer tip that is furthest away from the needle electrode. This point of greatest 
field enhancement is exactly the electric field peak in Figure 5a. 
 
Approximating the dimensions of the streamer to be equal to the volume enclosed by the electric field 
enhancement, the radius of the streamer channel near the field enhanced streamer tip is approximately 
1.0 µm. The average streamer velocity, as it travels along the z-axis is 9.5 km/s after 100 ns. Interestingly, 
the streamer at times after t = 50 ns has protrusions from the main streamer body that look similar to 
streamer branch filaments. Due to computational limitations, the model is restricted to a two-dimensional 
axisymmetric model simplification, where there is no φ-dependence. As such, these protrusions are 
actually conical in shape rather than the true branched filaments that are experimentally observed. 
Examining these protrusions, it was first assumed that they appeared due to numerical instability; 
however the protrusions continued to exist upon greater levels of discretization. Therefore, while the 
protrusions in Figure 6 are truly conical, they are modeled as protrusions of a cylindrical jet resulting from 
electrohydrodynamic instability in the next section. 
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(a) Electric field magnitude distribution 
 

(b) Net space charge density distribution 

Figure 3. Temporal dynamics along the needle-sphere electrode axis at 25 ns intervals from t = 25-
100 ns given by the solution to the streamer model equations (1)-(4) for an applied step voltage of 
Vapp = 100 kV and a low concentration of easily ionizable molecules with parameter values summarized 
in Table 1. Note, at time t = 0+ the electric field distribution represents the Laplacian electric field. 
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 (a) t = 25 ns (b) t = 50 ns (c) t = 75 ns (d) t = 100 ns (e) t = 325 ns  

 
Figure 4.  Electric field magnitude [V/m] spatial distributions (as a function of r and z in the electrode 
geometry) from t = 25-325 ns given by the solution to the streamer model equations (1)-(4) for an 
applied step voltage of Vapp = 100 kV and a low concentration of easily ionizable molecules with 
parameter values summarized in Table 1. 
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(a) Electric field magnitude distribution 
 

(b) Net space charge density distribution 

Figure 5. Temporal dynamics along the needle-sphere electrode axis at 25 ns intervals from t = 25-100 ns 
given by the solution to the streamer model equations (1)-(4) for an applied step voltage of Vapp = 300 kV and 
a high concentration, high ionization potential molecules with parameter values summarized in Table 1. Note, 
at time t = 0+ the electric field distribution represents the Laplacian electric field. 
 
 

 

z-
ax

is
 [m

] x
10

-4
 

   
 r-axis [m] x10-4 
 (a) t = 25 ns (b) t = 50 ns (c) t = 75 ns (d) t = 100 ns 

 
 

Figure 6.  Electric field magnitude [V/m] spatial distributions (as a function of r and z in 
the electrode geometry) from t = 25-100 ns given by the solution to the streamer 
model equations (1)-(4) for an applied step voltage of Vapp = 300 kV and high 
concentration, high ionization potential molecules with parameter values summarized 
in Table 1. Note the streamer radial protrusions in Figures 6(b)-6(d) which resemble 
streamer branching that may be due to electrohydrodynamic instability. 
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Preliminary Model for Streamer Protrusions 
We propose a preliminary model of the streamer protrusions in Figure 6 as being due to an 
electrohydrodynamic instability of a uniform volume charged filled jet of radius R, surface tension γ, and 
charge density Q as developed in references [57]-[59].  For simplicity, we emphasize space charge 
effects by assuming that the jet and the surrounding oil have the same dielectric permittivity Ԗ so that 
there are no polarization forces on the jet interface.  Linear small signal radial perturbations ( , , )z tξ θ  of 
the cylindrical interface from r=R are of the form 
 [ ]{ }ˆ( , , ) exp ( )z t Re j t m kzξ θ ξ ω θ= − −      (11) 

where j= 1− . Applying the boundary conditions of continuity of potential, displacement, normal 
component of electric field, and force balance as given by Eqs. (52)-(54) in Ref. [58] and by Eqs. (34)-(35) 
in Ref. [59] give the system dispersion relation as 

 
2

2 2 2 2( ) ( ) ( ){( ) 1 [0.5 ( ) ( )]}j m m

j

m mkR kR kR kR m Q I kR K kRI K
ω

ω
= − + − − −′ ′
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ω

ρ γ
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′ ′= =

ò      (13) 

 
Im(kR) and Km(kR) are respectively the modified Bessel functions of the first and second kind of order m. 
The charged jet radius is stable in time if ω is real as then ˆ| ( , , ) / | 1z tξ θ ξ <  and is unstable when ω has a 
negative imaginary part as then ( , , )z tξ θ   in (11) will grow exponentially with time. We hypothesize that 
such unstable growth for small displacements of ( , , )z tξ θ  become large signal non-linear growth that 
result in the protrusions seen in Figure 6. 
 
Figure 6 of Ref. [58] non-dimensionally plots (ω/ωj)2 versus kR  in Eq. (12) considering kR real and 
allowing (ω/ωj)2 to be positive because with ω real the streamer is stable as represented by the positive 
part of each plot.  With (ω/ωj)2 negative ω is imaginary and the streamer is unstable. For our simulations 
in Figure 6 we have found or chosen representative parameter values as Qൎ300 C/m3, Rൎ1 µm, Ԗ=2.2Ԗ0, 
ρൎ880 kg/m3, γൎ0.004 Nt/m to give ωjൎ2x106 rad/s and Qj

2ൎ1.1. 
 
For this value of Qj

2 we examine Figure 6 of Ref. [58] and see that modes m = 2 and 3 are stable as those 
modes result in real values of ω. For mode m = 0, approximate values of 0.2<kR<0.9 are unstable.  This 
range corresponds to a wavelength range of approximately 7 < λ/R < 30.  The peak unstable frequency 
magnitude is about 0.2ωj corresponding to a growth time constant of about 2.5 µs. For m=1, the unstable 
wavenumber range is 0<kR<0.35 corresponding to the wavelength range λ/R>18.  The peak unstable 
frequency magnitude is about 0.1ωj  corresponding to a growth time constant of about 5 µs.   With 
R=1 µm we thus expect m=1 protrusions with spacing greater than 18 µm with exponential growth rate of 
order 5 µs and m=0 protrusions in the range of 7 to 30 µm with exponential growth rate of order 2.5 µs. 
 
In Figure 6 of the present paper we note protrusion spacings of order 20-100 µm with a growth rate of 
order 36 ns.  Thus our speculative instability analysis is in the right range for protrusion periodicity but 
predicts a slower growth rate than appears in the calculations of Figure 6.   A more refined space charge 
instability analysis will better fully examine the instability analyses of references [57]-[59] which also 
include polarization forces.  It might be expected that the streamer being a low density region might have 
a dielectric constant closer to that of free space than that of transformer oil.  The polarization force might 
further destabilize the cylindrical interface causing the instability to grow faster. 
 
Field Ionization of Various Oil Molecules 
The results of Cases 1 and 2 demonstrate that field ionization of differing families of molecules drives the 
development and propagation of distinct filamentary positive streamers in transformer oil. Figure 3a and 
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5a show that for both the low concentration, 
easily ionizable molecule and high 
concentration, high ionization potential 
molecule cases that significant temporal 
dynamics in the electric field distribution occur 
in the oil volume between the needle tip and 
spherical electrode. The peak of the electric 
field does not occur at the needle tip, as it 
does for the Laplacian field (Figure 2), but 
rather at a point in the oil gap between the two 
electrodes.  This temporally dynamic electric 
field distribution represents an ionizing electric 
field wave that ionizes molecules into slow 
positive ions and fast electrons. 
 
There are major differences in the streamers 
produced by the ionization of low 
concentration, easily ionizable molecules to 
those developed from the ionization of high 
concentration, high ionization potential 
molecules comprising the base liquid. A key 
difference in the models of Cases 1 and 2 is 
that the applied step voltage to the needle 
electrode, Vapp, was 100 kV and 300 kV, 
respectively. This selection was not arbitrary, 
rather applying Vapp=100 kV to the high 
concentration, high ionization potential 
molecules of Case 2 results in no streamer 
formation, as shown in Figure 7b, due to their 
higher ionization potential compared to their 
low concentration, easily ionizable 

counterparts (see Table 1). Also, applying Vapp=300 kV to the low concentration, easily ionizable 
molecules, as in Figure 7a, results in a streamer with similar propagation velocity along the z-axis and 
field enhancement levels as those presented for Case 1, where Vapp=100 kV (Figure 4d). However, the 
streamer of Figure 7a is branched wider in the radial direction.  
 
Verifying Biller’s Qualitative Model for Streamer Propagation Modes 
The key characteristics of the streamers Case 1, which are generated due to the ionization of low 
concentration, easily ionizable molecules, closely resemble slow 2nd mode filamentary positive streamers 
in transformer oil.  In particular, their propagation velocity (3.0 km/s), electric field peak (~4x108 V/m), 
radial dimension (10 μm), and breakdown inception voltage for the 25 mm needle-sphere geometry 
(~100 kV) match the empirical data from several research groups [3]-[7],[42],[60]. Also, Figure 7 showed 
that with increased applied voltage, the streamer expanded greatly in the radial direction; however, its 
axial growth was not significant.  This phenomenon is characteristic of slow 2nd mode streamers in 
transformer oil that have an increasingly branched structure with greater applied voltage; however, their 
velocity stays relatively constant [4],[7]. 
 
The streamers of Case 2, which are generated due to the ionization of high concentration, high ionization 
potential molecules, resemble fast 3rd mode branched filamentary positive streamers in transformer oil. 
Their propagation velocity (10 km/s), electric field peak (~1x109 V/m), radial dimension (1 μm), and 
inception voltage for the 25 mm gap needle-sphere geometry (~300 kV)  match the empirical data from 
several research groups [3]-[7],[42],[60]. The fast 3rd mode streamer inception voltage is equivalent to the 
acceleration voltage, where the streamer propagation velocity increases an order of magnitude from 
2-5 km/s for slow 2nd mode streamers to 10-20 km/s for fast 3rd mode streamers [7],[60]. Consequently, 
high concentration, high ionization potential molecules are not ionized at the lower voltages, as shown in 
Figure 7b for Vapp=100 kV, for which the low concentration, easily ionizable molecules are significantly 
ionized. 
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 r-axis [m] x10-4 
 (a) Case 1: Aromatic, 

Vapp=300 kV 
(b) Case 2: Naphthenic/ 
Paraffinic, Vapp=100 kV 

 
Figure 7. Electric field magnitude [V/m] spatial 
distributions (as a function of r and z in the electrode 
geometry) at time t = 100 ns given by the solution to the 
streamer model equations (1)-(4). Note the different scales 
for the color bars in (a) and (b). 
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The simulations capture the interdependence between streamer radius and the maximum level of electric 
field enhancement reported by researchers such as Beroual and Tobazeon [52]. They keenly observed 
an inverse relationship between streamer radius and maximum field level, where as the streamer radius 
decreased as the maximum field level at the streamer tip increased.  In Section 3.1, the ionization of the 
low concentration, low ionization potential molecules resulted in a streamer with larger radius but lower 
field enhancement than that of the streamer resulting from the high concentration, high ionization 
potential molecules in Section 3.2. This is non-intuitive because in the latter case there is a high 
concentration of ionizable molecules and a high enough applied voltage (Vapp = 300 kV) to ionize them; 
however, the ionization zone is small. Consequently, this results in the space charge being concentrated 
in a small volume leading to greater field enhancement and ionization and ultimately faster streamer 
propagation.  
 
The ability to ionize low or high number density molecules is related directly to the amount of space 
charge created in the ionization region. Ionizing the high concentration, high ionization potential 
molecules creates more space charge (Figure 5b) compared to the low concentration, easily ionizable 
molecules (Figure 3b). Consequently a larger electric field enhancement is produced at the streamer tip 
that allows for a more efficient field ionization (i.e., higher (| |)

I
G E

r
). The resulting streamer is of the fast 

3rd mode type. While several researchers have obtained data that suggests that streamer velocity is 
inversely proportional to the liquid density [9],[52], these studies focused on slow bush-like positive (and 
negative) streamers that traveled at velocities below the speed of sound, where different mechanisms 
may be at work. Therefore, those results are not directly applicable to this study.  
 
Conversely, the ionization of the lower concentration, easily ionizable aromatic molecules in transformer 
oil generates space charge levels that lead to lower field enhancement. This field enhancement level is 
too low to ionize high potential naphthenic/paraffinic molecules such that only slower 2nd mode streamers 
develop. Note that for the low concentration, low ionization potential molecules, it takes the streamer 
325 ns to reach z =1 mm (Figure 4e) compared to the streamer created by the ionization of the high 
concentration, high potential molecules that travels z =1 mm in only 100 ns (Figure 6e). 
 
The results presented, which show streamer propagation modes result from the ionization of different 
families of molecules with unique concentration and ionization potentials, corroborates the qualitative 
model presented by Biller [11]. In Biller's hypothesis the specific charge generation mechanism involved 
in streamer development is not discussed, however researchers have theorized that the same 
mechanism drives both slow 2nd and fast 3rd mode streamers due to the similar streamer characteristics 
(i.e., shape, light emission, etc.) of the two modes [4],[7]. Using plausible model parameter values, the 
results closely match experimental data suggesting that field ionization may be a possible key mechanism 
in driving both slow 2nd and fast 3rd mode filamentary positive streamers. 
 
Due to the complex nature of liquids, a singular universal law that explains streamer formation in dielectric 
liquids does not exist.  But the same is often true for the simplest phenomenon, such that a single law or 
mechanism that governs any physical event is often an oversimplification. Rather, laws are only obeyed 
within operating ranges, and as the conditions pass outside these ranges, then another law applies. The 
results in this paper suggest that the same concept holds for streamer development in transformer oil. For 
lower applied voltages (i.e., Vb൑Vapp൑Va), streamers in transformer oil may result from field ionization of 
low concentration and low ionization potential oil molecules such as the trace aromatic hydrocarbons 
found in transformer oil. Alternatively, for higher applied voltages (i.e., Vapp൒Va), the results suggest that  
streamer development is from the field ionization of high concentration and high ionization potential oil 
molecules such as naphthenic or paraffinic hydrocarbons which constitute the bulk of the transformer oil 
volume. These characteristics of streamers due to low concentration and high concentration 
hydrocarbons are indicative of slow 2nd and fast 3rd mode streamers, respectively. The two streamer 
modes initiate at different applied voltages due to the unique ionization potentials of each hydrocarbon 
molecular species. For example, aromatic molecules generally have lower ionization potentials such that 
they ionize at lower applied voltages compared to naphthenic/paraffinic molecules that generally have 
higher ionization potentials and therefore need a greater applied voltage to ionize.  
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While it has been shown that field ionization is a possible dominant mechanism driving the development 
of positive filamentary streamers, it is by no means the only mechanism. There are many other factors 
that also affect the development of positive streamers. The model presented could be expanded to 
include other relevant mechanisms such as dissociation, vaporization, secondary cathode effects, impact 
ionization, etc., which would further result in more accurate results and better analysis. These new 
mechanisms will be examined in future continuing work. 
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2. Effects of Nanoparticle Charging on Streamer Development on Streamer Development in 
Transformer Oil-Based Nanofluids 
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Introduction 
The widespread use of transformer oil for high voltage insulation and power apparatus cooling has led to 
extensive research work aimed at enhancing both its dielectric and thermal characteristics. A particularly 
innovative example of such work is the development of dielectric nanofluids (NFs). These materials are 
manufactured by adding nanoparticle suspensions to transformer oil, with the aim of enhancing some of 
the oil’s insulating and thermal characteristics. Researchers have investigated transformer oil-based NFs 
using magnetite nanoparticles from ferrofluids [1]-[7] The research showed that a transformer oil-based 
magnetic NF could be used to enhance the cooling of a power transformer’s core.  
 
Electrical breakdown testing of magnetite NF found that for positive streamers the breakdown voltage of 
the NFs was almost twice that of the base oils during lightning impulse tests [2] The lightning impulse 
withstand results obtained by Segal et al. [1]-[5] of increased transformer oil breakdown strength with the 
addition of conducting nanoparticles for two common transformer oils (i.e., Univolt 60 and Nytro 10X) and 
their associated NFs are summarized in Table I. Also, the propagation velocity of positive streamers was 
reduced by the presence of nanoparticles, by as much as 46% for Univolt-colloid nanofluid. The results 
are significant because a slower streamer requires more time to traverse the gap between electrodes to 
cause breakdown. This allows more time for the applied impulse voltage to be extinguished. These 
results are very important in that it indicates that the presence of the magnetite nanoparticles in the oil 
samples inhibits the processes, which leads to electrical breakdown. The results found by Segal et al. are 
in direct conflict with conventional wisdom and experience regarding the breakdown of dielectric liquids, 
where the presence of conducting particulate matter in a dielectric liquid is expected to decrease the 
breakdown strength. 
 
 A comprehensive electrodynamic analysis of the processes that take place in electrically stressed 
transformer oil-based nanofluids is presented. The results demonstrate that conductive nanoparticles act 
as electron scavengers in electrically stressed transformer oil-based NFs, converting fast electrons to 
slow negatively charged nanoparticles [8]-[11]. Due to the low mobility of these nanoparticles, the 
development of a net space charge zone at the streamer tip is hindered, suppressing the propagating 
electric field wave that is needed to drive electric field dependent molecular ionization and ultimately 
streamer propagation further into the liquid. A general expression for the charging dynamics of a 
nanoparticle in transformer oil with finite conductivity is derived to show that the trapping of fast electrons 
onto slow nanoparticles is the cause of the decrease in the positive streamer  velocity. This explains the 
paradoxical fact that NFs manufactured from conductive nanoparticles have superior positive electrical 
breakdown performance to that of pure oil. 
 
Experimental evidence for transformer oil showed that positive streamers emanating from the positive 
electrode tend to initiate at lower applied voltages and propagate faster and further than negative 
streamers [2],[12],[13]. As a result, positive streamers constitute a greater risk to oil insulated high voltage 
electrical equipment than do negative streamers and are the focus of this work. 

Table I: Results of impulse voltage withstand testing in 25.4 mm electrode gap system [2]. 
 Breakdown voltage  

(kV) 
Time-to-breakdown  

(µs) 
Avg. streamer velocity 

(km/s) 
Fluid Positive Negative Positive Negative Positive Negative 
Univolt 60 oil 86 170 12 27 2.12 0.94 
Univolt nanofluid 157 154 26 15 0.98 1.69 
Nytro 10X oil 88 177 16 23 1.59 1.10 
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Charge Relaxation Time 
To understand why a transformer oil-based 
NF exhibits differing electrical breakdown 
characteristics to that of pure oil, it is 
necessary to understand how the presence 
of the nanoparticles in the oil modifies the 
fundamental electrodynamic processes. The 
charge relaxation time constant of the 
nanoparticle material has a major bearing 
on the extent to which the electrodynamic 
processes in the liquid are modified. If the 
nanoparticles’ charge relaxation time 
constant is short relative to the time scales 
of interest for streamer growth, their 
presence in the oil will significantly modify 
the electrodynamics. If, on the other hand, 
the nanoparticles’ relaxation time constant is 
long relative to the time scales of interest for 
streamer growth, their presence will have 
little effect on the electrodynamics. 
 
In order to calculate a general expression for the relaxation time constant of a nanoparticle of arbitrary 
material in the transformer oil consider Fig. 1. The spherical nanoparticle of an arbitrary material has 
radius R, permittivity 2ò , and conductivity 2σ  and is surrounded by transformer oil with conductivity of 1σ
=1x10-12 S/m and permittivity of 1ò =2.2 0ò , where 0ò =8.854x10-12 F/m is the permittivity of free space. At 

time t=0+, a z-directed electric field 0 zE E i=
r r

 is switched on at r →∞ . The presence of the nanoparticle 
causes the electric field distribution in the oil near the nanoparticle to deviate from the applied z-directed 
field. The electric field distribution in the oil is calculated by using the separation of variables method to 
solve Laplace’s equation for the electric potential V (i.e., 2 0V∇ = , E V= −∇

r
) where a negligible space 

charge density is assumed. The time dependent radial and polar components of the electric field in the oil 
outside the nanoparticle are [8],[14],[15] 
 

3 3

0 0 3 3

2 2( , ) 1 exp 1 exp cos[ ]r c c
r r

R t R tE r E
r r

θ θ
τ τ

⎛ ⎞⎛ ⎞ ⎛ ⎞
= + Υ − + Σ − −⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎝ ⎠
  (1) 

3 3

0 0 3 3( , ) 1 exp 1 exp sin[ ]c c
r r

R t R tE r E
r rθ θ θ

τ τ
⎛ ⎞⎛ ⎞ ⎛ ⎞

= − + Υ − + Σ − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠
  (2) 

where the charge relaxation time constant rτ for the transformer oil/nanoparticle system is  
 

1 2

1 2

2
2rτ σ σ

+
=

+
ò ò

   (3) 

 and  

 2 1

1 2

,
2c

−
Υ =

+
ò ò
ò ò

   (4) 

 2 1

1 2

.
2c
σ σ
σ σ
−

Σ =
+

  (5) 

 

Figure 1: Nanoparticle of an arbitrary material with a radius 
R, permittivity 2ò  and conductivity 2σ , surrounded by 

transformer oil with a permittivity of 1ò  and conductivity 1σ  
stressed by a uniform z-directed electric field turned on at t=0. 
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Consider now the magnetite Fe3O4 NF studied by researchers in Refs. [1]–[7] where 2σ =1x104 S/m at 

room temperature [16] and 2 080≈ò ò [17]. The relaxation time constant of the magnetite in transformer oil 

is rτ (Fe3O4) =7.47x10−14 s. As this shows, the relaxation time constant for magnetite nanoparticles in 
transformer oil is extremely short. Relative to the nanosecond to microsecond timescales involved in 
streamer propagation, this small relaxation time constant is essentially instantaneous so that the addition 
of magnetite nanoparticles to the transformer oil will dramatically affect the electrodynamics during 
streamer development. The relaxation time constant is analogous to the time constant of an RC circuit 
that describes the charging rate of a capacitor (nanoparticle) when the source (free electrons at r →∞ ) 
is turned on at t=0. Therefore, the small relaxation time constant for magnetite nanoparticles effectively 
means that the surface charging due to the injected electrons can be considered to be instantaneous. 
Furthermore, for a NF manufactured using magnetite, the extremely short relaxation time constant means 
that the electric field lines tend to converge upon the relaxed nanoparticles as if they were perfect 
conductors. 
 
As a comparison to the NF manufactured with magnetite nanoparticles, other common nanoparticles, 
such as ZnO and Al2O3, have relaxation time constants of rτ (ZnO)=1.05x10−11 s and rτ (Al2O3)=42.2 s. Note 
that due to Al2O3’s low conductivity, its relaxation time constant is very long. Therefore, there would be 
negligible surface charging of Al2O3 nanoparticles in the time scales of interest for which streamer 
development occurs. 
 
Modeling the Charge Dynamics of a Perfectly Conducting Nanoparticle 
To model the electrodynamics within an electrically stressed transformer oil-based nanofluid it is first 
necessary to model the charging of the nanoparticles in oil. This model parallels the Whipple-Chalmers 
model used for the modeling of rain drop charging in thunderstorms taking the flow velocity of oil to be 
zero [14],[15],[19]. Consider the situation shown in Fig. 2 for a perfectly conducting nanoparticle (i.e.,

2σ →∞ ). A uniform z-directed electric field 0 zE i
r

 is switched on at 0t= , and a uniform electron charge 

density eρ  with electron mobility eμ  is injected into the system from z →∞ . The injected electrons travel 
along the electric field lines and approach the nanoparticle where the radial electric field is positive, 
0 / 2θ π< < , as shown in Fig. 2. The electric field lines will terminate on the bottom side with a negative 
surface charge and emanate from the top side with a positive surface charge on the particle as shown in 
Figs. 2a, 2b, and 2c. The electrons in the transformer oil near a nanoparticle will move opposite to the 
direction of the field lines and become deposited on the nanoparticle where the surface charge is positive. 
The rate at which a nanoparticle captures electrons is strongly dependent upon its charge relaxation time 
constant such that nanoparticles with a short relaxation time constant quickly capture free electrons. 
 
The charging dynamics for a perfectly conducting nanoparticle ( 2σ →∞ ) is examined first. Afterwards, the 
analysis is generalized to finitely conducting nanoparticles to model nanoparticles manufactured from real 
materials. 
 
At 0t += , a nanoparticle with infinite conductivity is perfectly polarized and the radial electric field is initially 
positive everywhere on the upper hemisphere defined by 0θ=  to / 2π  as shown in Fig. 2 corresponding 

to positive surface charge density 1 ( , ) 0s rE r Rσ θ= = >ò . Therefore, the electrons can be initially 
deposited on the nanoparticle at all points on the upper hemispherical surface. Once the electrons 
deposit on the nanoparticle they redistribute themselves uniformly on the equipotential surface, so that 
the total negative charge on the nanoparticle increases from zero with time. This charging process 
modifies the electric field outside the nanoparticle and continually reduces the area of the nanoparticle 
surface that has a positive radial electric field component (the charging window on the particle surface) as 
shown in Figs. 2b and 2c until a point is reached when no portion of the particle's surface has a positive 
radial electric field component as shown in Fig. 2d. In this situation the nanoparticle is said to be charge 
saturated as no additional negative charge can flow onto the sphere. 
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The solution for the electric field outside the perfectly conducting (i.e., 2 , 1, 0c rσ τ→∞ Σ = = ) spherical 
nanoparticle is the superposition of the solutions of Eqs. (1) and (2) plus the radial field component 
caused by the already deposited electrons with net charge Q(t) where Q(t)≤0. 
 

 
3 3

0 03 2 3
1

2 ( )1 cos 1 sin       
4 r

R Q t RE E i E i r R
r r r θθ θ

π
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= + + − − >⎢ ⎥⎜ ⎟ ⎢ ⎥
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r r r

ò
  (6) 

 
Electrons can only be deposited on the nanoparticle where the radial component of the electric field on 
the nanoparticle surface is positive (i.e., ( ) 0rE r R= ≥ ). This gives a window for electron charging over a 
range of angles determined by 
  

 2
1 0

( )cos  .
12

Q t
E R

θ
π

≥ −
ò

  (7) 

 
Since the magnitude of cosθ  cannot be greater than one, the electron saturation charge for the 
nanoparticle is 
 
 2

1 012  .sQ R Eπ= − ò   (8) 
 
When the nanoparticle charges to this saturation value the radial component of the electric field at every 
point on the particle's surface will be negative and so no more electrons can be deposited on the particle. 
The critical angle cθ , where the radial component of the electric field at r R=  is zero, is defined as when 
Eq. (7) is an equality 
 

cos ( ) /c sQ t Qθ =   (9) 
 
Representative values in transformer oil of mobilities and charge densities of positive and negative ions 
and electrons are 9 2 1 1 4 2 1 11 10 m V s , 1 10 m V sp n eμ μ μ− − − − − −≈ ≈× ≈×  and 31000 C/mp nρ ρ≈− ≈  and

31000 C/meρ ≈− .  The effective conductivities of ions are then  6
, 1 10p n p p n nσ ρ μ ρ μ −= =− ≈× S/m while 

electrons have a much higher effective ohmic conductivity of 11 10e e eσ ρ μ −=− ≈× S/m.  With the much 

lower transformer oil ohmic conductivity of 12
1 1 10σ −≈× S/m, the dominant charge carriers that charge the 

nanoparticles are the electrons so that the nanoparticle charging current for angles  0 cθ θ< <  is 
 

 0
( )( , ) ( , ) 3 cosr e e r e e

s

Q tJ r R E r R E
Q

θ ρ μ θ ρ μ θ
⎡ ⎤

= = − = = − −⎢ ⎥
⎣ ⎦

  (10) 

 
where 0eρ <  and 0eμ > . The total nanoparticle charging current is 
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Figure 2: Electric field lines for various times after a uniform z-directed electric field is turned on at t = 0 around 
a perfectly conducting spherical nanoparticle of radius R surrounded by transformer oil with permittivity 1ò , 

conductivity 1σ , and free electrons with uniform charge density eρ and mobility eμ .  The thick electric field lines 

terminate on the particle at r = R and cθ θ=  where ( ) 0r rE R= =   and separate field lines that terminate on the 
nanoparticle from field lines that go around the particle.  The cylindrical radius Ra(t) of Eq. (21) of the separation 
field line at z→+∞  defines the charging current I(t) in Eq.(23).  The cylindrical radius Rb(t) of Eq. (22) defines 
the separation field line at z→−∞ .  The dominant charge carrier in charging the nanoparticles are electrons 
because of their much higher mobilities than positive and negative ions.  The conductivity of transformer oil, 

12
1 1 10σ −≈× S/m, is much less than the effective conductivity of the electrons, 11 10e e eσ ρ μ −≈− ≈× S/m.  The 

electrons charge each nanoparticle to saturation, 2
1 012sQ E Rπ=− ò as given in Eq. (8) with time constant 

14 / (| | )pc e eτ ρ μ= ò  given in Eq. (12). The electric field lines in this figure were plotted using Mathematica 
StreamPlot [18]. 
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where the time constant for nanoparticle charging pcτ  is 

 14  .
| |pc

e e

τ
ρ μ
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  (12) 

 
The charging dynamics of the perfectly conducting nanoparticle can be found by time integrating the 
nanoparticle charging current equation given by Eq. (11). Therefore, the charge on a perfectly conductive 
nanoparticle by electron scavenging is 
 

 ( )
1

s
pc

pc

tQ
Q t t

τ

τ

=
+

   (13) 

where the initial condition is Q(t=0)=0. 
 
For the purposes of evaluating the 
values of Qs and pcτ , the following 
additional parameter values are used: 

191.6 10  e −= × C, 8
0 1 10E = × V/m, 

1 02.2=ò ò and 95 10R −= × m. These 
values are reasonable estimates for the 
parameter values at the tip of a 
streamer in a transformer oil-based 
nanofluid [9]. The values for Qs and pcτ  
found by using these parameters are -
1.836x10-18 C (~11 electrons) and 
7.79x10-10 s, respectively. The charging 
dynamics plotted in Fig. 3 illustrate that 
the perfectly conducting nanoparticle 
initially captures charge rapidly; 
however, as time increases the particle 
charging rate decreases until the 
particle's charge saturates at Qs. These 
features are due to the reduction in the 
charge capture window. As the particle 
captures electrons the repulsion 
increases between the negatively 
charged nanoparticles and the mobile 
free electrons in the surrounding oil. 

 
Free charge carriers in the nanofluid will tend to move along the electric field lines that converge on the 
relaxed nanoparticle, depositing negative charge on the top surface and positive charge on the bottom 
surface of the particle in Fig. 2. Because electron mobility is much higher than positive ion mobility, the 
nanoparticles trap electrons at a much faster rate than positive ions, meaning that the nanoparticles 
effectively become slow negative ions. The mobility of such a charged spherical particle in transformer oil 
is given by Eq. (14) [15], where the viscosity of transformer oil is approximately 0.02η = Pa s. 
 

Figure 3: Charging dynamics, |Q(t)|, of a perfectly conducting 
nanoparticle versus time in transformer oil as given by Eq. (13) 
with Qs=-1.836x10-18 C (~11 electrons) and pcτ =7.79x10-10 s. 
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Electric Field Lines 
Analysis is also facilitated through the use of a vector potential A

r
 for the electric field, given in (1) and (2), 

when the electric field due to the space charge density is small compared to the electric field due to the 
applied voltage such that · 0E∇ ≈

r
. Then with no dependence on the angleφ , the vector potential 

( , )A A r iφ φθ=
r r

 and the electric field are related as 
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The vector potential is 
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Electric field lines are everywhere tangent to the electric field and related to the vector potential in Eq.(15) 
as 
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After cross multiplication and reduction, the electric field lines are lines of constant sin ( , )r A rφθ θ  because 
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where the constant for a given electric field line is found by specifying one ( , )r θ  value of a point that the 
field line goes through. 
 
A perfectly conducting nanoparticle has 0rτ =  so that /e 0rt τ− = , 1cΣ = , and ( ) 3A t = . The field lines are 
obtained from Eq. (16) as 
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The separation field line that demarcates the region where electrons charge a nanoparticle is shown by 
the thicker field line in Fig. 2 and terminates on the nanoparticle at r R= , cθ θ= . This field line obeys the 
equation 
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Evaluating Eq. (19) at r→∞ , 0θ→  and equating it to Eq. (20) gives the cylindrical radius ( )aR t of the 
electron charging demarcation field line of the upper hemisphere. The cylindrical radius is 
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where Eq. (13) is used and ( )aR t  decreases with time as the particle charges up. 
 
Similarly, there is a separation field line that passes through ( , cr R θ θ= = ) but terminates in the lower region 
at r →∞ , θ π→  with cylindrical radius 
 

,

2( )( ) lim ( sin ) 3 1 3 pc
b r

s pc

tQ tR t r R R
Q tθ π

τ
θ

τ→∞ →

+⎡ ⎤
= = + =⎢ ⎥ +⎣ ⎦

  (22) 

 
which separates field lines that terminate on the spherical nanoparticle for cθ θ π< <  from field lines that go 
around the nanoparticle. The combined separation field line that passes through ( , )cr R θ θ= =  and r→∞  
and 0θ=  or π  are drawn as thicker lines in Fig. 2. 
 
The total current at r→∞  passing through the area 2 ( )aR tπ  is the total current incident onto the 
nanoparticle 
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which matches the right-hand side of Eq. (11). 
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Introduction 
Power transformers, transmission cables, and other high voltage equipment often utilize composite 
insulation systems. These insulators usually comprise both liquid and solid insulating materials. Liquid-
solid systems such as transformer oil-pressboard systems constitute the major composite insulation 
system that is used to improve the insulation capability of power transformers.  Experimental evidence 
has shown that streamer pre-breakdown phenomena in liquid-solid insulation systems often differ from 
liquid-only systems [1]. Such phenomena in composite insulation systems are characterized by charge 
transport between the two distinct liquid and solid dielectrics [2]. 
 
A one-dimensional transient analysis of unipolar charge injection and transport between two planar 
electrodes stressed by an applied step voltage was first presented in [3].  The model consisted of solving 
charge migration equations between electrodes in a single region. This work extends the closed-form 
results of [3] to a two-phase (liquid and solid) insulation system in a series planar geometry. The time and 
space solutions for electric field, charge density, and terminal voltage for a current source are solved in 
the transient-state for various charge injection constitutive laws by using the method of characteristics 
which converts the governing partial differential equations in time and space into a set of ordinary 
differential equations in the time frame of the moving charge.  From this analysis the surface charge 
density at the liquid/solid interface is found as a function of time. 
 
In the previous studies [2, 3], the analysis has been confined to space-charge-limited injection, whereby 
the electric field at the charge injecting electrode is zero while the charge density is infinite keeping the 
injection current finite. In the present work, we have generalized this injection boundary condition such 
that the electric field at the emitter electrode can be non-zero. A step current source is considered for a 
time dependent case study. The liquid dielectric is assumed to have unipolar ion conduction described by 
a constant mobility while the solid dielectric is modeled by an Ohmic conduction model. The results give 
charge density and electric field distributions as a function of time and space, charge trajectories in the 
liquid region as well as terminal voltage and surface charge density at the liquid/solid interface as a 
function of time. Most of the analysis yields closed-form expressions which are in reasonable agreement 
with numerical simulations [2, 4, 5].  
 
Governing Equations 
A one-dimensional migration-Ohmic model where all quantities only depend on coordinate x and time t, 
describes charge transport phenomena in the two region series liquid-solid geometry shown in Fig. 1.  
Region I represents a transformer oil region with positive charge mobility μ and dielectric permittivity εI 
while Region II represents a pressboard region with Ohmic conductivity σ and dielectric permittivity εII. It is 
assumed that only the positive electrode at x=0 injects positive electric charge into the system. These 
charges travel from the first region and pass through the interface into Region II with surface charge 
remaining on the interfacial surface at x=a. In this model, we have selected representative values in Table 
1 for transformer oil and pressboard as Regions I and II respectively (Fig. 1). Steady-state and transient 
analyses yield closed-form expressions of the electric field, volume and surface densities and voltage 
drop across the regions for a step current source. Gauss’ law and conservation of charge are: 
 

/ρ ε∇ ⋅ =E
r

 (1)
 

0
t
ρ∂

∇ ⋅ + =
∂

J
r

 (2)
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Figure 1: Two series dielectric planar model excited by a time dependent current source, where Region I is described 
by a carrier mobility μ and permittivity εI  representing transformer oil and Region II is described by Ohmic conductivity 
σ and permittivity εII representing pressboard. 
  

Table 1: Representative values for parameters of liquid and solid dielectrics 
Parameter Symbol Value 

Permittivity of Liquid Region (Region I) εI 2×10-11 Fm-1 
Permittivity of Solid Region (Region II) εII 4×10-11 Fm-1 
Positive Ion Mobility in Liquid Region (Region I) μ 10-9 m2V-1s-1 
Conductivity of Solid Region (Region II) σ 3×10-12  Ω-1m-1 
Applied Current Density (Current Source Condition) J0= I0/S 10-7 Am-2 
Liquid Region (I) Thickness a 0.0125 m 
Total Thickness (Liquid Region (I) and Solid Region 
(II)) 

b 0.025 m 

 
One-dimensional Analysis 
Equations (1) and (2) can be written for the one-dimensional (x-direction) system in Region I as:  

 
( , ) /I

I
E x t

x
ρ ε∂

=
∂

 (3)

 
( , ) ( , ) ( , ) ( )0 ( , )I I

I I
J x t x t E x t I tJ x t

x t t S
ρ ε∂ ∂ ∂

+ = ⇒ + =
∂ ∂ ∂

(4)

 
The boundary conditions for the electric field, surface charge density ( )s tσ , and the current density at the 
interfacial surface are: 
 

( , ) ( , ) ( )II II I I sE x a t E x a t tε ε σ+ −= − = =  (5)
 

( )( , ) ( , ) 0s
II I

tJ x a t J x a t
t

σ
+ −

∂
= − = + =

∂
 (6)

 
Since the electric field in both regions is conservative ( 0∇× =E

r
) in both regions, the voltage drop across 

the electrodes is: 
 

0

( ) ( ) ( ) .
a b

I II I II
a

V t V t V t E dx E dx= + = +∫ ∫  (7)

 
In Region I, the positive charge carriers are injected at the positive electrode (x=0) assuming a linear 
injection law. According to this law, the injected volume charge density at the positive electrode is given 
by a product of electric field at x=0 and a constant injection coefficient A: 
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( 0, ) ( 0, ).Ix t AE x tρ = = =  (8) 
 
According to Eq. (4) and Eq. (8), the current density in Region I is: 
 

2( 0, ) ( 0, )( 0, ) ( 0, ) [ ( 0, )]I I
I I I I I

E x t E x tJ x t E x t A E x t
t t

μ ρ ε μ ε∂ = ∂ =
= = = + = = +

∂ ∂
 (9)

 
As a special case of space charge limited injection, A is assumed to be infinitely large. In order to keep 
the current density J0 finite when A→∞, the electric field at x=0 must be zero (i.e., EI (x=0,t)=0). In each 
region, the total current density is related to the electric field as: 
 

.,I II
I I I II II II

E EJ E J E
t t

ρμ ε σ ε ∂
∂

+ +
∂

= =
∂

 (10)  

 
Steady State Solutions (∂/∂t=0) 
The trapped surface charge on the interfacial surface between the two regions can be obtained from 
Gauss’ law: 

 

s II II I IE Eσ ε ε= −   (11)  
 

For steady state conditions, the surface charge density on the interface is constant; the current density in 
both regions is also constant for 0<x<b: 
 

00  II I I IIJ J J J J− = → = =  (12)
 

Hence, from Gauss’ law in the steady state and Eq. (3): 
 

2
0 0

1 .
2

I
I I I I II II I I II

dEJ J E E J E J E E
dx dx

dρμ με σ ε μ σ⎛ ⎞= = = = = ⇒ = =⎜ ⎟
⎝ ⎠

 (13) 

 
By solving Eq. (13), the electric field in each region is:  
 

0 02( ) / ( ), /I I IIE J x C E Jε μ σ= + =  (14) 

 
The constant, C is calculated from the steady state boundary condition at the positive electrode (linear 
charge injection law, Eq. (8)). Since the steady state current density is independent of x, we have: 
 

2 0 0
0

2 2 1( 0) [ ( 0)] ( )
2
I

I I I
I I

AC J J xJ E x A E x C E
A A

εμρ μ
ε μ ε

= = = = = ⇒ = ⇒ = +  (15)

 
To evaluate the voltage as a function of current density, we integrate the electric field in both regions (Eq. 
(7)) which yields: 

 

3/20 3/2 022  ( ) ( ) ( )
3 2 2

I I

I

J JV a b a
A A
ε ε

ε μ σ
⎡ ⎤= + − + −⎢ ⎥⎣ ⎦  

(16)
 

  
By solving Eq. (16) for the square root of J0, the current density can be found as a function of applied 
voltage, charge injection coefficient and dielectric parameters: 

 



Chapter 17.  High-Voltage Systems and Dielectric Materials 

17-28  RLE Progress Report 152 
 

( )

21/223/2 3/2 3/2 3/2

0 02 2 36
6( )

I I I I I

I

J a a b a V
A Ab a A A
ε εσ ε ε ε μ

ε μ σ

⎡ ⎤⎛ ⎞⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎢ ⎥⎜ ⎟⎜ ⎟= − + − + + −⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎜ ⎟− ⎝ ⎠ ⎝ ⎠⎜ ⎝ ⎠ ⎝ ⎠ ⎟⎝ ⎠⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦

+ (17)

 
Mathematically there are two roots for the square root term of J0 in Eq. (16), however, since EI which is 
proportional to the square root of J0 according to Eq. (14) must be positive, the only applicable result for 
square root of J0 is the positive definite solution which results in Eq. (17). Since the steady state current 
density does not depend on x, J=JI= JII=J0 remains constant for 0<x<b. Figure 2 plots the steady state 
current density J0 in terms of the linear injection coefficient A for different values of constant applied 
voltage. The total current density in Eq. (17) significantly depends on A only if its magnitude is of order 
Aa/ε1~1. When A goes to infinity (so that Aa/ε1>>1), the current density for the space charge limited 
condition is: 
 

( )
2

3 3
0 02 2 9

3( )
I

I

J a a b a V
b a

ε μσ
σε μ

⎡ ⎤⎛ ⎞
= − + + −⎢ ⎥⎜ ⎟⎜ ⎟−⎢ ⎥⎝ ⎠⎣ ⎦

 (18) 

 
From Eq. (14), the steady state charge density in the liquid region (Region I) is found using Gauss’ law: 
 

0( )
2 1

I
I

I

JdEx
dx x

A

ρ ε
μ

ε

= =
⎛ ⎞

+⎜ ⎟
⎝ ⎠

 (19) 

 
whereas the surface charge density σs on the interfacial surface at x=a is found from Eq. (11): 
 

2
0 0 (2 )II I

Is
J J a

A
σ

μ
ε εε
σ

− +=  (20) 

 
For the space charge limited condition (A→∞), the space charge density in Region I is: 
 

0 00( ) ,
2

2I III
sI

IJdEx
dx x

J J aε ερ
μ σ

εσ
μ

ε −= = = (21)

 
Equations (19) and (21) agree with the results of [2]. 
 
Transient Solutions 
The transient analysis of unipolar charge transport in a migration-Ohmic system has a time varying 
current source (Fig. 1) resulting in both conduction and displacement current in the two region series 
dielectrics of Fig. 1. We particularly assume that the terminal current I(t)=J0Su(t) is a step function at t=0 
being I(t=0-)=0 and I(t ≥0+)=J0S where S is the electrode area. We assume an initially unexcited system 
with a linear charge injection law (Eq. (8)) at x=0. From Eqs (10), the current density in Regions I and II 
has both conduction and displacement currents: 

0
( , ) ( )( , ) ( )I II

I I I II II II
E EJ J J E J E

t
x tt t

t
txρμ ε σ ε∂ ∂

= = = + = = +
∂ ∂

(22)

 
where EII only depends on time and not position.  
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(a)  (b) 

Figure 2: Theoretical plots of (a): steady state non-dimensional current density 3 2
0( / ( ))IJ J a Vε μ=% for various applied 

non-dimensionalized DC voltages 
0

/V V V=%
 
and (b): non-dimensionalized DC voltage 3

0
( )

I
V V J aε μ=% for various non-

dimensional current densities 
0

/J J J=% as a function of non-dimensionalized charge injection coefficient / IA Aa ε=% .  
 
 
Determining Electric Field in Region I 
Using the method of characteristics for Region I, we define the total derivative of electric field in the 
reference frame of the moving charge: 
 

0 onI I I

I
I

JdE E E dx
dt

dx E
dt t dt x

μ
ε

∂ ∂
= + ⋅ =

∂ ∂
=  (23)

 
which has a general solution for the electric field as: 
 

0
0 0 0( , ) ( ) ( , )I I

I

JE x t t t E x t
ε

= − +  (24)

 
and a general solution for charge trajectory position as: 
 

20
0 0 0 0 0( ) ( ) ( , )( )

2 I
I

Jx t t t E x t t t xμ
ε

+= − − +  (25)

 
where ( )0 0 .x x t t= =  Using Eqs. (3), (4), and (9) the charge density in the reference frame of the 
moving charge obeys the equations: 
 

2
2

/

0 0 on
I I

I I

d dt

d dx
t x dt d

E E
t

ρ

μ μμρ ρ ρ ρρ
ε ε

μ

=

∂ ∂
+ + = ⇒ + = =

∂ ∂1442443
(26)
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By solving the ordinary differential equations in Eq. (26), the volume charge density in Region I is: 
 

0

0 0

( ) on( )
1 ( ) ( )

I

I

tt E
t

d
tt dt

xρ
ρ μ

μ ρ
ε

+ −
===  

(27)

 
Figure 3 shows the time-space domain of the transient one-dimensional model of charge transport in the 
migration-Ohmic regions. As can be seen in Fig. 3, injected charge travels on trajectories (solid black 
curves in Region I) until it reaches the interfacial surface at x=a. Initial charge density ρ(t0) in Eq. (27) is 
the charge density at the starting point of a charge trajectory. At Sub-region I1 (the area which is labeled 
as “initial condition problem” in Fig. 3), the charge density is zero since for our problem it has been 
assumed that ρ(x,t=0)=0. With an initial zero charge density, the charge density given by Eq. (27) remains 
zero on its entire trajectory. In Sub-region I1, electric field EI (t) is merely a function of time and not 
position. The positive charge density (given by Eq. (27)) is injected from the positive electrode (which 
makes ρ(x=0,t=t0)non-zero) in Sub-region I2 of Fig. 3, labeled as “Charge injection problem”. It should be 
noted that, the electric field at the positive electrode EI (x,t=0) itself varies with time.  
 
The demarcation curve in Fig. 3 is an important charge trajectory which separates Sub-region I1 (Initial 
condition problem) from the Sub-region I2 (Charge injection problem). The electric field on the 
demarcation curve is the same as trajectories of Sub-region I1, since ( )0, 0 0x tρ = = = . Thus for 

demarcation curve ( )dx t and other charge trajectories in Sub-region I1, the electric field is obtained from 

Eq. (24) with ( )0 0, 0 0IE x t = = . The electric field at 0t =  is zero since no charge is yet injected into 

Region I. The demarcation curve is characterized by Eq. (25) with 0 00, 0x t= =  and 

( )0 00, 0 0IE x t= = = . The demarcation time (charge time of flight) is defined as the time dt  at which  

( )d dx t t a= =  (with 0 0t = ): 
 

0

2 I
d

at
J
ε
μ

=  (28)

 
To the right of the demarcation curve ( )dx t , we have charge trajectories emanating from ( )0 00, . x t= To 

obtain the electric field in Region I at any arbitrary point in the time-space domain such as ( ),i ix t in Fig. 

3, we need first to determine ( )00,IE x t t= = to serve as an initial condition. With the charge injection 
boundary condition of (8), the governing equation for the electric field at the charge injection electrode at 

0x =  is:  
 

2
0

( 0, )( 0, ) I
I I

dE x tA E x t J
dt

μ ε =
= + =  (29)

 
with solution: 
 

0
0( 0, ) tanh .I

I

J tE x t A J
A

μ
μ ε

⎛ ⎞
= = ⎜ ⎟

⎝ ⎠
 (30)

 
The result of Eq. (30) satisfies the initial condition of zero field at 0t =  and also agrees with the steady-
state electric field in Region I (Eq. (15)) where 0x = : 
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0( 0, 0) 0, ( 0, )I I
JE x t E x t

Aμ
= = = = →∞ =  (31) 

Knowing the electric field at the positive charge injection electrode for all values of ( )0 1 0, 0, ,t E x t= we 
are able to determine the electric field for any point in Region I in time and space as given from Eqs. (24) 
and (30) for 0 0x = . Also, we can obtain the charge trajectories of unipolar charge emanating from the 

0x =  electrode at 0t t=  from Eqs. (25) and (30) with 0 0x = . The equations for electric field and charge 
trajectories are not complete since t0 or equivalently ∆t=t-t0 is not known for arbitrary values of time t  and 
space x  in Region I. According to Eq. (25), by solving the quadratic equation for tΔ , we have two 
solutions.  Because tΔ  should always be positive, the correct solution is: 
 

2 0
00 0

0

2( ) ( 0, ) ( 0, ) ( )I
I I

I

Jt t E x t E x tt x t
J
ε

με
⎡ ⎤

Δ = − = − = − = +⎢ ⎥
⎢ ⎥⎣ ⎦

(32)

 

 
Figure 3: Time-space domain for the transient one-dimensional model of charge transport in the migration-Ohmic 
system. In the migration region, the demarcation curve starting at x=0, t=0, separates the initial condition problem 
(Sub-region I1) from the charge injection problem (Sub-region I2). The integration paths (ζ1 and ζ2 in Region I and ξ1 in 
Region II) are labeled for times less than the charge time of flight (td) starting at x=0, t=0 and ending at x=a, t=td and 
(ζ3 in Region I and ξ2 in Region II)  greater than td. These integration paths are necessary for determination of the 
voltage across the layers. 
 
To determine the voltage across the regions we need to integrate the electric field over the space x  in 
both regions according to Eq. (7). To evaluate electric field at any arbitrary ( ),i ix t  in Region I, 

( )00,IE x t=  is required. To obtain ( )00,IE x t= , initial time t0 should be derived for any ix and it  from Eq. 

(32) which is a non-linear equation. Since, no algebraic solution is available for 0t  and 0t t tΔ = − (Fig. 3) in 

terms of any arbitrary point ix  and it , it is not possible to determine IE  at any point in the time-space 



Chapter 17.  High-Voltage Systems and Dielectric Materials 

17-32  RLE Progress Report 152 
 

domain. Nonetheless, according to the first part of Eq. (10) and by deriving the electric field at x a=  and 
0x =  we are still able to find the voltage across the Region I (liquid region): 

 

2
0

1
2

I I I I
I I I I I I I I

E E E EE E E J
t t x t x

ε μρ ε με ε με∂ ∂ ∂ ∂ ∂ ⎛ ⎞+ = + = + =⎜ ⎟∂ ∂ ∂ ∂ ∂ ⎝ ⎠
(33)

 
By integrating x  from 1x  to 2x  at fixed time in Eq. (33), we have: 
 

2 2

1 1

2 01
2

x x
I

I
Ix x x x

JE E dx dx
t x

μ
ε= =

∂⎡ ⎤∂ ⎛ ⎞+ =⎜ ⎟⎢ ⎥∂ ∂ ⎝ ⎠⎣ ⎦
∫ ∫  (34)

 
which reduces to: 
 

( )2 2 0 2 1
2 1

( )1 ( , ) ( , )
2

I
I I

I

J x xdV E x x t E x x t
dt

μ
ε
−

+ = − = = (35)

 
For dt t< , x1 and x2 in Eq. (35) should include integration path ζ1 in Sub-region I2 (Fig. 3). The electric 

field which is required for integration path ζ2 in Sub-region I1 is already known as Eq. (24) for 0 0x = . 
Thus, Eq. (40) for t<td results in: 
 

2
20 0

0
01 tanh

2 II

I J a JdV tA J
dt A

J t μ
ε μ ε

μ
ε

⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟= − −⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

(36)

 
For dt t> , the integration path ζ3 is entirely in Sub-region I2 (Fig. 3). Thus, the voltage drop across the 

Region I for dt t>  can be found by assuming, 1 0x =  and 2x a=  in Eq. (35): 
 

2

20 0 0 0
0 0

0
0

1 tan tan
2

( h h)
I

I

I I

J a J t JdV tA J A J
dt

J
A A

t t μ μ
ε ε μ ε

μ
ε μ

⎛ ⎞⎛ ⎞⎛ ⎞ ⎛ ⎞⎜ ⎟= − −⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠⎝ ⎠
− +  (37)

 
According to Eqs. (36) and (37), we merely need the electric field at x a=  and 0x =  for any time to 
calculate VI in Sub-region I2. In other words, we need 0t or equivalently tΔ  to find the voltage drop across 

Region I. To solve the nonlinear equation in Eq. (32) for tΔ , we must use numerical approaches. Distinct 
solutions of tΔ  by the Gauss-Newton algorithm and the Levenberg-Marquardt algorithm result in 
essentially the same results. 
 
Determining Electric Field in Region II 
Determination of the electric field in Region II is more straightforward by solving: 

 
0

II
II II

E E J
t

ε σ∂
+ =

∂  
 

(38)

Thus, we already have EII at any time which is not a function of space x:  
 

/(1 ), where =t II
II

JE e τ ετ
σ σ

−= −  (39)
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By integrating VI in Eqs. (36) and (37) we have the voltage drop across the Region I for any time. Also 
from Eq. (44), VII is found by integrating the electric field over space in Region II. By adding the voltage 
drops in both regions: 
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(40) 

 
For the space charge limited injection, according to Eq. (32) when A→∞ , then 0 dt t t tΔ = − → . 
Therefore, the space charge limited solution for voltage V  is: 
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 (41)

 
Where V(t) is continuous at td. Figure 5 shows the time variations of voltage across both layers for 
different values of linear injection coefficient A. As can be seen in this figure, for A greater than 10-8, the 
response of the systems is very similar to the response of the system with A infinite. 
 

 
Figure 4: Non-dimensionalized time dependent voltage 3

0( )IV V J aε μ=%  for a step current across the migration-

Ohmic layers for different values of non-dimensionalized charge injection coefficient ( / IA Aa ε=% ). 
. 
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Introduction 
Charge injection from high-voltage stressed electrodes depends on the dielectric and electrode materials, 
impurity contents and electrode surface treatment. Electric field distributions, distorted by space charge, 
cannot then be simply calculated from knowledge of the electrode configuration, dielectric properties and 
source excitation. 
 
To help understand space charge effects, typically due to charge injection from electrodes and charge 
dissociation in the dielectric, we consider the simplest case of planar electrodes with an ݔ directed electric 
field xE which is distorted by net charge density ߩሺݔሻ only dependent on the ݔ coordinate. In such a one 
dimensional electrode geometry, Gauss's law requires that the slope of the electric field distribution be 
proportional to the local charge density: 

xE
x

ρ
ε

∂
∇ ⋅ = =

∂
E                                                          (1) 

where ߝ is the material dielectric permittivity. 
 

 
Figure 1. Space charge distortion of the electric field distribution between parallel plate electrodes with spacing ݀ at 
voltage ܸ so that the average electric field is ܧ଴ ൌ ܸ/݀. (a) uniform field with no charge injection; (b) unipolar positive 
or negative charge injection; (c) bipolar homocharge injection with field depressed at both electrodes; and (d) bipolar 
hetereocharge injection with field enhanced at both electrodes. 
 
 
For the case of no volume charge shown in Figure 1(a), the electric field is uniform given by ܧ଴ ൌ ܸ/݀ for 
a voltage ܸ across a gap ݀. In Figure 1(b), unipolar injection of positive (or negative) charge has the 
electric field reduced at the anode (or cathode) but enhanced at the cathode (or anode), thus possibly 
leading to electrical breakdown at lower voltages. For bipolar homocharge injection in Figure 1(c), positive 
charge is injected at the anode and negative charge is injected at the cathode, so that the electric field is 
lowered at both electrodes and is largest in the central region. Since electrical breakdown often initiates at 
the electrode-dielectric interface, this case can allow higher voltage operation without breakdown. If the 
voltage suddenly reverses, the electric field must also instantaneously reverse, but the charge distribution 
cannot immediately change because it takes some time for the volume charge to migrate. Thus, for early 
times after voltage reversal, positive charge is near the cathode and negative charge is near the anode, 
increasing the fields near both electrodes as shown in Figure 1(d). Such a bipolar heterocharge 
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configuration leads to breakdown at lower voltages as has been found in HVDC polyethylene cables 
when the voltage is instantaneously reversed to reverse the direction of power flow.  
 
Past work [1] has shown that using water between a positive stainless steel electrode and a negative 
aluminum electrode resulted in homopolar charge injection from both electrodes that increased the 
electric breakdown strength in water by 40% over the opposite voltage polarity with no charge injection. 
Thus an intensive theoretical and experimental program is in progress for increasing the electrical 
breakdown strength of dielectric materials and electrode structures for use in advanced electric power 
systems, biomedical technologies, and other high voltage applications. As the first part of this research, 
an intensive and thorough literature review was conducted on the current state of knowledge on the 
causes of electrical breakdown and on known methods for increasing the electrical breakdown strength in 
vacuum, gaseous, liquid, and solid dielectrics.  
 
We study the smart use of space charge injection by choosing optimum metal/dielectric material 
combinations to increase electric breakdown strength. For electric field mapping measurements of high-
voltage stressed transparent dielectrics, our approach is based on the Kerr electro-optic effect [2]. High 
voltage stressed liquids are usually birefringent, in which case the refractive indices for light (of free-
space wavelength ߣ) polarized parallel, ݊צ, and perpendicular, ݊ୄ, to the local electric field are related by 
צ݊ െ ݊ୄ ൌ  is the magnitude of the applied electric field. In a ܧ is the Kerr constant and ܤ ଶ, whereܧܤߣ
parallel-plate electrode configuration, we assume the magnitude and direction of ܧ to be constant along 
the light path. Thus the phase shift Δ߮ between light-field components polarized parallel and 
perpendicular to the applied electric field and propagating in the direction perpendicular to the plane of 
the applied electric field along an electrode length ܮ is Δ߮ ൌ  ଶ. The modulation effect of the electricܧܮܤߨ2
field can be detected by comparing the intensities of incident light and transmitted light. This data is 
collected by a modern computerized CCD camera. In this report, we will present the measurement results 
in the gap filled with the high Kerr constant propylene carbonate under dc and pulsed high voltages.  
 
Summary of Literature Search 
The literature search is divided into four parts: A) vacuum, B) gaseous, C) liquid and D) solid dielectrics. 
Over 300 publications have been reviewed. However, in this report, we will only present a very brief 
summary and list only the most important references. Special attention is paid to some counter-intuitive 
experimental facts which may be of practical interest.   
 
A) Vacuum 
The breakdown voltage of a vacuum gap is influenced by four categories of factors: (1) residual gas: 
pressure and material content; (2) electrodes: temperature, material, surface condition, contaminations; 
(3) gap: size and shape; (4) external conditions: applied voltage, circuit resistance, extraneous particles, 
environmental and operational factors. To improve the electrical strength, we usually make adjustments 
with respect to one or more of these factors. The insulation design can optimize the contour of the gap 
geometry; the breakdown strength may be higher at a different pressure or temperature; the various 
conditionings, coatings and electrode surface treatments can remove adhering particles and gases and 
can smooth the electrode surface; the avoidance of hostile external conditions can also ensure a better 
insulation performance. 
 
The residual gas pressure should be as low as possible to prevent electrical breakdown due to collisional 
ionization. However, an anomaly is observed for effect of pressure on the breakdown strength in a 
stainless steel sphere-plane gap of 20 cm [3]. With the increase in pressure from 10-5 Torr to about 4×10-4 
Torr, the breakdown voltage doubles. Further increase in pressure will sharply reduce the breakdown 
strength. Hence, there seems to be an optimum pressure in this case. Another interesting aspect is the 
“state” of the electrode: bulk solid or just a thin-film? Generally speaking, the breakdown strength of the 
thin-film electrode gap is much smaller than that of a smooth surface solid electrode gap under identical 
conditions. However, it was reported in [4], that when thin-film anodes which could be penetrated by 
incident electrons were used in the field emission microscope, a 20% increase in the breakdown voltage 
could be produced. The electrode configuration consists of a hemispherical stainless steel cathode with a 
radius of curvature of the working surface of 12 mm, an anode made from metal foil and a Faraday cup to 
collect electrons coming from the anode. 
 



                                                                      Chapter 17.  High-Voltage Systems and Dielectric Materials 

17-37 
 

B) Gaseous 
Air is the most commonly used gaseous insulation medium in high voltage power networks because it is 
free, abundant and self-restoring after a breakdown. The electrical breakdown behavior of air gaps has 
been thoroughly investigated since the start of the last century and a vast amount of literature and data 
are available on this subject. There are many factors influencing the breakdown voltage of gaseous 
insulation. Pressure, temperature, gas type, mixture components, electrode material, condition of 
electrode surface, contamination including dust and moisture, voltage duration, shape of voltage pulse, 
voltage frequency and polarity, gap geometry and size, electrode area, dielectric volume, etc. To improve 
the breakdown strength, from a designer’s perspective, one should find an optimum set of values for all of 
the above variables. However, generally speaking, the thermodynamic state of gas, environmental 
factors, electrode configurations and applied voltage characteristics are imposed by practical conditions. 
Though various conditioning and coating of the electrodes can definitely improve the breakdown voltage, 
it is a major topic of vacuum breakdown studies. So, for gaseous insulation, we only focus on the 
following efforts to increasing the electrical strength: gas mixture and electrode material. 
 
In high-voltage gas-filled systems and devices in which gases are used only for electrical insulation, the 
composition of a gas mixture is selected according to three criteria: maximum electric strength, high 
liquefaction temperature and minimal cost. The requirement for a nontoxic and nonaggressive mixture in 
the initial state and after exposure to discharges is also important. Under certain conditions, even a small 
quantity of SF6 added to air or N2 can appreciably increase their electric strength. According to [5], 
following exposure to 1.2/50 ߤs pulses, the breakdown voltage of the gap formed by a positive rod-plane 
electrode system filled with N2 at ܲ<0.3 MPa increases by 60% after addition of 1% SF6. The opportunity 
to replace SF6 and its mixtures with gas mixtures based on a less expensive gas or a gas ensuring higher 
electric strength in a mixture of other gases has also been studied. A promising way is addition of carbon 
dioxide to CCl2F2 [6]. 
 
C) Liquid 
Efforts to understand breakdown mechanisms in a variety of liquid insulants have been continuing for 
many decades. However, unlike gases and solids, there is no single theory that has been unanimously 
accepted. This is because the molecular structure of liquids is not simple and not regular. In [7], 
information on short- and long-term electric strengths of dielectrics as functions of various influencing 
factors is presented. Methods of improving working field strengths and calculating the static, volt-second 
and statistical characteristics of the electric strength of insulation and the insulation service lifetime and 
reliability are also considered here. Factors influencing the electric strength include dielectric material 
properties and states (pressure, density, viscosity, temperature, molecular and supermolecular structures, 
mechanical stress condition, etc.), electrode material and state of the electrode surface, contaminations 
(solid particles, moisture, and gases dissolved in the liquid and adsorbed on the electrodes), polarity (for 
dc and impulse), type (for ac, frequency is also a factor) and duration (for pulses) of the voltage, 
insulation gap geometry and other environmental conditions.  
 
It is often desirable to raise the hydrostatic pressure to increase the electric strength of liquids in the 
following cases: 1) for liquids with high electrical conductivity (water, glycerin, alcohol, etc.); 2) for large 
electrode areas (with more homogeneous field); and 3) for long voltage pulses (>1 ߤs). For very pure 
liquids under short-term voltage exposure, the main effect of temperature on electric strength is due to the 
temperature-dependent density. The electric strength slowly decreases with the increasing temperature.  
And the decrease in voltage duration weakens this effect. The dependence of electric strength on 
electrode material is perhaps due to the variations in the work function for electrons going from metals to 
liquids, the Young’s modulus and thermodynamic characteristics. There was evidence that, the electric 
strength of liquid was mainly affected by the anode material. The increase in electric strength of cryogenic 
liquids with increased Young’s modulus of electrodes was also revealed. Careful electrode degassing 
increases the electric strength of degassed liquids for dc and ac voltages by 15~20%. Shielding the 
electrode surface by ionic layers and heating the volume of liquid adjacent to micro-tips by high-voltage 
conduction currents are two means to increase local electrical conductivity and consequently increase the 
electric strength of gaps with liquid insulation. In some cases, the dependence of the electric strength of 
liquids on the dose or exposure time is displayed by a curve with a maximum. A transverse magnetic field 
hinders the multiplication of charge carriers and hence the onset of breakdown. 
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D) Solid 
Solid dielectrics have higher breakdown strength compared to liquids and gases, but the conductivity is 
not negligible when the field exceeds about 105 V/cm, and it increases rapidly with field. Possible sources 
of conduction electrons are: Fowler-Nordheim field emission from electrodes, field aided thermionic 
emission (Schottky effect), and field enhanced ionization of impurities (Poole-Frenkel effect). Intuitively 
speaking, the improvement of solid breakdown strength can be ultimately reduced to inhibiting these 
effects. The main factors that influence the solid breakdown strength are: dielectric type and properties, 
thermodynamic and mechanical states, structural defects and impurities, electrode material and surface 
conditions, applied voltage, gap geometry, other environmental effects, etc.  
 
Some recent articles published in the IEEE Transactions on Dielectrics and Electrical Insulation (1990-
2009) present results, methods or implications for the improvement of solid insulation. Only a small 
fraction of the literature directly addresses the problem of improvement of breakdown strength of solid 
insulators, such as [8-10]. In [8], increased breakdown voltages were observed in thin (8 to 12 ߤm) 
commercial thermoplastic polymer films after they had been briefly exposed to low temperature, low 
pressure plasmas. This inexpensive and rapid gas treatment is a suitable method of increasing 
breakdown voltages in commercial polymer films. In [9], breakdown tests were conducted on a variety of 
polyethylenes and polypropylenes. High density polyethylene (HDPE) and polypropylene random 
copolymers (PPR) exhibited the highest breakdown strengths. Model cables insulated with HDPE were 
manufactured, and the impulse breakdown strength of the HDPE cables made under some specific 
manufacturing conditions was 1.6 times larger than that of conventional crosslinked polyethylene (XLPE). 
This improvement is perhaps due to the increased crystallinity of the insulating material, brought about by 
the heat annealing applied to the cable in a manufacturing process. In [10], electrical breakdown of 
plasma polymer films was studied by applying rectangular voltage pulses. The breakdown field increases 
after incorporation of fluorine atoms into the film when the pulse width is < 5 ߤs due to the scattering of 
electronic carriers caused by C-F bonds. 
 
Kerr Electro-Optic Field Mapping Using AC Modulation 
The measurement setup consists of two main subsystems, optical and electrical, and a test cell (see 
Figure 2) with dielectric liquids and a pair of parallel plate electrodes inside as the intersection of the two 
subsystems. In our current experiments the vacuum pump, heating tape and oil filter are not used. 
 

 
Figure 2. The test cell as the intersection of optical and electrical subsystems. 

 
 
The optical subsystem: (1) Intensity-stabilized He-Ne laser is made by Melles Griot, model 05-STP-901. 
The diameter of the beam is 0.5 mm with wavelength of 632.8 nm, average power 1 mW and linearly 
polarized. It takes about 15 min for the laser to lock so that the output light intensity is stable. Any sort of 
reflection from optical components back into the laser head should be prevented. (2) The 20× beam 
expander is made by Special Optics. It expands the laser beam by 20 times so its diameter becomes 10 
mm. For area measurements, two additional plano-convex lenses are placed in front of the beam 
expander to further expand the beam 4 times. The focal length of the first lens is 35 mm and that of the 
second one is 140 mm. The distance between the two lenses is 175 mm. The final beam diameter 
incident onto the CCD camera detector is 40 mm. (3) We use a linear polariscope configuration in which 
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no quarter wave plate is used. The three polarizers are made by Spindler&Hoyer with extinction ratio 
500:1 and diameter of 3 inches. The first polarizer is used to attenuate the light to prevent saturation of 
the CCD camera. The angle of the transmission axis of the second polarizer is at 45° with respect to the 
vertical and that of the third one (analyzer) can be either 45° (aligned polariscope) or -45° (crossed 
polariscope). (4) A 35-105 mm, f/3.5-4.5 AF Nikon lens is mounted on the CCD camera via an adapter to 
focus the laser beam. When using the lens, the image of a 2 mm gap between the electrodes covers 
about 25 pixels. (5) The CCD (charge coupled device) camera is made by Andor Technology, model Ixon 
EM Plus. The image area is 8×8 mm2, active pixels 1004×1002, pixel size 8 ߤm. The quantum efficiency 
is typically 90% for the wavelength (6328. nm) we use. The CCD is cooled to -80 °C. The electron 
multiplication technology enables that the camera can detect single photons. The unit for light intensity is 
count of electrons. The saturation level of each pixel is 50000 counts.   
 
The electrical subsystem: The high voltage amplifier is made by Trek Inc., model 20/20, which amplifies a 
combined ac and dc signal generated by the function generator by 2000 times. The maximum input 
voltage 10 V corresponds to a maximum output of 20 kV. The output signal is connected to the feed-
through on the top of the test cell. The function generator manufactured by Hewlett Packard, model 
33120A, generates both ac and dc signals. To monitor voltage applied across the electrodes, we use a 
1000:1 high-voltage probe made by Hewlett Packard, model 34111A. 
 
We start from the linear polariscope, as shown in Figure 3.  
 

 
Figure 3. Illustrations of the linear polariscope for Kerr measurements. 

 
 
The Jones matrix representation of light propagation through optical elements is a concise way to obtain 
the relation between the initial and final light intensities in Kerr electro-optical experiments. For polarizer 
(or analyzer), supposing the transmission axis is at angle θ with respect to the y-coordinate, we have: 
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For birefringent components, supposing the slow axis (the polarization direction of slow wave) is at angle 
ψ  with respect to the y-coordinate and the slow wave is retarded by ϕΔ  in phase, we have: 
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In a Kerr cell with electrode length along the light path of L  and dielectric material Kerr constant denoted 
by B , we have a light phase shift of 22 BLEπϕ =Δ , where E  is the applied HV electric field and in the 
direction of the slow axis. In the configuration of Figure 3, supposing the complex amplitude of the electric 
field of the linearly-polarized light is 0e  at the laser and 1e  at the detector, we have: 
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where the subscripts a, m, q and p represent analyzer, material, quarter-wave plate and polarizer, 
respectively. Further, if the polarization angle of the laser output is ߙ (with respect to the y-axis, i.e., 
tanߙ ൌ ௘బೣ

௘బ೤
), the intensity ratio is therefore: 
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where ܫ଴ is the incident light intensity from the laser. In general, this expression expanded in terms of the 
angles and basic parameters is very complicated. With the help of mathematical software, we can avoid 
such symbolic computation and easily obtain useful numerical results. Before demonstrating how we 
were led to a best experimental configuration, we should keep in mind the factors that will reduce the 
accuracy of the measurement: optical components not perfect or not precisely adjusted; impurities and 
flow of the dielectric liquid; fluctuations of laser intensity; thermal noise within the CCD camera; and 
environment. We should also estimate the requirements on the sensitivity in various configurations and 
the error in the presence of uncertainty and perturbation. 
 
The Kerr constant of transformer oil is about ܤ ൌ 2 ൈ 10ିଵହ ݉/ܸଶ, the breakdown strength is about 
1.2 ൈ 10଻ ܸ/݉. If the dc electric field is ܧ଴ ൌ 10଻ ܸ/݉, the electrode length is ܮ ൌ 0.1 ݉, then we can 
estimate ∆߶ ൌ ଴ଶܧܮܤߨ2 ൌ ߨ2 ൈ 2 ൈ 10ିଵହ  ൈ 0.1 ൈ ሺ10଻ሻଶ~0.1 in radians. Similarly, for propylene 
carbonate, ܤ ൌ 2 ൈ 10ିଵଶ ݉/ܸଶ, the maximum field we can apply without over-current protection is 
଴ܧ ൌ 3 ൈ 10ହ ܸ/݉, we also have ∆߶~0.1. However, when the voltage is applied, due to space charge, the 
field may not be uniform across the gap. If we want to measure the field distribution, we must at least be 
able to distinguish 0.9ܧ଴, ܧ଴ and 1.1ܧ଴, that is, the measurement should detect the change of ∆߶ as small 
as 0.02. According to our measurements, it is observed that under low field (as is the case of propylene 
carbonate), the space charge distortion of electric field is large (up to 50%) only near electrodes; near the 
center of the gap, the distortion effect is relatively small, e.g. from 0.97ܧ଴ to 1.02ܧ଴. This imposes a much 
higher requirement for the sensitivity. For the measurement of such small signals, we have known from 
both numerical calculation and experimental observation that the contrast and error behavior of a linear 
polariscope is not adequate, so the next method we tried was to insert a quarter wave plate between the 
polarizer and the test cell (pre-semi polariscope). However, the pre-semi polariscope is also 
unsatisfactory, though its sensitivity and stability are much better than the linear polariscope. Because the 
laser output has slight fluctuations, the aforementioned methods often lead to inconsistent results. So 
finally, although the CCD technology has been greatly improved during the last decade, we still use ac 
modulation methods in our DC electric field experiments. 
 
AC modulation is a smart approach to maximize measurement sensitivity for small Kerr constant 
materials. The frequency of the ac voltage superposed on the dc voltage should be high enough that the 
ac field does not disturb the space charge behavior in one cycle. For small Kerr constant material where 

1<<Δϕ , the linear polariscope with crossed polarizer (CP) configuration can approximate the intensity 
ratio by 422222 )(sin ELBBLE ππ ≈ . By simply increasing ܮ or ܧ, we can also improve the signal strength. 
However, this is usually not practical. We can further insert a single quarter wave plate between the 
polarizers to introduce an extra phase shift of 4/ߨ, then performing a Taylor series expansion and 
ignoring high order terms yields the intensity ratio 222
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where the angle difference between the dc and ac voltage components is ߂Φ ൌ ఠܫ ,0 ൌ  ,ሺ௔௖ሻܧሺௗ௖ሻܧܭ
ଶఠܫ ൌ ଵ

ସ
 is a proportionality coefficient to be determined from measurements according to ܭ ሺ௔௖ሻሻଶ, andܧሺܭ

the method described next.   
  
If the transmitted light at a single point is detected by a photo diode, a lock-in amplifier is used to measure 
the first and second harmonics based on which the dc and ac field components can be calculated. A lock-
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in amplifier is a type of amplifier that provides a dc output proportional to the ac signal amplitude under 
investigation. It works by multiplying the input signal with the reference ac signal and integrating it over a 
specified time. The resulting signal is an essentially dc signal, where the contribution from any signal that 
is not at the same frequency as the reference signal is attenuated essentially to zero. If we use the CCD 
camera to simultaneously record the transmitted light intensity in an area, signal processing techniques 
should be adopted to replace the function of the lock-in amplifier. 

 
Figure 4. FFT of the recorded time series of light intensity at a point between the electrodes with dc voltage of 300 V 
and ac modulation of 2 Hz. 
 
The sampling frequency and the total frame number of the CCD camera are set to be 30 Hz and 200. We 
conduct the measurements using ac modulation at 2 Hz. The dc voltage is 300 V and the 2-mm gap is 
filled with high Kerr constant propylene carbonate. There are about 25 pixels between the electrodes. 
Thus, for each pixel, we obtain a time sequence of length 200. We want to extract the components 
corresponding to fundamental frequency 2 Hz and double frequency 4 Hz. The data processing in 
MATLAB is straightforward. In Figure 4 (the 3Hz component is due to noise), the FFT of the recorded time 
series of light intensity at a point between the electrodes is shown, from which the ratio of fundamental 
frequency and double frequency components can be determined. 
 
For each point along a line connecting the two electrodes, ܫఠ and ܫଶఠ can be obtained from the output of 
CCD camera, so ܧሺௗ௖ሻ ൌ ூഘ

ଶඥ௄ூమഘ
. According to the additional condition that ׬ ௅ݔሺௗ௖ሻ݀ܧ

଴ ൌ ܷ, we can 

determine the coefficient ܭ and therefore the dc field distribution. 
 
We completed a set of measurements using ac modulation at 2 Hz. The dc voltages (ܷ) are 300 V (for 
stainless steel, it’s 200 V), and the 2=ܮ mm gap is filled with propylene carbonate. There are about 25 
pixels between the electrodes. Here ‘a set’ means various upper electrodes with the same bottom 
electrode (#2, stainless steel). The polarity of the applied voltage can also be switched. We plan 
measurements using 25 different electrodes with various materials of copper, brass, bronze, aluminum, 
stainless steel, steel, iron and titanium. In the measurements, we labeled the data in the following 
manner:  “n02p21” stands for the cathode (n), is made of material #2, and the anode (p) of material #21. 
We only give some representative results in the following. 
 
As indicated by Figure 5(a), alloy contents (#10-14 are all aluminum alloys) and the different electrode 
surface treatments make insignificant contributions perhaps because the electric field is relatively low in 
the measurement. In Figure 5(b), comparison among different anode electrode materials suggests: (1) 
aluminum at anode results in minimum field near anode; (2) near cathode (copper), the normalized field 
intensity does not vary too much (around 1.15).  
 
Propylene carbonate is reactive with some materials like iron and steel, generating particle layers on the 
electrodes. When the field is applied the particle motion caused irregular liquid flow, thus the light 
intensity fluctuated and the detected SNR becomes very small (in most cases, it yields no reasonable 
result). However, taking #21 stainless steel as example, there seems to be bipolar homo-charge injection 
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and therefore the field intensity near both electrodes is reduced, as shown in Figure 5(c). However, this 
result lacks of consistency. 

        (a)         (b) 
 

         (c) 

   
      

        
 (d) 

Number Material  
1 Titanium 
2 Copper 
4 Brass 
6 Bronze 
10 Aluminum (6061, anodized) 
11 Aluminum (6061, chrome-coated) 
12 Aluminum (2024) 
14 Aluminum (7075) 
21 Stainless Steel 

Figure 5. Comparisons of field distributions (a-c) measured with copper(#2) as cathode at x/L=1 and various other 
materials listed in (d) as anode at dc voltage of 300 V and 2 Hz ac modulation.  
 
Space Charge Effects in High-Voltage Pulsed Propylene Carbonate 
The Kerr electro-optic field mapping technique has been used to study space charge effects in HV pulsed 
propylene carbonate in stainless steel parallel-plane electrodes in [11]. The light intensity was recorded 
on Polaroid film. Our new results to be presented here, compared with those in past literature, have much 
higher spatial resolution and accuracy due to the use of the CCD camera; also the electronic shutter in 
the CCD realizes much better synchronization than the mechanical shutter used in previous experiments. 
We further improved measurement sensitivity by removing the Nikon lens, which increases spatial 
resolution to about 500 pixels across the 5 mm gap with about 5000 signal electrons at each pixel. This 
allows reduced exposure time from ~1 ms to 10 μs.  
 
Our data can be divided into three parts: 1). For the same pair of electrodes and the same peak HV 
value, record the dynamics of charge injection under both HV polarities. 2). For the same pair of 
electrodes and various peak HV values (both polarities), measure the distributions of electric field and 
space charge density in the gap at the same instant (very close to peak time of the HV; because the 
triggering of the Marx generator does not yield exactly the same waveform each time, the peak time itself 
varies slightly). 3). For various pairs of electrodes and the same peak HV value (both polarities), measure 
the distributions of electric field and space charge density in the gap at the same instant (only the top 
electrode was replaced). This part of the experiment is still ongoing. 
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We base our measurements on the pre-semi polariscope. Usually, the y-axis is so chosen that it 
coincides with the direction of applied HV field, i.e. 0=mψ . In the experiment, we also let 0=qψ , 

4/παθ ==p  and 2/πθθ =− ap (crossed polarizers) so that the light intentsity as a function of electric 
field is: 

     
2

)2sin(1)( 2

0

1 BLE
I
EI π+

=                                                            (7) 

When there is no electric field, i.e., 0=E , the output light intensity is 2/)0( 01 II = . Thus, we obtain the 
relation between the output intensity after and before HV application:

 

1
)0(
)()2sin(

1

12 −=
I

EIBLEπ
                                                           

(8) 

According to this relation, if the electric field is known, one can predict the distribution of the detected light 
intensity. However, in the measurement the CCD camera can record )0(1I and )(1 EI at each point 
between two electrodes. We need to solve for the corresponding electric field: 
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(9) 

There seems to be an infinite number of solutions, while only one of them is real. Considering the electric 
field distribution along the central line in the gap, two conditions should be satisfied: (1) the profile of the 
electric field should be continuous (and more rigorously, differentiable, since the derivative of electric field 
is proportional to the space charge density); and (2) the integration of the electric field along the line 
equals to the instantaneous voltage applied to the electrodes. The first condition implies that the electric 
field varies continuously around the mean field in the gap /av instE U D=

 
where instU is the instantaneous 

voltage and D  is the width of the electrode gap. Therefore, the value of k or 'k  should be so chosen that 
the corresponding E  falls in an interval which contains avE . When the absolute values of )2sin( 2BLEπ at 
all points are smaller than 1, the above-mentioned method can uniquely determine an electric field 
distribution.   

    
Figure 6. Waveform of triggering pulses for impulse generator (channel 1: yellow) and CCD camera (channel 2: 
green) and high voltage pulse measured by the capacitive divider (Channel 3: purple). 

The experimental configuration is: pre-semi polariscope (a ¼-λ plates between polarizer and test cell) 
with crossed polarizers; electrode material: Cu (top, HV) and Al (bottom, grounded); D=5 mm gap; CCD 
exposure time is 10 μs. The waveform captured by the oscilloscope is shown in Figure 6. Channel 1: 15 V 
pulse to trigger Marx generator (at t=0); Channel 2: TTL high level signal to trigger CCD camera; Channel 
3: HV measured by 5068:1 capacitive divider (the duration of HV pulse is ~10 ms and the peak voltage 
~18 kV appears at about t=0.1 ms). 
 
The light intensity pictures were analyzed along a line between electrodes in the center of the electrode 
gap. In Figure 7, the distributions of light intensity, electric field and space charge density under various 
high voltages of positive polarity at the top 0x =  copper electrode are presented. 
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(a) 

 
(b)  

(c) 

 
(d) 

 
(e) 

 
Figure 7 Pulsed high voltage measurements of electric field and space charge density distributions in propylene 
carbonate.  (a) Measured light intensity for various high voltages, (b) measured and (c) smoothed electric field and (d) 
space charge distributions along the central line between the electrodes of the gap under various positive-polarity 
high voltages, where x=0 corresponds to the top electrode (Copper anode) and x=D corresponds to the ground 
electrode (Aluminum cathode).  (e) The charge density at the top and bottom electrodes for various applied voltages. 
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In Figure 7(a), it is clear that there are multiple “maxima” and “minima” across the gap. However, not all of 
them correspond to a “fringe” as appearing in previous publications using Polaroid film. From the light 
intensity distribution for the parallel-plane electrodes, the electric field is calculated as a function of 
position, as shown in Figure 7(b). The field profiles are noisy, which may be attributed to various factors 
causing fluctuations in experimental measurements.  Therefore the measured data was smoothed using a 
quadratic fit which is plotted in Figure 7(c). The space charge distributions in Figure 7(d) calculated from 
Figure 7(c) according to Gauss’ law with propylene carbonate relative dielectric constant of 65 show 
positive (negative) charge injections from the anode (cathode). This is the case of homocharge injection 
in Figure 1(c), in which the electric field near the anode is reduced to about 80% of the average field 
under all applied voltages. In Figure 7(e), local charge densities at both electrodes versus applied high 
voltage are revealed. The correlation is not the linear one assumed in many analytical models. Also the 
charge injecting capability of the anode where HV is applied is stronger than that of the grounded 
cathode. 
 
Similarly we have the results under negative polarity high voltages, as shown in Figure 8.  The space 
charge distributions in Figure 8(b) calculated from the smoothed field profile in Figure 8(a) show positive 
(negative) charge injections from the anode (cathode). This is the case of unipolar charge injection in 
Figure 1(b), and the electric field near the cathode (anode) is reduced (enhanced). In Figure 8(c), we plot 
local charge densities at both electrodes versus applied high voltage. It is interesting that when the HV 
polarity reverses, the charge injection mode changes from bipolar to unipolar.   

(a) (b) 

 
 (c) 

 
(d) 

Figure 8. Electric field and space charge distributions along the central line of the gap with reverse polarity from 
Figure 7 under various negative-polarity high voltages, where x=0 corresponds to the top electrode (cathode). 
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Introduction 
A classical continuum mechanical model is developed to analyze the flow phenomena and negative 
electro-rheological (ER) responses of a dilute particle-liquid mixture (or ER fluid) with the suspended solid 
micro-particles undergoing spontaneous electrorotation induced by an externally applied direct current 
(DC) electric field in both two dimensional Couette and Poiseuille flow geometries. 
 
Recent experimental observations found that: (i) with a given constant shear rate or equivalently the 
Couette boundary driving velocity, the measured shear stress required to drive the Couette ER fluid flow 
is reduced (an effectively decreased viscosity) [1] and (ii) at a given constant pressure gradient, the 
Poiseuille flow rate of the ER fluid can be increased [2] both by applying a uniform DC electric field 
perpendicular to the direction of the flows. The mechanism responsible for the apparent increased flow 
rate or decreased effective viscosity, i.e., negative ER effect, was attributed to the spontaneous 
electrorotation of the dielectric micro-particles suspended within the carrier liquid, which is a mechanism 
different from the traditional electrophoresis or electromigration phenomenon as mentioned in previous 
negative ER literature [3]-[4]. This spontaneous particle rotation under the action of a DC electric field is 
often called the “Quincke rotation” for von G. Quincke’s systematic study done in 1896 [5]-[10]. 
       
Quincke rotation characterizes the spontaneous electrorotation of dielectric insulating particles immersed 
in a more conducting liquid phase when subjected to a DC electric field. Due to the electrical property 
mismatch between the two phases, the Maxwell-Wagner polarization induced dipole moment on the 
particles is in the opposite direction to that of the applied field, which is in general an unstable condition. 
As the applied DC field exceeds a threshold strength, the liquid viscous torque can no longer withstand 
small perturbations in the electrical torque exerted on the particles, thus the instability grows and the 
particles start to rotate in a self-sustaining manner. The threshold electric field strength is given by [9]-[10] 

( )
0 12

1 1 2 2 1

81
2 3cE η σσ
σ ε σ τ τ

⎛ ⎞
≡ +⎜ ⎟ −⎝ ⎠

,                             (1)  

where 0η , 1ε , and 1σ  are respectively the viscosity, permittivity, and conductivity of the carrier liquid; 2ε  

and 2σ  are the respective permittivity and conductivity of the solid micro-particles; 1τ  and 2τ  are the 

respective charge relaxation times of the liquid and solid phases defined as /i i iτ ε σ=  for each phase. 

Note that the threshold electric field strength will be real valued only when 2 1τ τ> , i.e., the liquid has a 
charge relaxation time less than that of the solid phase. For this work, we consider the material 
combination of 1 2~ε ε  and 1 2σ σ> as shown in Figure 1. 
 
Although models are given in current literature [1]-[2], [11]-[14] for analyzing the present negative ER 
phenomenon, most of them are focused on the dynamics of a single particle and the utilization of a two-
phase effective continuum description [15]. Little has been done in developing a continuum mechanical  
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Figure 1: Spontaneous Quincke electrotation of insulating particles suspended in a slightly conducting 
liquid subjected to a DC electric field with the field strength exceeding the critical value given by (1). 
 
 
model from a more classical, field theory based perspective in predicting the dynamical behavior of fluids 
consisting of micro-particles undergoing spontaneous electrorotation. To the best of the authors’ 
knowledge, the ferrofluid spin-up flow problem is the most representative flow phenomenon arising from 
internal particle rotation in current rheology research [16]. In a ferrofluid spin-up flow, magnetic torque is 
introduced into the ferrofluid, which consists of colloidally stabilized magnetite nanoparticles suspended in 
a non-magnetizable liquid, through the misalignment of the particle’s permanent magnetization and the 
applied rotating magnetic field. From a macroscopic point of view, the introduced magnetic torque 
manifests itself through the ensemble of the particle-liquid interactions as the antisymmetric component of 
the continuum stress tensor while the average effect of the internal particle rotation is reflected in the 
macro, continuum fluid hydrodynamic spin. In order to describe how particle rotation affects the 
continuum flow motion, an angular momentum conservation equation is added and coupled with the 
linear momentum equation so that, in general, the externally applied magnetic body couple, angular 
momentum conversion between linear and spin velocity fields, and the diffusive transport of angular 
momentum are incorporated into the description of the flow momentum balances [16]-[21]. 
 
Governing Equations 
After identifying the mathematically parallel, physically analogous mechanisms that govern the respective 
dynamics of electrorotation and ferrofluid spin-up flows, we combine the theories of particle 
electromechanics and continuum antisymmetric stresses to formulate the governing equations that 
describe the electro-quasi-static (EQS) and fluid dynamical aspects of this negative ER phenomenon. 
The full governing equations in their most general forms are:  
 
(i) Gauss’ Law for the displacement field and the EQS Faraday’s Law [8], 

fD ρ∇⋅ = ,                                                              (2)  

0E∇× ≈ ,                                                                 (3)  
(ii) the polarization relaxation equation [20], 

( ) ( )1
eq

MW

DP P P P
Dt τ

= Ω× − − ,                                     (4)  
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(iii) the continuity equation or conservation of mass for incompressible flows, 
0v∇⋅ = ,                                                                    (5)  

(iv) the linear momentum equation, 

( ) ( ) 22 e
Dv p P E v v
Dt

ρ ζ ω β η= −∇ + ⋅∇ + ∇× + ∇ ∇⋅ + ∇  (6)  

 
and (v) the angular momentum equation, 

( ) ( ) 22 2 ' 'DI P E v
Dt
ω ζ ω β ω η ω= × + ∇× − + ∇ ∇ ⋅ + ∇ ,            (7)  

 

where D  is the displacement field, E  is the electric field, fρ  is the free space charge density, P  is the 

macro scale fluid polarization, Ω  is the micro scale particle rotation velocity, eqP  is the equilibrium 

polarization for charge relaxation, MWτ  is the Maxwell-Wagner relaxation time given as 

( ) ( )1 2 1 22 / 2MWτ ε ε σ σ= + +  for a spherical particle, v  is the macro scale linear velocity field, ω  is the 

macro scale fluid hydrodynamic spin velocity, ρ  is the ER fluid density, I  is the averaged moment of 
inertia, p  is the pressure in the flow field, 'η  is the spin viscosity, ζ  is the vortex viscosity and is related 

to the particle solid fraction, φ , and carrier liquid viscosity, 0η , through 01.5ζ φη≈ , eη ζ η= +  is the 

sum of the vortex viscosity and the zero field ER fluid viscosity where ( )0 1 2.5η η φ≈ + , β λ η ζ= + −  

is the sum of  the second coefficient of viscosity, λ , the zero field ER fluid viscosity, and the negative of 
the vortex viscosity, and ' ' 'β η λ= +  is the sum of the spin viscosity and the second coefficient of spin 
viscosity, 'λ  [15]-[18]. 
 
With the assumptions of an electrically neutral system, a dilute mixture, neutrally buoyant particles, two-
dimensional geometry, and steady fully developed viscous flow, the full governing equations are then 
simplified for both Couette and Poiseuille flow cases. The boundary conditions applied are the no-slip and 
free-to-spin boundary conditions on the linear and spin velocity fields, respectively. Using symbolic 
calculation packages, the two sets of equations are solved to obtain analytical expressions in the zero 
spin viscosity limit, i.e., ' 0η = , for the negative ER phenomena discussed herein. 
 
Parametric studies are performed to analyze (i) the variations of the effective viscosity with respect to the 
applied shear rate and electric field strength for Couette flow, and (ii) the variations of the apparent flow 
rate with respect to the applied pressure gradient and electric field strength for Poiseuille flow as 
described in Figure 2. Preliminary results show that with a DC electric field strength higher than the 
Quincke threshold applied perpendicularly to the flow direction, the spin velocity (or ER fluid rotation) is 
increased and the effective viscosity is decreased as compared to the zero electric field value of the ER 
fluid viscosity for Couette flow at a given driving shear rate. Moreover, it is also found that with a constant 
driving pressure gradient, the spontaneous internal particle electrorotation generally enhances the ER 
fluid rotation as well as the flow velocity and the subsequent volume flow rate of Poiseuille flow when the 
applied DC field perpendicular to the direction of flow has a strength higher than the critical strength for 
the onset of Quincke rotation as compared to the zero field results. The classical continuum mechanical 
(field theory based) solutions to the effective viscosity and volume flow rate in the zero spin viscosity limit 
presented in this work are generally consistent with those obtained from two-phase effective continuum 
models (single particle based) and experimental observations as found in current literature [1]-[2], [11]-
[14].  
      
Additional to offering complementary insights to the analogous ferrofluid spin-up problem, future work on 
this topic includes a more advanced modeling of the polarization relaxation processes in the ER fluid flow, 
the investigation of finite spin viscosity effects on the angular momentum balances within the flow field, 
and the search of possible practical applications for such novel negative ER phenomenon [22]. 
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Figure 2. Experiments have shown that for a given pressure gradient, the Poiseuille flow rate can be increased by 
introducing a micro-particle rotation to the fluid via the application of an external electric field greater than the 
threshold electric field of (1) [2]. 
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