Abstract—Comparators are a critical component in sigma-delta A/D converters. We have studied experimentally the sensitivity of a quantum flux parametron (QFP) comparator operated over a range of sampling frequencies \( F_s \) from 40 Hz to 40 MHz. In one experimental method, following Ko and Lee, we measure the firing probability of the QFP as a function of applied flux. The sensitivity can be derived from the slope of this curve. In a second method, we measure the sensitivity directly by observing the spectrum of the QFP output while the amplitude of a small sinusoidal applied flux is adjusted to exceed the noise floor by 3 dB. The two methods were found to be in good, but not perfect agreement. The sensitivity was measured as we varied both \( F_s \) and the clock rise time. The spectrum of the quantization noise exhibits, as expected, a flat floor whose level is inversely proportional to \( F_s \). The best energy sensitivity that we observed was for a clock frequency of \( \sim 20 \) MHz with a 10 ns rise time. The measured sensitivity was about \( 1500 \) \( h \) (Planck's constant). The readout circuit prevented us from clocking the comparator into the GHz range for even greater sensitivity. We also believe that the comparator could be optimized to improve sensitivity further. The noise floor was low enough that we could observe excess low-frequency noise below 5 Hz. We have not yet determined whether it is intrinsic to the comparator or originates from our test electronics. We hypothesize that the noise floor will continue to fall as \( F_s \) increases until we reach the speed limit of the comparator, at which point successive output samples will no longer be uncorrelated, or until we reach the uncertainty-principle limit \( (h) \) in the 100s of GHz range.

I. INTRODUCTION

Analog comparators are used in the front-ends of high-resolution A/D converters [1,2,3], timing discriminators, and other analog circuits. To properly characterize the behavior of these analog front-ends operating at GHz clock frequencies it is imperative that the comparators they comprise be fully characterized. One important figure of merit for a comparator is its energy sensitivity \( S_e \), which is of fundamental importance and which to the best of our knowledge has not yet been studied. In this paper we describe an experimental procedure to measure the energy sensitivity of a comparator and to compare it with the theoretical sensitivity of an ideal comparator.

We operate a quantum flux parametron (QFP) comparator in an open-loop configuration (without feedback) to measure the power spectral density of its output. We clock the QFP at sampling frequencies \( F_s \) from 40 Hz to 40 MHz, and we observe that the white noise floor power is inversely proportional to the frequency of operation as is expected. Furthermore, we measure the energy sensitivity to be approximately \( 1500 \) \( h \) (Planck's constant) at \( F_s = 20 \) MHz with a clock rise time of 10 ns. This sensitivity is found to be in good but not perfect agreement with theory. We also observe that the low-frequency excess noise floor intercepts the white noise floor at below 5 Hz. Our measurement technique remains applicable above 1 GHz, where some analog front-ends are now operated. For 10s of GHz operation, it may be difficult to measure the noise floor of a comparator, and experiments that measure the correlation between adjacent output samples may be used to determine the highest frequency at which a comparator can be clocked and still exhibit ideal behavior. We suggest that our experimental techniques be applied to QFP, rapid single flux quantum (RSFQ), and other comparators when clocked at GHz frequencies to better characterize these basic circuit elements.

A. Measurement and Theory of the "Gray" Zone

Previous work on comparators has centered around the measurement of the "gray" zone using the type of experiment illustrated in Fig. 1. The input is fixed at a dc current level while the comparator is repeatedly cycled. The digital output state of the comparator is detected by room temperature electronics. The fraction of clock cycles in which the comparator generates a "1" is recorded as a probability. The experiment is repeated for a range of dc input currents, and the results are plotted. Fig. 2 shows a typical experimental plot of the gray zone, in this case for a QFP comparator. The width of the gray zone is determined by the intrinsic thermal noise in the comparator and by the comparator's dynamics.

In the case of an RSFQ comparator, a "1" generates a tiny flux-quantum-sized output pulse, which does not have suffi-
cient energy to be detected at room temperature. If the comparator is operated at GHz clock frequencies, then these tiny output pulses can be averaged on chip, and the fraction of the time that the output is a "1" can be measured as a dc voltage. This voltage can be recorded as a function of the dc input current, and it can be converted into a probability plot like that of Fig. 2.

Investigators have studied the shape of the gray zone with respect to circuit parameter values, temperature, shape of the comparator excitation pulse, etc., and there has been good agreement between measurements and theory [4,5,6]. However, the gray zone measurement is only an average measurement of the output data, and it does not measure the spectral distribution, which is of critical importance in many applications.

B. Spectral Studies in Digital SQUID Magnetometers

A large body of work has gone into measuring the energy sensitivity of digital SQUID magnetometers. In some magnetometer designs the input signal is fed into a SQUID amplification stage before it is delivered into the input of a comparator [7]. In other designs, the input signal is directly connected to the input of a comparator [8,9,10]. In each of these designs, the comparator is placed in a feedback loop that allows the magnetometer to have a large dynamic range. This feedback band-limits the output spectrum to KHz or MHz frequencies, and it prohibits the observation of the high-frequency components in the comparator's output. We propose that a comparator be clocked at GHz speeds in an open-loop configuration (without any feedback), so that the entire output noise spectrum can be observed into the GHz range.

II. ENERGY SENSITIVITY MEASUREMENT AND THEORY

A. Previous Derivation of Energy Sensitivity

Ko and Lee [6] have derived expressions for the energy sensitivity of a QFP comparator following Fujimaki's work [11], which assumes that each output sample is independent of its neighbors. For a QFP biased in the gray zone they computed the energy sensitivity to be

$$S_e = \frac{2P_o(1-P_o)L}{(dP/dI)f_B}$$

where $P_o$ is the probability that the comparator's output is a "1", $(1-P_o)$ is the probability that the output is a "0", $L$ is the differential input inductance of the comparator, $f_B$ is the clock frequency, and $dP/dI$ is the slope of the gray zone curve at the point where the comparator is dc biased. Ko and Lee made measurements of $dP/dI$ as a function of the slew rate of the clock, and from eq. (1) they could predict what the energy sensitivity should be at different operating frequencies. They did not, however, make sensitivity measurements. They calculated that it should be possible to approach uncertainty-principle-limited operation (a few h) if the QFP is operated near its bandwidth limit in the 10s of GHz. However, these calculations assume that: (1) there is no correlation between successive samples and (2) the comparator is sufficiently well isolated from extraneous signals in its environment that it is sensitive only to signals applied to its input. These assumptions must be tested.

B. Alternative Derivation of Energy Sensitivity

We derive an alternate expression for energy sensitivity by measuring the amplitude of the minimum detectable sinusoidal input current. If this value is in agreement with the expression based on the slope, $dP/dI$, of the gray zone from eq. (1), then the assumption that the spectral density is white (no correlation between samples) is confirmed.

Derivation of the alternate expression follows. Suppose that we perform the experiment shown in Fig. 1, but this time we add a small ac waveform to the dc bias, as shown in Fig. 3. The input sinewave modulates the probability that the output will generate a "1" as follows:

$$P_{OUT}(t) = P_o + \Delta P \sin(\omega_0 t)$$

If we assume that the output of the comparator is a sequence of impulses each of which has a probability $P_{OUT}(t)$ of being a "1", then we can write an expression for the autocorrelation function of this modulated pulse train. The power spectral density, which is the Fourier transform of this autocorrelation function, is given by

$$S(\omega) = 2f_B \left[ P_o(1-P_o) \frac{-\Delta P^2}{2} \right] + f_B^2 \frac{\Delta P^2}{2} \delta(\omega - \omega_0)$$

When the modulating probability $\Delta P << 1$, then eq. (3) can be approximated as
The left hand term of this equation is the quantization noise power of the output of the comparator as it samples its own thermal noise. The right side of the equation is the power in the output of the comparator due to the modulating (input) sinewave. Suppose that we integrate the white noise power [the left hand term of eq. (4)] over the interval $[\omega_0 - \Delta B/2, \omega_0 + \Delta B/2]$. The minimum detectable modulating sinewave can be defined as the minimum $\Delta B$ required to make the integrated noise power in this interval equal to the output power associated with the modulating signal. Experimentally, these quantities will be equal when the power in this interval of width $\Delta B$ is $3 \text{ dB}$ larger than the magnitude in adjacent intervals of width $\Delta B$ (where no modulating signal is present). This factor of $3 \text{ dB}$ results from the fact that the white noise and the sine-wave add incoherently, so that their magnitude is equal when the noise floor in that bin is raised by $3 \text{ dB}$. So, the minimal detectable signal occurs when the power in the left hand term of eq. (4) integrated over a bandwidth $\Delta B$ is equal to the power on the right hand term:

$$S(\omega) = 2f_B[ P(1 - P_0)] + \frac{f_B^2 \Delta P^2}{2} \delta(\omega - \omega_0).$$

The right hand side of eq. (7) is the definition of energy sensitivity $S_e$ given by the previous authors in eq. (1). In the next subsection we will show how the left hand side of this equation can be used to measure the energy sensitivity of the comparator.

C. Proposed Energy Sensitivity Measurement Using the FFT

Advances in semiconductor test electronics make it possible to record lengthy waveforms from the output of our superconductive comparator at GHz speeds. Fig. 4 shows an experimental setup that could be used to acquire the digital data from the output of the comparator when it is clocked at a frequency of 1 GHz or more. An HP 16500C logic analysis system can be used as a fast shift register to acquire up to 64kb of digital data at 1 Gbps. After a set of data are acquired, the data can be downloaded to a computer for fast Fourier transform (FFT) analysis. Low-frequency feedback with a bandwidth of a few Hz can be used to prevent the comparator from drifting from the desired operating point. Suppose that the comparator is operated such that $P_{\text{OUT}} = 0.5$. If the comparator clock is set to 1 GHz and 64k samples of data are acquired, then the total sample size, $\Delta T$, is 64 $\mu$s. By performing an FFT on the acquired data set, the output spectrum can be observed with a frequency resolution of $\Delta f = 1/\Delta T = 15.6$ kHz and over a bandwidth of 1 GHz. The 64kb data set must be sampled hundreds of times and the squares of the magnitudes of the FFTs must be averaged so that the average power spectrum can be obtained. If the comparator behaves ideally, we expect that this average noise power spectrum will be flat over the entire frequency range.

Now suppose that we repeat this experiment, but this time we apply a small sinusoidal input current at frequency $\omega_0$. We can find the minimum current amplitude, $I_{3dB}$, sufficient to
allow the magnitude of the frequency bin corresponding to \( \omega_0 \) to exceed the noise floor by 3 dB. This is the point where the signal equals the noise. We can now interpret eq. (7) in terms of this power spectral density experiment. The term \( \Delta E = \frac{1}{(1/\sqrt{2})^2} \) represents the potential energy fluctuations in the comparator due to the applied input flux at the frequency \( \omega_0 \). The term \( \Delta F = 1/\Delta B \) is the length of the FFT, or the time over which the sinusoidally applied energy \( \Delta E \) is to be resolved.

III. EXPERIMENTAL MEASUREMENTS

We have not yet conducted experiments to measure the power spectral density and the energy sensitivity of a comparator when it is clocked at 1 GHz as was described in the last section (Fig. 4). Preliminary experiments, however, were conducted to measure the power spectral density and the energy sensitivity of a QFP comparator that was clocked at frequencies between 40 Hz and 40 MHz using the simplified experimental setup shown in Fig. 5. Note that we have omitted the low-frequency feedback loop shown in the more elaborate experimental setup of Fig. 4. Instead we have applied a manually controlled dc input to hold the comparator at the \( P_{OUT} = 0.5 \) operating point. Also, we have replaced the digital FFT analysis tools comprising the HP 16500C logic analyzer (shift register) followed by a computer with a pulse generator (HP 8082A) followed by an analog FFT analyzer (HP 3561A). A clock is used to actuate the QFP comparator, to force it to “make a decision.” That decision is represented by the direction that a current flows in its output inductor. This output inductor is the control line of a “readout” SQUID, which when biased by a slightly delayed “readout” clock (not shown), will either enter the voltage state or remain at zero volts, depending upon the sign of the inductor current (\( I \)) for operation of the QFP and readout.

In the simplified experiment the pulse generator is used to generate large amplitude (\( \sim 1 \) V) pulses every time the QFP readout generates a “1.” These analog pulses are delivered to the input of an HP dynamic signal analyzer, which treats the pulse stream as an analog signal. The analyzer band-pass filters the analog signal, resamples it using an A/D converter and performs an FFT on the sampled data so that the spectral content can be analyzed. The analyzer has the capability of acquiring and averaging the power spectra of a user-specified number of sampled waveforms, and hence an average power spectrum can be obtained.

This approach has the following advantages over the fully digitized approach: (1) the dynamic signal analyzer has the built-in capability of sampling the data and processing it with little setup effort, and (2) the noise spectrum can be measured with arbitrary resolution about a user-specified center frequency. We note that very long sequences of data are required (100s of megabits) in the fully digital experiment if sub-kHz resolution is desired, and this can be difficult to achieve. The disadvantage of using the simplified setup is that the output bits are processed as analog signals, so environmental noise, such as 60 Hz ripple, which couples into the output of the pulse generator, but which is not actually present in the input signal, can show up in the output power spectrum. Also, the analyzer has a front-end anti-aliasing band-pass filter with a bandwidth 100 kHz, preventing observation of the high-frequency noise floor.

Fig. 6 shows a typical output from the signal analyzer when a small (\( \sim 5 \) nA) 31.0 kHz sinewave was applied to the input of the QFP, and the QFP was biased at its \( P_{OUT} = 0.5 \) operating point. The QFP was clocked at 40 MHz. In this particular case, the analyzer was set to measure the average power spectrum (100 FFT averages) with a center frequency of 31.0 kHz with a resolution of 2.5 Hz. We see over the 1 kHz range of frequencies, the noise floor is flat except at the frequency bin at 31.0 kHz where the input sinusoid is applied. In Fig. 6 this frequency bin is 10 dB above the noise floor. We adjusted the amplitude of the applied input current (flux) so that the 31.0 kHz frequency bin was 3 dB above the noise floor. We could then establish the sensitivity of the comparator.

We also examined the spectrum from dc to 10 kHz in 25 Hz bin sizes, and we noted that the noise floor was flat, except at a few integer multiples of 60 Hz, where noise spikes were...
observed. We suspect that the observed 60 Hz noise comes from pickup of line voltages into the output of the pulse generator and is not pickup which is present in the input waveform. One impetus for analyzing the output data in a purely digital format, rather than sampling the analog waveform, is that noise pickup in the output can be eliminated. We also measured the noise floor from dc to 100 kHz in 250 Hz bin sizes, and we again found the floor to be flat except at the 60 Hz multiples. When we measured the amplitude of the noise floor from dc to 10 Hz in 25 mHz steps, we observed that the floor began to rise below about 5 Hz. This low-frequency excess noise is due either to the excess noise that is found in the junctions of the comparator [12] or to low-frequency noise from our dc biasing apparatus. We also measured the magnitude of the noise floor, and we found it to be inversely proportional to the clock frequency from 40 Hz to 40 MHz as we expected. The margins in our readout circuit limited us to 40 MHz operation, and we are redesigning the readout circuit so that it will operate well above 1 GHz. As we approach 1 GHz operation and beyond, it is not clear whether the noise floor will remain white, and whether the noise floor will have a magnitude that is inversely proportional to the clock frequency as theory predicts. We suspect it will be necessary to more carefully shield the comparator from external noise to get agreement with theory.

Using the experimental setup shown in Fig. 5 we have computed the energy sensitivity of the QFP comparator at various clock frequencies with different clock rise times by measuring the slope of the gray zone $dP/dl$ and by measuring the minimum detectable signal (refer to eq. (7)). Table I summarizes our experimental results. We have biased the comparator at its maximum gray-zone slope with $P_{OUT} = 0.5$. The comparator's differential input inductance was estimated to be 4.0 pH. In each case the bin width $\Delta f$ was chosen to be 2.5 Hz, and we arbitrarily chose 31.0 kHz to be the frequency at which the $I_{3dB}$ measurements were made. The reader should refer to [6] to understand the relationship between clock rise time and the gray-zone slope for the QFP comparator. We note for shorter clock rise times, the slope $dP/dl$ is decreased, and hence $S_e$ is a larger number. Thus the comparator is less sensitive. The energy sensitivity calculations from the two measurement techniques are in agreement to within a factor of two. There were several potential sources of error, and further experiments will be required to understand why the two measurement techniques are not in closer agreement. Clearly resolving this issue is important for understanding a comparator's behavior. Fig. 7 shows a plot of the energy sensitivity results of Table I. Sensitivity values derived by the minimum-detectable-sinewave method are shown as squares, and those determined by gray-zone measurements are represented by crosses. The solid lines are projections of the energy sensitivity for constant exciter rise times (constant values of $dP/dl$) but for varied clock frequencies. The right sides of the lines end at the highest possible clock frequency for the given exciters rise time. The value at which the energy sensitivity is best, when $S_e$ is at a minimum, is shown on the graph as the uncertainty-principle limit ($h$). This is the approximate limit at which the ultimate sensitivity has been reached. We believe with better comparator designs the slope $dP/dl$ can be increased for a given clock rise time, and hence the sensitivities in Table I can be improved for the given clock speeds.

### Table I

<table>
<thead>
<tr>
<th>Freq. (MHz)</th>
<th>Rise time $s$</th>
<th>$dP/dl\mu A^{-1}$</th>
<th>$I_{3dB}$ nA</th>
<th>$S_e (gray zone)$</th>
<th>$S_e (I_{3dB})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.285</td>
<td>$10^{-5}$</td>
<td>0.267</td>
<td>5.5</td>
<td>82,000</td>
<td>41,000</td>
</tr>
<tr>
<td>0.285</td>
<td>$10^{-9}$</td>
<td>0.181</td>
<td>12.0</td>
<td>180,000</td>
<td>190,000</td>
</tr>
<tr>
<td>22.2</td>
<td>$10^{-8}$</td>
<td>0.224</td>
<td>1.2</td>
<td>1500</td>
<td>1900</td>
</tr>
<tr>
<td>40.0</td>
<td>$10^{-10}$</td>
<td>0.085</td>
<td>2.46</td>
<td>5800</td>
<td>8100</td>
</tr>
</tbody>
</table>

Fig. 7. Plot of energy sensitivity computed by two methods (Table I); (1) using method of minimum detectable signal (squares), and (2) using gray-zone ($dP/dl$) method (crosses). Measurements were made at three different clock frequencies and with four different clock rise times. Lines represent projections of energy sensitivity for constant exciter rise times (constant values of $dP/dl$) but for varied clock frequencies.

### IV. PROPOSED CORRELATION EXPERIMENT

Our ultimate goal is to determine the highest clock frequency at which a comparator behaves ideally, which is the frequency at which its output power no longer spreads out uniformly across a bandwidth equal to the clock frequency. At this frequency a comparator may reach an energy sensitivity limit well before it reaches the ultimate uncertainty-principle limit ($h$). To perform this ultimate test, it will be necessary to clock the comparator at 10s of GHz frequencies. At these
clock frequencies, it will be difficult to send the digital data to room temperature for FFT processing, even if the data is multiplexed and sent out on parallel channels. A simpler test to establish whether or not the comparator is behaving ideally is to measure the first term of the autocorrelation function. If the comparator behaves ideally, then its power spectrum should be white, and all non-zero terms of the autocorrelation function should be zero. Fig. 8 shows how a few on-chip logic gates could be used to measure the first term. The comparator is operated with $P_{OUT} = 0.5$. A delay element is added to the output of the comparator so that adjacent samples can be compared. The adjacent samples are routed pairwise into four logic blocks the first of which is used determine if the bit pattern is "11". The second, third, and fourth logic blocks determine if the bit pattern is "01", "10", or "00" respectively. If adjacent samples are truly independent, as we would expect in the ideal comparator, then the outputs of each of the four logic blocks should generate a "1" with a 25% likelihood. An average-voltage measurement at the output of each of these blocks could be used to determine the relative probabilities of each sequence. These four voltage-levels should remain equal as the clock frequency is increased. At some frequency the comparator's settling time will be longer than the clock period, and hence adjacent bits will become correlated.

V. CONCLUSIONS

We have proposed that the energy sensitivity of a comparator should be used as a benchmark of its performance. Studies of the gray zone are not sufficient to fully characterize the behavior of comparators operating at GHz clock frequencies. The entire power spectrum should be observed to ensure that the noise is white up to the clock frequency. We have proposed that the sensitivity should be computed in two different ways: by measuring the slope of the gray zone ($dP/dI$) and by measuring the minimum detectable sinewave. Ideally, these two measurements should give identical results.

A set of sensitivity experiments was conducted on a QFP comparator from 40 Hz to 40 MHz, and good agreement between the two measurements of sensitivity was obtained. To observe the entire noise spectrum into the GHz range, we have suggested an experiment to process the data digitally. For 10s of GHz clocking, we have also suggested an experiment to measure the first term of the autocorrelation function. We believe that there is much work to be done to confirm that comparators can be operated at their ultimate uncertainty-principle limits.
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