Introduction

Recent progress in millimeter-wave and microwave integrated circuit (IC) manufacturing technology has created new opportunities for the development of novel, low-cost antenna array architectures. In such systems, the associated specifications on RF components such as phase-shifters, oscillators, and amplifiers, can be challenging to meet in a cost-effective manner. In this paper, we develop a dense antenna array to ease such RF circuit requirements without sacrificing performance, and demonstrate its effectiveness for transmit and receive beamforming. We also investigate the effects of mutual coupling and impedance matching on the system performance.

The Traditional Array Architecture

In a traditional uniform linear array, an aperture of length \( L \) is formed from a collection of antenna elements, adjacent pairs of which are spaced \( d \) apart. The nominal spacing between elements is \( d = \lambda/2 \). Provided that elements are at least as close as this nominal spacing, the maximum number of available degrees of freedom offered by the aperture can be realized, and, in phased-array applications in particular, grating lobes in beamforming patterns can be avoided. Thus, since \( L = (N - 1)d \), the minimum number of antenna elements required is typically \( N_o = 1 + 2L/\lambda \).

With the associated antenna array architecture, a beam pattern can be formed by choosing antenna element weights \( w_n = a_n e^{j\theta_n} \). This is implemented via \( N \) amplitude attenuators and \( N \) phase shifters. At the transmitter, the RF signal passes through such a beamformer, whose \( N \) outputs are directed to \( N \) power amplifiers and then \( N \) antennas. At the receiver, the \( N \) antenna signals that result from the incoming wave pass through \( N \) low-noise amplifiers, are phase-shifted, amplitude-adjusted, and superimposed via the beamformer to form the output signal. The associated transmitter and receiver array radiation patterns are, respectively,

\[
B^{T,R}(\psi) = \left| \sum_{n=1}^{N} w_n e^{\mp jnk d \cos \psi} \right|,
\]

where \( k = 2\pi/\lambda \) is the wave number and \( \psi \) is the target angle of radiation.

The traditional array architecture poses challenges to circuit design and device technology. Accuracy of the array radiation patterns in (1) depends on the accuracy with which \( \{\theta_n\} \) and \( \{a_n\} \) are implemented. This implies that the phase shifters in the beamformers must be implemented with high resolution. Moreover, the power...
amplifiers at the transmitter must have high linearity. Although a variety of approaches have been proposed to improve the precision of these components, most remain expensive and complicated; see, e.g., [1-3].

An Oversampling Array Architecture

In contrast with the traditional architecture, we consider packing more antennas \( N \) in the given aperture than would otherwise be required, i.e., \( N > N_0 \), for both transmit and receive array configurations. This density is then exploited in a manner analogous to the way temporal oversampling is exploited in data converter design. In particular, just as sampling at a rate exceeding that dictated by the Nyquist criterion reduces quantization resolution requirements, the dense array uses \( N \) lower-quality RF components instead of \( N_0 \) higher quality ones.

To reduce our RF component specifications, we constrain our system to use coarsely quantized versions of the weights \( w_n \), and exploit the oversampling to minimize the effect of such quantization. In particular, we exploit the principle of \( \Delta \Sigma \) quantization [4] by directly translating it to the spatial domain.

The spatial \( \Delta \Sigma \) architecture is depicted in Fig. 1, and involves creating a sequence of quantized weights \( v_n \) that “act” in a manner asymptotically indistinguishable from the desired weights \( w_n \). The associated processing proceeds as follows. At the \( n \)th antenna, we obtain the difference between the input of the \((n - 1)\)th quantizer and \( v_{n-1} \) at the output of the \((n - 1)\)th quantizer, corresponding to the \( \Delta \) part of the structure. We then add that difference to the desired weight \( w_n \), corresponding to the \( \Sigma \) part of the structure. The result is then quantized using 4-PSQ (phase-shift quantization, where the input is quantized to a constant amplitude and one of four phases: \( 0^\circ, 90^\circ, 180^\circ, 270^\circ \)), which corresponds to quantizing each of the in-phase and quadrature components to a single bit. As such only crude 4-angle phase shifters and (nonlinear) bilevel power amplifiers are required in the RF front-end.

![Figure 1: The spatial \( \Delta \Sigma \) architecture at the transmitter. The corresponding receiver architecture is obtained by reversing the beamformer to have multiple inputs and a single output, i.e., the \( n \)th antenna input from the low-noise amplifier is mixed with \( v_n \), then all such terms are summed.](image-url)
Error Analysis for Spatial $\Delta \Sigma$

Spatial $\Delta \Sigma$ oversampling can be understood in a manner analogous to the way traditional temporal $\Delta \Sigma$ oversampling is understood. In the latter, a time series $\{w_n\}$ is quantized into another time series $\{v_n\}$, from which one can recover $\{w_n\}$ by low-pass filtering. That recovery is possible follows from the fact that the feedback structure of $\Delta \Sigma$ forces the average value of the quantized output to track the average input, which has the advantage of suppressing the quantization error spectrum at low frequencies. Similar behavior takes place in the case of our spatial $\Delta \Sigma$ scheme. To see how the associated spatial low-pass filtering arises, note that the transmit and receive array patterns $B_T(\psi)$ and $B_R(\psi)$ in (1) are effectively the Fourier transforms of the weights $\{w_n\}$ or $\{v_n\}$ at the spatial frequency $\omega = \pm kd \cos \psi = \pm kL \cos \psi/(N - 1)$. Hence, $\omega \to 0$ as $N \to \infty$, i.e., the beamforming operation itself provides the required spatial low-pass filtering.

Ignoring mutual coupling between antennas for the moment, one can show formally that (for transmit arrays)

$$\hat{B}^T(\psi) - B^T(\psi) = O\left(\frac{1}{\sqrt{N}}\right),$$

where $\hat{B}^T(\psi) = \sum_{n=1}^{N} v_n e^{-jnkd \cos \psi}$. The corresponding receive array expressions $\hat{B}^R(\psi) - B^R(\psi)$ are obtained by replacing $j$ with $-j$.

Equation (2) can be derived by expressing $v_n$ in terms of the sum of $w_n$ and the differential quantization error $e_n - e_{n-1}$. The difference between $\hat{B}^T(\psi)$ and $B^T(\psi)$ becomes $(1 - e^{-jkd \cos \psi}) \times \sum_{n=1}^{N} e^{-jnkd \cos \psi} e_n$ that can be shown to be in the order of $1/\sqrt{N}$ for large $N$. Under the $\Delta \Sigma$ oversampling array scheme, therefore, the radiation patterns from the quantized excitations converge asymptotically to those from the original, finer excitations with an increasing number of antennas.

In a more refined analysis, we include the effects of both antenna mutual coupling and impedance matching. We use the EMF method to compute the array’s self and mutual impedances [5]. We also examine the effect of a scan-impedance matching network fixed at the average antenna excitation (see next section).

**Simulation Results**

In this section, we present some simulation results. The parameters are set as follows: The wavelength is $\lambda = 3$ cm (frequency 10 GHz). The uniform 1-D array has overall length $L = 5\lambda = 15$ cm. Each cylindrical antenna has length $l_a = 1$ cm and radius $r_a = 1$ mm. The signal-feeding transmission lines have characteristic impedance $R_0 = 50$ ohm, length $l_t = 0.8\lambda = 2.4$ cm, and attenuation $\alpha_t = 5.0$/m. The angular range for beamforming is $\psi \in [0, \pi]$. The matching network is based on the scan impedances for uniform excitations at the transmitter and the receiver.

We compute the array pattern error $\|\hat{B} - B\|$ averaged over the looking angle and separable patterns when the antenna mutual coupling and the matching network are
incorporated. In Fig. 2(a), we present the numerical results for the transmit phased array under three conditions: scan-impedance matching, no impedance matching, and no antenna mutual coupling. The curve without mutual coupling demonstrates the sheer effect of $\Delta \Sigma$ quantization error, which diminishes toward 0 with $N$ as asserted previously. Although antenna mutual coupling does incur some penalty in convergence rate of the beam pattern quantization error, the benefits of oversampling are still apparent.

We can reach the same conclusion for a receive array. Fig. 2(b) shows the receive array pattern errors with respect to $N$. We compare the case in which the scan-impedance matching and antenna mutual coupling are taken into account with the default case in which none of the two effects are present. Again, the figure shows the benefit of oversampling, in spite of mutual coupling and scan-impedance matching.
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Figure 2: The array-pattern error at the transmitter and receiver. Phased array. With and without mutual coupling and impedance matching.)
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