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Abstract—A rateless transmission architecture is developed for communication over Gaussian intersymbol interference channels, based on the concept of super-Nyquist (SNQ) signaling. In such systems, the signaling rate is chosen significantly higher than the Nyquist rate of the system. We show that such signaling, when used in conjunction with good “off-the-shelf” base codes, simple linear redundancy, and minimum mean-square error decision feedback equalization, results in capacity-approaching, low-complexity rateless codes for the time-varying intersymbol-interference channel. Constructions for both single-input / single-output (SISO) and multi-input / multi-output (MIMO) ISI channels are developed.

I. INTRODUCTION

In traditional digital communication, achieving high throughput when the channel state allows is accomplished by selecting high-order signal constellations. However, an alternative approach, originally proposed several decades ago [1], exploits super-Nyquist (SNQ) (equivalently, faster-than-Nyquist) signaling. In SNQ signaling, the symbols are taken from a fixed constellation, typically BPSK or QPSK, independent of the transmission rate. Higher rates are achieved by increasing the signaling rate—i.e., the rate at which the symbols are modulated onto the bandlimited pulse shape—beyond the Nyquist rate. Thus, in SNQ systems, the signaling rate is decoupled from the transmission bandwidth, and can greatly exceed the transmission bandwidth.

Because SNQ modulation introduces ISI, it necessitates the use of equalization, which traditionally made it unappealing for early applications; see, e.g., [2]. In this paper, however, we establish that SNQ signaling has some particularly valuable properties for communication over Gaussian intersymbol interference (ISI) channels where the transmitter knows neither the channel impulse response nor the maximal rate that my be supported by the channel. In particular, we establish the somewhat surprising result that the use of SNQ signaling allows for highly efficient joint design of the physical and link layers. Indeed, from such signaling we develop a rich family of low-complexity, capacity-approaching rateless codes for scalar ISI channels, which have natural extensions to vector ones.
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II. SYSTEM AND CHANNEL MODEL

We consider a linear dispersive Gaussian channel for which the complex baseband channel output takes the form

\[ g(t) = h(t) * x(t) + z(t), \]

where \( z(t) \) is additive white Gaussian noise (AWGN) with one-sided power spectral density \( N_0 \), and where \( x(t) \) is the input, which is subject to a power constraint \( \mathbb{E}\{|x(t)|^2\} \leq P \) and bandwidth constraint \( W \). The associated white-input capacity of the channel is

\[ C_{[b/s]} = \int_{-W/2}^{W/2} \log \left( 1 + \frac{P|H(f)|^2}{N_0W} \right) \, df. \]

We consider pulse-amplitude modulation, whereby

\[ x(t) = \sum_{n} s[n] g(t - nT), \]

where \( T \) is the symbol duration and \( T_0 = 1/W \) is the Nyquist sampling time. The associated “over-signaling” ratio is thus \( L = T_0/T \). After matched filtering and sampling at the symbol rate, the equivalent discrete-time channel is

\[ y[n] = k[n] * s[n] + z[n], \]

where \( k[n] = k(nT) \), where \( k(t) = h^*(t) * h(t) * g(-t) * g(t) \), and where

\[ S_{zz}(e^{j2\pi f}) = \frac{N_0}{2} \left| K(e^{j2\pi f}) \right|^2 = \frac{N_0}{2T} \sum_i |H(f/T + i/T)|^2 |G(f/T + i/T)|^2. \]

The pulse shape is required to be limited to system bandwidth \( W \); i.e., \( g(t) \) satisfies \( G(f) = 0 \) for \( |f| > W/2 \). To simplify our development, we largely restrict our attention to the case

\[ g(t) = \text{sinc}(t/T_0), \quad \text{with} \quad \text{sinc}(u) \triangleq \sin(\pi u)/\pi u. \]

Taking the symbols \( s[n] \) to be independent identically-distributed (i.i.d.) circularly symmetric complex Gaussian with power \( P/L \) results in a (proper) Gaussian random input signal.
where the last equality follows from the fact that \( g \) received set of packets

\[
C[\text{SNQ symbol}] = \frac{1}{LW} \int_{-W/2}^{W/2} \log \left( 1 + \frac{P |H(f)|^2}{N_0 W} \right) \, df
\]

where the last equality holds for ideal sinc modulation.

We proceed to describe the proposed linear rateless SNQ construction. All the signals \( s_m[n] \) are obtained from a single coded stream \( s[n] \) according to

\[
s_m[n] = v_m[n] \, s[n],
\]

where \( v_m[n] \) are sequences to be specified. The transmitted signal corresponding to packet \( m \) is thus

\[
x_m(t) = \sum_n s[n] \, v_m[i] \, g(t - iT).\]

III. LINEAR SNQ RATELESS CODING

Consider now packetized transmission where the packet size is large but otherwise plays no role in the analysis. We consider a simplified model where the channel response experienced throughout transmission of the \( m \)th packet, \( m = 1, \ldots, M \), is linear time-invariant (LTI) but the impulse response, which we denote by \( h_m(t) \), may vary from packet to packet. The channel input-output relation for the transmission of the \( m \)th packet is therefore

\[
y_m[n] = k_m[n] * \tilde{k}_m[n] + z_m[n],
\]

where \( k_m[n] = k_m(nT) \) and \( k_m(t) = h_m^*(\cdot - t) * g^*(\cdot) \). Assuming discrete-time white-input transmission for all packets, it follows from (6), that the mutual information (in b/SAQ symbol) corresponding to each packet is

\[
C[\text{b/SAQ symbol}] = \frac{1}{LW} \int_{-W/2}^{W/2} \log \left( 1 + \frac{P |H(f)|^2}{N_0 W} \right) \, df,
\]

where the second equality holds for ideal sinc modulation. Upon receiving a set \( S \subset \{1, \ldots, M\} \) of packets, the aggregate mutual information is thus

\[
C(S) = \sum_{m \in S} C_m.
\]

Our aim is to design a low complexity coding and modulation scheme that (simultaneously) approaches \( C(S) \) for all sets \( S \subset \{1, \ldots, M\} \) without requiring the transmitter to have knowledge of the capacities \( C_m \). Rather, for any given chosen target rate \( R \), and no knowledge of the channel, transmission should be successful whenever \( C(S) \geq R \) holds for the received set of packets \( S \).

For the channel model

\[
x(t) \text{ with power } P. \]

It follows that the capacity of the discrete-time channel (3) is

\[
C[\text{b/SAQ symbol}] = \int_{-1/2}^{1/2} \log \left( 1 + \frac{(P/L) \cdot K(e^{2\pi f})}{N_0} \right) \, df
\]

\[
= \int_{-1/2}^{1/2} \log \left( 1 + \frac{P \sum_i |H(f + i/T)|^2 G(f + i/T)|^2}{T_0 N_0} \right) \, df
\]

\[
= \int_{-1/2}^{1/2} \log \left( 1 + \frac{|H(f)|^2|G(f)|^2}{T_0 N_0} \right) \, df,
\]

where the last equality follows from the fact that \( g \) is bandlimited.

Note that for sinc modulation (4), \( x(t) \) has a flat power spectrum over the bandwidth \( W \), and the modulation achieves the white-input capacity (1) for any \( L \), i.e., (5) specializes to

\[
C[\text{b/SAQ symbol}] = \frac{1}{LW} \int_{-W/2}^{W/2} \log \left( 1 + \frac{P |H(f)|^2}{N_0 W} \right) \, df
\]

\[
= \frac{1}{T_0 W} \sum_{i} C[\text{b/s}] = \frac{1}{T_0 W} C[\text{b/s}],
\]

A. Receiver Architecture

A low-complexity receiver architecture suffices to approach the associated information-theoretic limits. In particular, specializing (7) to the case (9) with our choice \( v_m[n] = e^{-j2\pi mn/L} \), the equivalent “shifted back” channel model is

\[
\tilde{y}_m[n] \triangleq y_m[n] \, e^{j2\pi mn/L} = \tilde{k}_m[n] * s[n] + \tilde{z}_m[n],
\]
where \( \tilde{k}_m[n] = k_m[n] e^{j2\pi mn/L} \). Since these channels do not overlap in frequency, they may be added without loss, resulting in the effective scalar ISI channel
\[
\hat{y}[n] = \sum_{m \in S} y_m[n] e^{j2\pi mn/L} = s[n] + \left( \sum_{m \in S} \tilde{k}_m[n] \right) + \sum_{m \in S} \tilde{z}_m[n].
\]

For such ISI channels, the unbiased MMSE decision-feedback equalizer (DFE) is an information-lossless receiver structure [3], [4]. In particular, to approach capacity, one can use Guess-Vanarasi interleaving [3] and a single (fixed-rate) base code designed for an AWGN channel. In essence, every symbol is replaced by a different codeword and thus the DFE decision device acts on codewords rather than symbols.

IV. MIMO-SNQ: EXTENDING SNQ TO MIMO SYSTEMS

A straightforward extension of the preceding architecture to a multi-input multi-output (MIMO) system, which we term MIMO-SNQ, is as follows. The particular channel model of interest is
\[
y_m(t) = H_m(t) * x_m(t) + z_m(t),
\]
where there are \( N_t \) transmit and \( N_r \) receive elements. In turn, with input of the form \( x_m(t) = \sum_n x_m[n] g(t - nT) \), the associated discrete-time channel, after applying a matrix matched filter, is
\[
y_m[n] = K_m[n] * x_m[n] + z_m[n],
\]
where \( K_m[n] = K_m(nT) \) with \( K_m(t) = H_m(t) * H_m(t) * g^*(-t) * g(t) \).

We employ a single stream transmission architecture based on the application of time-varying DFT beamforming to a scalar signal \( s[n] \). Specifically, we assume that the transmitted signal corresponding to packet \( m \) is formed as \( x_m[n] = s[n] v_m[n], \) where \( v_m[n] = v[n] e^{-j2\pi mn/L} \) with
\[
v[n] = \begin{bmatrix} 1 & e^{-j2\pi n/N_t} & \ldots & e^{-j2\pi(N_t-1)n/N_t} \end{bmatrix}^T.
\]

The effective received signal for packet \( m \) is, after frequency shifting [cf. (11)],
\[
\hat{y}_m[n] = y_m[n] e^{j2\pi mn/L} = \sum_l \tilde{K}_m[l] v[n-l] s[n-l] + \tilde{z}_m[n],
\]
where \( \tilde{K}_m[l] = K_m[n] e^{j2\pi ml/L} \). Note that the effective channel \( \tilde{K}_m[l] \) is a periodically varying MIMO-ISI channel with period \( n_0 \). We refer to each of the \( n_0 \) induced substreams as “phases.” As in the SISO case, we may employ a DFE at the receiver, but due to the time-varying nature of the effective channel, for each phase a different set of \( N_t \) feedforward filters is applied to the channel output vector sequence. Thus, the equalizer is also periodic with period \( n_0 \).

Note the covariance matrix of the transmitted vector for our SNQ modulation is white. We conclude that for this modulation, the transmitted signal is white over all degrees of freedom as long as the oversignaling rate satisfies \( L \geq N_t M \). However, this doesn’t guarantee capacity can be achieved. In particular, we associate with each of the \( N_t \) “phases” a signal-to-interference-plus-noise ratio (SINR) value corresponding to the associated DFE slicer input. Equivalently, we may associate with each such phase a corresponding capacity. Hence, while the sum of the per-phase capacities equals the white-input capacity of the MIMO channel, the per-phase capacities are in general not equal. Moreover, since the variation is unknown to the transmitter, in a Guess-Vanarasi transmission architecture, a fixed code rate is used, and thus the achievable rate is determined by the minimum of the per-phase capacities.

It is worth emphasizing that this SINR variation across phases is analogous to the SINR variation across streams in a V-BLAST system, in which independently coded streams are sent over the antennas [5]. For this reason, V-BLAST serves as a useful benchmark with which to compare the performance of SNQ modulation.

A. Parallel channels

In some cases, MIMO-SNQ is strictly capacity achieving. For example, consider the special case of \( N \) parallel ISI channels. This model is essentially equivalent to using SNQ modulation for transmission over a block-varying ISI channel as considered in Section III, with the \( N \) parallel channels replacing the \( L \) consecutive blocks of the SISO ISI channel. As we have shown that SNQ modulation is an optimal scheme in such a scenario, it follows that MIMO-SNQ is optimal for the case of parallel channels.

B. Channels Without Temporal ISI

As another class of channels of interest, consider the special case in which there is no temporal ISI and only inter-channel interference (ICI) is present, i.e., \( H_m(t) = H_m \).

While for diagonal \( H_m \) MIMO-SNQ is capacity achieving, there exist other \( H_m \) for which MIMO-SNQ achieves zero rate. For example, if \( H_m \) is the (rank-one) matrix of all 1’s, there will exist an SNQ Nyquist substream that experiences a zero-capacity channel since a vector of all 1’s is orthogonal to \( v[n] \) for \( n \neq lN_t \), all \( l \). Hence, MIMO-SNQ achieves zero rate, while V-BLAST achieves a strictly positive rate. However, for all but such pathological \( H_m \), MIMO-SNQ supports a rate that grows with SNR. By contrast, it is well known that for all rank-one channel matrices V-BLAST performance is interference-limited, i.e., is bounded with increasing SNR.

More generally, when the channel matrix \( H_m \) is drawn from a random ensemble, its performance is on average never worse that V-BLAST, and has significant advantages, particularly when keeping in mind that in V-BLAST an ordering is forced in the detection process, while MIMO-SNQ requires no such ordering since the scheme is inherently more symmetric.

We consider the average throughput for an ensemble of \( H_m \) with i.i.d. circularly symmetric complex Gaussian entries. The resulting average throughput of MIMO-SNQ is depicted in Fig. 1, along with that for both fixed- and optimized-decoding-order V-BLAST. As the plot reflects, the performance
of MIMO-SNQ modulation lies in between the two and approaches the latter at high SNR.

We can also relate MIMO-SNQ performance to that of D-BLAST [6]. In particular, as is well known, D-BLAST can achieve capacity, but to do so requires a base code designed for time-varying channels. In that sense, MIMO-SNQ can also achieve capacity provided practical such base codes exist. However, when we require that a communication architecture has the property that the base code sees an AWGN channel, Fig. 1 reflects that MIMO-SNQ can perform as well as V-BLAST with an optimized decoding order. In contrast, when the same constraint is imposed on D-BLAST, the result is V-BLAST with a fixed decoding order.

C. Spatio-Temporal ISI Channels

When there is also temporal ISI, MIMO-SNQ is even more attractive, as we next illustrate. We now consider a random MIMO channel model where the Nyquist-rate equivalent discrete-time matrix channel impulse response $K_m[n]$ is of finite length and each Nyquist-rate tap is drawn i.i.d. over spatial and time dimensions according to a circularly-symmetric complex Gaussian distribution. Fig. 2 depicts the expected (averaged over the ensemble) capacity of MIMO-SNQ for different channel lengths. We observe that the gap-to-capacity decreases as the channel length grows confirming that SNQ modulation is able to exploit the temporal diversity afforded by the channel.

Moreover, such behavior is not specific to such i.i.d. ensembles. Indeed, Table I describes the performance of MIMO-SNQ for a typical $2 \times 2$ underwater acoustic communication channel realization from the recent KAM-11 experiment.\(^1\)

Performance was numerically evaluated for an oversignaling rate of $L = 2$. In this case, the equivalent discrete-time (Nyquist-rate) baseband channel impulse responses are 100 taps long. As the table reflects, MIMO-SNQ is effectively capacity achieving for this channel, with a gap to capacity of less than 0.5 dB.
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