Architectures and System Design for Digitally-Enhanced Antenna Arrays

by

James David Stone Krieger

B.S., University of California at Santa Barbara (2000)
M.S., The Ohio State University (2005)

Submitted to the Department of Electrical Engineering and Computer Science in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Electrical Engineering and Computer Science at the

MASSACHUSETTS INSTITUTE OF TECHNOLOGY

February 2014

© Massachusetts Institute of Technology 2014. All rights reserved.

Author .................................................................
Department of Electrical Engineering and Computer Science
October 28, 2013

Certified by ............................................................
Gregory W. Wornell
Professor of Electrical Engineering and Computer Science
Thesis Supervisor

Accepted by ............................................................
Leslie A. Kolodziejski
Chair, Committee on Graduate Students
Architectures and System Design for Digitally-Enhanced Antenna Arrays
by
James David Stone Krieger

Submitted to the Department of Electrical Engineering and Computer Science
on October 28, 2013, in partial fulfillment of the
requirements for the degree of
Doctor of Philosophy in Electrical Engineering and Computer Science

Abstract

Digital techniques have had longstanding use in both the operational control and signal
processing efforts associated with phased array antennas. Fundamentally, these techniques
have served to provide additional levels of convenience and performance over the fully
analog counterparts, without specifically addressing the underlying design of the analog
hardware aspects of the arrays. The class of digitally-enhanced hardware has recently
emerged, wherein “digitally aware” design approaches are used for the purpose of alleviating
the high cost and complexity of sophisticated analog devices.

Emergent trends in millimeter wave and low-terahertz circuit technology are enabling
the prospect of physically small, yet electrically large antenna arrays for a host of exciting
new communication, radar, and imaging applications. Still, the high cost of phased arrays
remains a significant bottleneck to any widespread deployment in this regard. In light of
this challenge, we propose two phased array architectures for which the notion of digital
awareness plays a central role in their designs.

The Dense Delta-Sigma Array: Primarily motivated by advancements in low-cost fabri-
cation, this design concept provides the opportunity to replace the expensive RF components
required to control the individual array element excitations with inexpensive phase shifter
components having particularly coarse resolution (as few as 2-bits). This is made possible
by increasing the number of array elements for a given aperture beyond the nominal number
associated with the standard half-wavelength spacing. This approach is inspired by Delta-
Sigma data converters, which employ faster-than-Nyquist sampling with low quantization
resolution.

The Sparse Multi-Coset Array: This design concept exploits the sparsity commonly
found in typical environments to allow for target detection and imaging with significantly
fewer array elements than prescribed by conventional half-wavelength spacing. The result is
a structured periodic non-uniform array composed of a number of distinct subarrays known
as cosets. This approach is inspired by multi-coset sampling, for which the average sampling
rate may be reduced below the Nyquist convention when the spectral components within
the overall bandwidth are limited to some number of sub-bands. In this approach, we view
the underlying engineering design problem as one of compressive sensing.

In this thesis, we develop and apply the underlying mathematical principles and concepts
of the dense and sparse arrays, taking into account the practical constraints and issues that
make the system design, analysis, and performance evaluation rich from an engineering
perspective.
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Chapter 1

Introduction

Digital techniques play a prominent role in nearly all modern phased array systems, enriching both their operational and signal processing capabilities in ways beyond the possibility of the original analog designs. The implementation of digital control over the amplitudes and phases of the array element weights permits the rapid electronic reconfiguration of the array pattern characteristics. The many developments in digital array processing have yielded numerous additional tools for the extraction of useful information that would be impossible or far less practical to implement through fully analog designs.

While these digital approaches complement the phased array system in a number of ways, these systems still rely on conventional front-end designs having a high level of precision in the complex signal weights at each of the individual elements. Put another way, while the algorithmic design must account for the specifics of the analog design, the array is designed without regard for the digital aspects of the system.

Recently, there has been an emergence of digitally-enhanced hardware designs motivated by the desire to bridge the gap to cooperative design approaches that emphasize a level of awareness regarding the utilization of digital techniques such that the requirements for analog device complexity can be relaxed. The existing integration of digital system blocks so common in phased arrays makes them natural candidates for such enhanced techniques. Further, as advances in circuit technologies at increasingly higher frequencies surface, new frontiers for the use of phased arrays become reality. Yet with the existing design conventions, the phased array is normally considered to be a prohibitively costly and complex antenna option, emphasizing the pressing need for a shift in perspective in order to address the challenges of making their widespread use a possibility. As such, this thesis presents two alternative phased array architectures that use digital perspectives in both design and operation. In both cases, the architecture moves beyond conventional design principles in a way that provides new opportunities for cost reductions while avoiding the limitations common to existing array design techniques.

1.1 Motivation

Since the development of phased array antennas, they have been the ideal choice for a vast range of applications ranging from point-to-point communication to remote sensing and more recently, to high resolution imaging systems, to name just a few. Unfortunately, the same design features that allow the performance and flexibility characteristics that make phased arrays desirable come at such high costs as to preclude their use in all but
a relatively small number of highly sophisticated systems. Research efforts promoting the
 evolution of phased array designs aimed at overcoming this issue have been limited for
 several decades, resulting in a general acceptance of the impracticality of a more pervasive
 presence. However, as we look to the future, it becomes increasingly clear that the need to
 meet these design challenges must be acknowledged.

Recent advances in technology at the millimeter-wave and the low terahertz frequency
 ranges—in both the development of circuitry as well as lithography at these scales—has
 enabled the potential for a new generation of portable high-end and consumer electronics.
 Although size and fabrication issues are more manageable than ever before, the costs associ-
that uses neighboring elements to cancel out distortion. As the distance between the elements decreases, the effectiveness of this cancellation technique improves. As we will see, the distortion caused by the use of the 2-bit phase shifters can be made arbitrarily small.

**Sparse Multi-Coset Imaging Array**

In a traditional linear imaging array, when the elements are arranged with uniform element spacing $d_0 = \lambda/2$, where $\lambda$ is the wavelength of the received signal, the image resolution improves in direct proportion to the number of elements $N_0$. In the multi-coset imaging array, the same aperture length $N_0d_0$ uses $N < N_0$ elements to produce an image at the same resolution as the conventional imaging array. When fewer than $N_0$ elements are uniformly spaced by $d > d_0$, this leads to spatial aliasing, or grating lobes, producing images with copies of the targets appearing at additional incorrect locations. In the multi-coset array, the elements are positioned in a recurrent nonuniform arrangement in such a manner that the presence of such grating lobes can be avoided.

The ability to obtain the correct image using a reduced number of elements is based on the observation that target scenes are themselves sparse in most cases. That is, the image will contain a certain number of locations that are empty of any targets. While this is not necessarily the case when considering the fraction of directions in which targets are located, the existence of scene sparsity is apparent when one considers the ability to distinguish the distance to targets by sorting their responses into a number of range cells. In light of this, scene sparsity can be regarded as the portion of directions occupied by targets within each range cell. As a simple example, Figure 1-1 illustrates this effect. In the illustration, the array, shown in green, faces a large object, shown in grey, with the faces shown in red representing the surface of this object in the field of view of the array. The complete surface surrounds the array such that the scene taken as a whole exhibits no sparsity whatsoever. However, if the scene is sorted into separate range cells, as shown by the concentric blue half-circles, it is only the intersection of the red surface with the individual cells that defines the relevant level of sparsity.

The multi-coset architecture permits a reduction in the required number of elements to an array density ratio $N/N_0$ provided this relative density remains above the scene density.
over all range cells. Rather than using conventional imaging—a digital implementation of analog beamforming—the digital processing is enhanced through the use of an imaging algorithm that first examines the received signal data to determine the angular regions in which targets are located, and then utilizes the knowledge of this reduced angular subspace to solve for the image response within this region.

1.3 Related Work

This research builds on a number of contributions from a range of communities. In this section, we summarize some of the related works from the fields of antenna theory, signal processing, circuit design, and compressive sensing to provide context for the contributions of this thesis.

Cost Effective Array Designs and Delta-Sigma Applications

The developments in millimeter-wave technology have led to a resurgence of interest in practical phased array designs tailored to this new frequency regime; see, e.g., [2–7] and the references therein. Within the broader realm of ongoing research, some efforts are focused primarily on exploiting increasing levels of silicon integration, while other efforts primarily seek to exploit the increasing availability of inexpensive digital circuitry and processing. Moreover, some of the most promising efforts leverage both jointly.

In spite of recent progress, the components required for accurate phase control at each element in such arrays continue to be expensive, precluding the use of phased arrays in many otherwise compelling applications. Simply replacing high-end, high-resolution components with low-cost, coarsely discretized phase shifters in traditional designs sharply degrades performance, limiting the quality of the beams that can be formed by the array. As a result, addressing the need for adequate phase control in beamforming remains a key challenge in the pursuit of widespread deployment of millimeter-wave phased arrays.

There has been a variety of research exploring this issue. For example, some research has focused on characterizing the capabilities of phased array systems utilizing low resolution phase shifters to meet the needs of current and proposed millimeter-wave applications [8,9]. At the same time, other research has focused on developing novel approaches for sharing a smaller number of phase shifters (and other components) among antenna elements [10].

In this design, we explore a rather different approach. Specifically, instead of pursuing designs with a smaller number of accurate phase shifters, we develop a high-performance architecture based on efficient utilization of a larger number of coarse phase shifters. To accomplish this, we repurpose the established theory of delta-sigma analog-to-digital converters (ADCs) [11], applying it in the spatial domain to determine an appropriate phase for each of the densely packed elements to create a desired array pattern. In temporal domain ΔΣ as used in ADCs, coarsely discretized faster-than-Nyquist sampling, or oversampling, is used to force the quantization error to appear at higher frequencies than the original signal. This, in turn, allows the original signal to be retrieved by low-pass filtering, removing the undesired error. Exploiting a direct correspondence between temporal domain and spatial domain sampling, we observe that faster-than-Nyquist sampling in ADCs is the equivalent of sub-half-wavelength element spacing in uniform arrays. Moreover, the shaping of quantization noise into the high frequencies in ADCs is equivalent to the steering of beam pattern quantization error into the so-called invisible region of space, while leaving the intended pattern throughout the (visible) area of interest.
From a broader perspective, our architecture can be viewed as exploring potential attractive technology tradeoffs enabled by inexpensive digital processing. In particular, the architecture allows for making tradeoffs between phase shifter design complexity and denser antenna implementations. And with ongoing evolutions in antenna fabrication and integration technology, such tradeoffs may turn out to be quite favorable. For example, using modern lithography there is the potential to etch cost-effective dense arrays of patch antennas antennas, which with increasing levels of density effectively become simple printed dipoles. From this perspective, the $\Delta\Sigma$ architecture represents a generalization of the traditional phased array architecture that allows a designer, with specific implementation technology at his/her disposal, to choose from a spectrum of tradeoffs between array density on one hand, and analog circuit complexity on the other.

The $\Delta\Sigma$ data encoding process continues to be adapted for use in a growing number of fields and applications that exploit oversampling in the temporal domain in order to mitigate noise while using relatively simple sensors for measurement; see, e.g., [12–14]. Additionally, $\Delta\Sigma$ techniques have been applied to phased arrays and imaging arrays in a number of instances; see, e.g., [15–18]. However, these techniques have focused on the use of $\Delta\Sigma$ techniques in the more traditional temporal domain for such arrays, in contrast with our focus on exploiting spatial oversampling.

Spatial domain versions of $\Delta\Sigma$ have received attention in applications other than antenna array design; examples include image processing, wave computing, and pattern recognition [19, 20]. For instance, in the context of image processing, an approach known as error diffusion uses $\Delta\Sigma$ quantization to reproduce images from low-resolution but oversampled data. However, these methods are in the same spirit as the traditional application of $\Delta\Sigma$ principles in the temporal domain. In particular, they apply it to the data itself, whereas in our approach it is applied to the actual sensors/transducers, i.e., the antenna elements. Finally, in [21], a spatio-temporal $\Delta\Sigma$ quantization scheme is developed for transmit antenna arrays. While there are some superficial similarities to the methods described in this thesis, the goals are quite different, and how the $\Delta\Sigma$ methodology is exploited diverges sharply. In particular, whereas the architecture in [21] aims to reduce the temporal oversampling requirements of the time domain waveforms, ours seeks to produce specified antenna beam patterns with simpler structure and hardware.

Array Thinning and Multi-Coset Sampling

Recent advances in millimeter-wave technology, including the advent of terahertz complementary metal-oxide semiconductor (CMOS) circuits, have the potential to enable, for the first time, a host of low-cost imaging and “personal radar” applications. Indeed, at these higher frequencies, typical resolution requirements can be met with comparatively compact arrays, which are especially attractive for applications requiring some degree of mobility. Moreover, such arrays can be implemented with inexpensive integrated circuit and antenna technologies, and digital implementations.

However, with such technology comes significant new challenges, an important example of which is the large number of array elements typically required to construct a phased array in such applications. As an illustration, in a vehicle collision avoidance system, obtaining sufficient resolution might require an aperture of roughly 2 m. But in this case a traditional phased array operating at 100 GHz with half-wavelength element spacing would require roughly 1000 antennas, which is daunting to implement. Indeed, such arrays are costly and complex to design and calibrate, and, moreover, since the system processing requirements
scale in proportion to the number of elements, the needed computational bandwidth quickly becomes impractically large.

As a result, there is renewed interest in developing sparse antenna array architectures. Sparse arrays, characterized by average inter-element spacings of greater than one half of the operating wavelength, have been of interest throughout much of the history of phased arrays, garnering a great deal of attention in the early 1960’s; see, e.g., [22] and references therein.

The design of general-purpose sparse arrays has typically entailed making basic performance tradeoffs. A well-known example is the use of “density tapering,” which uses a gradually increasing spacing profile as one moves from the center toward the edges of the aperture. These arrays are representative of a class of “thinned” arrays that stretch the aperture associated with a given number of elements to achieve a desired resolution by narrowing the width of the main lobe without introducing additional grating lobes. However, this is obtained at the cost of a significant increase in the sidelobe level. In certain applications for which resolution is the key performance metric, these provide a useful design solution. However, in the context of imaging arrays this introduces an unacceptable noise floor.

Another class of sparse arrays, referred to as limited scan arrays, accommodate sparseness by constraining the field-of-view of the array to a commensurately narrow range of angles [23]. This may be accomplished through the use of lens or reflector systems designed to increase the directive properties of the array elements such that grating lobes are suppressed outside of the angular region of interest. However, such arrays must be rotated physically in order to provide wide angle coverage, requiring relatively static environments as well as increased mechanical complexity.

An extension of the limited scan array is seen in overlapped subarray antennas [24], in which the array elements are connected to multiple subarrays. Each subarray acts as an analog beamformer, suppressing signals outside of the desired sector. By connecting digital receivers to the subarrays, full coverage throughout the sector is accomplished in the digital domain. With this architecture, the number of required receivers decreases linearly with the size of the sector. In turn, full coverage can be achieved through a combination of element-level phase shifters and subarray-level digital receivers.

In this work, we take a different approach, whereby rather than constraining the functionality or performance of the array, we exploit structure in the scene being imaged. In particular, we seek to exploit sparsity in the scene to allow the number of antenna elements to be reduced, i.e., when the scene being imaged is sparse in an appropriate sense—even without knowing where it is sparse—then it is possible to commensurately reduce the number of elements in an imaging array. Moreover, such sparseness is quite common in typical applications.

This approach also has a rich history. Consider, for example, the classical problem of direction-finding with multiple sources, for which the MUSIC algorithm [25], among others, was developed. In this case, it is possible to achieve high-resolution with relatively few antenna elements because of the sparse nature of the scene. Indeed, the number of elements required is typically on the order of the number of sources. Hence, the presence of structure in the environment allows the number of elements to be reduced.

1Note that in a typical scene while there are objects at some range in any particular direction, when we use enough bandwidth to sufficiently resolve range as well, we find significant sparseness in the range-azimuth plane.
For arrays containing just a few elements, the array design and image reconstruction can often be fairly straightforward and exploit classical techniques. However, for arrays of even a few dozen elements, such direct approaches quickly become computationally infeasible to design, and impractical to implement. As a result, there is a need to impose useful structure on the array to enable efficient design and processing.

There has been growing recent interest in nonuniform arrays with structure, and how such structure can be exploited by efficient array processing to support forms of sparse sensing; see, e.g., [26–32]. Ultimately, these developments leverage perspectives and techniques from the field of compressive sensing (CS) [33,34]. For example, the co-prime sampling technique in [28] develops a nonuniform design from a pair of uniform sparse samplers, allowing the exploitation of this underlying structure to enable efficient design and processing.

In our development, we focus on particular structured sparse antenna designs that are comparatively easy to design and for which efficient array processing algorithms can be developed to perform the image reconstruction. Specifically, we focus on “multi-coset” arrays, defined as comprising a collection of interleaved sparse uniform arrays such that the elements are laid out in a periodic nonuniform pattern over the aperture.

This special structure has important computational implications. In particular, as will become apparent, the complexity of the associated array processing for such arrays is effectively governed by the number of elements in one period of the array, not by the total number of elements—i.e., the complexity does not significantly depend on the number of periods of the pattern in the array. As a result, the practicality of our architecture is not limited to arrays consisting of only very small numbers of elements, as has historically often been the case with less judiciously structured nonuniform arrays. This array architecture, introduced in [26], follows from exploiting the close mathematical relationship between the problem of imaging from a discrete array, and that of reconstructing a bandlimited time-domain waveform from samples. Indeed, our architecture is the counterpart of multi-coset sampling [35].

1.4 Contributions and Thesis Structure

From a high level perspective, the translation to the spatial domain of the $\Delta\Sigma$ and multi-coset concepts results in a number of fundamental similarities in the analysis and development of the array designs. As the practical details of implementing these ideas into fully realized architectures are considered at a deeper level, the story diverges from that of the original time domain applications, highlighting important distinctions. The primary objectives of this research are to detail the repurposing of the underlying concepts and to create a framework to address the characteristics unique to phased array systems. To this end, the thesis is laid out as follows.

In Chapter 2 we describe the foundational array concepts related to the subsequent development of the design innovations in the proposed arrays. This includes a review of standard topics such as array patterns, beam scanning, and conventional design practices. Special attention is given to effects of mutual coupling on the formation of patterns and power efficiency due to the particular relevance of this topics to the densely populated $\Delta\Sigma$ array.

Chapter 3 begins the development of the $\Delta\Sigma$ array with an introduction of the notion of phase quantization in the excitation of array weights. Relating this to signal discretization in analog-to-digital converters, we extend the concept of $\Delta\Sigma$ ADCs to form the basis of
the proposed design. Chapter 4 continues the development using the more evolved free excitation array model to include the effects of mutual coupling and power efficiency. Our analysis investigates the robustness of the $\Delta\Sigma$ beamforming technique under the potentially severe electromagnetic environment inherent to arrays of tightly packed elements. We then consider the effects of both the dense physical architecture as well as the $\Delta\Sigma$ quantization technique on the array efficiency, including the implementation of a scan impedance based matching network that provides the potential for wideband performance benefits compared with conventional designs. Then, in Chapter 5 we describe experimental measurements performed to validate the $\Delta\Sigma$ array development and analysis.

In Chapter 6 we switch our focus to the multi-coset array, describing the idea of beamforming in the context of image formation and defining the central concepts of how the sparsity and structure of the scene and array are characterized. This chapter details the two-stage image reconstruction algorithm for the sparse array, examines the specific manner in which the system is affected by noise, and introduces a computationally simple failure indication stage to the algorithm based on the concept of back projection error. Chapter 7 discusses the various considerations regarding the specific layout of the multi-coset array and presents a novel design technique shown to optimize the aggregate performance of the array in noisy environments. Following this design procedure, we use the idea of range-dependent sparsity alongside the combined reconstruction and failure detection algorithm, forming two dimensional images from synthesized radar data. Chapter 8 details the process of performing experimental measurements to demonstrate the robustness of our development in a practical setting.

Finally, in Chapter 9 we conclude with a discussion of our results and describe a number of interesting directions for future research.
Chapter 2
Conventional Phased Array Concepts

This chapter provides an overview of the basic characteristics of linear arrays needed for this thesis.

2.1 Linear Arrays of Isotropic Elements

Our development begins with the linear array geometry shown in Figure 2-1.

2.1.1 Array patterns

Consider N ideal isotropic elements arranged with uniform spacing $d$ along the $z$ axis as in Figure 2-1. For time-harmonic sources with angular frequency $\omega$ and associated free space wavelength $\lambda$, when the complex weights $\{w_n\}_{n=0}^{N-1}$ are applied to the array elements, the beam pattern in the direction given by $k_z = k \cos \theta$, where $k = 2\pi/\lambda$ is the spatial angular frequency of the waves and the angle $\theta$ is measured from the $+z$ axis, may be written as [36]

$$f(k_z) = \sum_{n=0}^{N-1} w_n e^{jnk_zd}. \tag{2.1}$$

The region of $k_z$-space corresponding to real values of $\theta$, $\mathcal{V} = \{k_z : |k_z| \leq k\}$ is referred to as the visible region, or real space. Outside of this region, $\theta$ takes on purely imaginary values, and as such, $\mathcal{V}^\perp$ is referred to as imaginary space.

2.1.2 Beam scanning

The main beam is scanned to $k_{z0}$ when a progressive phase shift across the array $\angle w_n = -nk_{z0}d$ coherently combines signals along this direction. Since the beam pattern is $2\pi/d$-periodic in $k_z$-space, the main beam direction may be uniquely specified for any $k_{z0}$ in the alias-free region $\mathcal{V}_0 = \{k_z : |k_z| \leq \pi/d\}$. If $d > \pi/k$, $\mathcal{V}_0$ is a subset of $\mathcal{V}$, and it is possible to have an alias of the main beam within real space, known as a grating lobe.

The relative power density, or power pattern, of an array is given by $P(k_z) = |f(k_z)|^2$. For a transmitting array, this pattern represents the relative radiation intensity in the direction $k_z$. When a grating lobe is present in real space, a part of the power intended for
the main lobe direction is instead transmitted to the grating lobe direction. For a receiving array, the power pattern gives the relative power gain of a signal arriving from $k_z$. With grating lobes, signals from unintended directions are amplified by the same level as the main lobe, leading to directional ambiguities and reduced signal-to-noise ratios.

An illustration of the effect of element spacing on the power pattern is shown in Figure 2-2 for uniform linear arrays of fixed length $L = 20\lambda$ scanned to $k_{z0} = k/2$ (at an angle of 30° from the broadside direction normal to the array). In each plot, a portion of imaginary space is shown to highlight the grating lobe behavior. For $d = \lambda/4$, the first main lobe alias lies well outside the visible region and does not appear within the displayed range of $k_z$. At a spacing of $d = \lambda/2$, we can see that the beam can be scanned nearly to the edge of the visible region before the first grating lobe begins to appear at the opposite edge. In the case of $d = \lambda$, an exact copy of the main lobe appears within $\mathcal{V}$ and we see that this is unavoidable at any scan angle $k_{z0}$.

As we see in Figure 2-2a, when $d < \pi/k$, $\mathcal{V}_0$ extends beyond the visible region. In this case, it is possible to scan the main lobe entirely outside of real space. In the transmit case, this has the physical interpretation that the array is attempting to direct power into imaginary space, and as a consequence very little power will actually propagate away from the array. The receiving array has an analogous interpretation: it is attempting to focus on signals coming from imaginary space, thus causing any signal from real space to be combined incoherently.

With no apparent benefit gained from choosing a particularly small element spacing, conventional array design generally dictates that the spacing be set at or just slightly less than $d_0 = \pi/k = \lambda/2$. Based on this convention, a linear array with aperture length $L = Nd$ is referred to as a standard uniform linear array when the number of elements is
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Figure 2-2: Power patterns for $L = 20\lambda$ linear array scanned to $k_{z0} = k/2$. The edges of the visible region are marked with vertical dotted lines.
When the same aperture is filled uniformly with more than $N_0$ elements, the resultant array is described as a dense array. As will be shown, while there is no benefit to using such an array with idealized components, a dense array has the potential to be useful for practical phased array implementation.

For our development, it is important to emphasize the distinction between the impacts of varying the array aperture size versus varying the number of array antennas, as these parameters are independently chosen in our architecture. To first order, the aperture size determines the fundamental pattern characteristics such as beamwidth and directivity. In a traditional array with element spacings near a half-wavelength, changing the aperture size is equivalent to changing the number of antennas. However, with the $\Delta \Sigma$ array architecture we focus on a fixed, but arbitrary array aperture within which the number of antennas is increased by reducing the element spacing throughout the aperture, resulting in a greater

### 2.2 Mutual Coupling

Physically, the array weights in (2.1) represent voltage or current excitations applied to the individual elements. For example, in an array of thin-wire dipoles, these weights are the currents across the terminals of the two dipole halves. Implicit in this expression for the beam pattern is the assumption of direct control over these terminal currents. This is known as the forced excitation model.

A more accurate representation of a practical array system is the free excitation model, characterized by the equivalent circuit shown in Figure 2-3. In this model, the weights $\{w_n\}$ represent the complex voltages generated by individual sources, each with internal impedance $Z_0$. The array is described as an $N$-port network with impedance matrix $Z \in \mathbb{C}^{N \times N}$ such that $v = Z_i$, where $v$ and $i$ are length-$N$ vectors containing the voltages $\{v_n\}$ and currents $\{i_n\}$ at the terminals of the array elements. The terminal currents in Figure 2-3 are related to the weights $w \in \mathbb{C}^N$ according to

$$w = Z_0 i + v = (Z_0 I + Z)i,$$  \hspace{1cm} (2.2)

where $I$ is the $N \times N$ identity matrix. Defining the coupling matrix as $C = (Z_0 I + Z)^{-1}$, such that $i = Cw$, the effects of the feed network and mutual coupling may be accounted for by replacing the $w_n$ in (2.1) with $i_n = \sum_{m=0}^{N-1} C_{nm} w_m$. The resultant beam pattern with mutual coupling is then

$$f^{MC}(k_z) = \sum_{n=0}^{N-1} \sum_{m=0}^{N-1} C_{nm} w_m e^{jnk_zd}.$$ \hspace{1cm} (2.3)

The model described above is commonly used in traditional mutual coupling analysis—see, e.g., [38]. We may obtain a useful form for the purpose of our analysis by exploiting certain structure in the coupling. In particular, it is useful to express (2.3) in terms of the embedded element patterns, which are the patterns due to a unit excitation at a specified element while in the presence of the remaining array elements. While these will vary among the elements near the edges of the array, most elements behave similarly to the elements of an infinite array. In the infinite array model, the physical coupling environment is constant for all elements and as such, the coupling matrix $C$ has a Toeplitz structure, with identical entries along each diagonal $c_p = C_{m+p,m}$. Thus, the complete coupling matrix may be represented by the set $\{c_p\}$, which we refer to as the infinite array coupling coefficients.
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Figure 2-3: Equivalent circuit diagram for the antenna array. The beamformer output is described by a set of voltage sources \{w_n\}, each with internal impedance \(Z_0\). The mutual coupling among the array elements is modeled as a \(N\)-port network with impedance matrix \(Z\).
Making the substitution $p = n - m$ in (2.3), the beam pattern for the infinite array is

$$f_{MC}(k_z) = \sum_m \sum_p c_p w_m e^{j(m+p)k_z d}$$

$$= \sum_m w_m e^{jm k_z d} \sum_p c_p e^{jp k_z d}$$

$$= f(k_z) f_c(k_z). \tag{2.4}$$

In (2.4), we have rewritten the free excitation beam pattern (2.3) as the product of the forced excitation beam patterns due to $\{w_m\}$ and $\{c_p\}$, the latter, which we refer to as the coupling pattern of the array $f_c(k_z)$. From (2.4), we can see that the coupling pattern is the beam pattern of the array when a unit excitation is applied to the element located at the origin. Note that this is precisely the embedded pattern shared by all the array elements (up to a phase term). This useful factorization of the beam pattern allows for a convenient separation of the coupling effects from the simpler forced excitation relation used when mutual coupling is ignored.

### 2.3 Power Efficiency

Under perfect conditions, an array will radiate all the available power delivered by the source. When the power radiated by the array $P_{\text{rad}}$ is less than the incident power sent from the source $P_{\text{inc}}$, the array is said to have a loss in the power efficiency

$$\eta = \frac{P_{\text{rad}}}{P_{\text{inc}}}. \tag{2.5}$$

If the array is composed of lossless materials, efficiency loss is due to impedance mismatches between the source and the array elements. Since the impedance of each element is the ratio of the voltage to the current across the element terminals, mutual coupling causes these mismatches to vary with each particular array excitation.

For a particular choice of source excitations $\mathbf{w}$, the power radiated by element $n$ is $\text{Re}\{i_n^* v_n\}$. The total power radiated is then

$$P_{\text{rad}} = \sum_{n=0}^{N-1} \text{Re}\{i_n^* v_n\}$$

$$= \text{Re}\{\mathbf{v}^\dagger \mathbf{i}\}$$

$$= \mathbf{i}^\dagger \text{Re}\{\mathbf{Z}\} \mathbf{i}$$

$$= \mathbf{w}^\dagger (\mathbf{Z}_0 \mathbf{I} + \mathbf{Z})^{-1} \dagger \text{Re}\{\mathbf{Z}\} (\mathbf{Z}_0 \mathbf{I} + \mathbf{Z})^{-1} \mathbf{w}. \tag{2.6}$$

The power efficiency will be maximized when the array is perfectly impedance matched such that $\mathbf{v} = \mathbf{Z} \mathbf{i} = \mathbf{Z}_0 \mathbf{i}$. Hence, the total available incident power can be deduced from (2.6) by noting that $P_{\text{inc}} = P_{\text{rad}}$ when $\mathbf{Z} = \mathbf{Z}_0 \mathbf{I}$, with the result

$$P_{\text{inc}} = \frac{1}{4\mathbf{Z}_0^\dagger} \mathbf{w}^\dagger \mathbf{w}. \tag{2.7}$$

Combining (2.6) and (2.7) with (2.5), we obtain, with some rearranging of terms, the
following expression for the array efficiency in terms of the array excitations:

\[
\eta = \frac{w^\dagger (I - S^\dagger S) w}{w^\dagger w} = 1 - \frac{\|Sw\|^2}{\|w\|^2},
\]

(2.8)

where \(S = (Z_0 I - Z)(Z_0 I + Z)^{-1}\) is the standard scattering matrix of the array [37].
Chapter 3

Delta-Sigma Quantization for Phased Arrays

In this chapter we consider the issue of pattern distortion caused by phase quantization in the excitation of phased arrays. Traditionally, the only recourse available for reducing this distortion has been to decrease the level of quantization error through the use of phase shifters with higher resolution, a primary driver of the high cost of phased arrays. The first of the two array designs proposed in this thesis employs an alternative approach for efficient quantization inspired by the Delta-Sigma modulation technique originally developed for use in analog-to-digital converters.

3.1 Traditional Delta-Sigma Quantization Concepts

In practice, the phases of the complex array weights are restricted to some finite set of quantized values defined by the resolution of the phase shifters used in the network connecting the array to the source. Phase shifters with $M$-bits of resolution can provide any of $2^M$ values uniformly distributed over the range $[0, 2\pi)$. For a desired excitation $w_n = a_n e^{j\phi_n}$, the realized excitation is $\hat{w}_n = Q[w_n] = a_n e^{j\hat{\phi}_n}$, where the quantization operator $Q$ selects $\hat{w}_n$ such that the phase is the available value closest to $\phi_n$. Consequently, this adds undesired distortion to the far-field beam pattern.

The issue of phase quantization in the excitation of array elements draws a close analogy to the difficulty that arises in the implementation of conventional analog-to-digital converters. At each sampling instance, the input signal $x_i$ is mapped to one of a number of discretized values $y_i$. This introduces an additive error $e_i$, as shown by the equivalent circuit in Figure 3-1. To keep distortion levels low in the output signal, the circuits in this type of converter require high-accuracy analog components.

3.1.1 Oversampling

Consider a signal bandlimited to $0 \leq f < f_0$ sampled at frequency $f_s$. When $f_s$ is greater than the Nyquist frequency $2f_0$, the signal is said to be oversampled by a factor defined as the oversampling ratio (OSR)

$$\text{OSR} = \frac{f_s}{2f_0}. \quad (3.1)$$
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At the sampling frequency $f_s$, all of the quantized signal power in $y_i$ is contained within the frequency band $0 \leq f < f_s/2$. If the quantization error $e$ is modeled as white noise, uncorrelated with the signal $x$, then the spectral density of the sampled noise is evenly distributed over this band, given by

$$E(f) = \sigma_e \sqrt{\frac{2}{f_s}}, \quad 0 \leq f < f_s/2,$$

(3.2)

where $\sigma_e^2$ is the mean-square value of $e$.

By oversampling, the signal-to-noise ratio of the output signal $y$ is reduced through the use of a low-pass filter for frequencies above $f_0$, thereby retaining the entirety of the signal power while limiting the noise power to the portion that falls into the signal band.

$$n_0^2 = \int_0^{f_0} E^2(f) df = \sigma_e^2 \left( \frac{2f_0}{f_s} \right) = \frac{\sigma_e^2}{\text{OSR}}.$$

(3.3)

This result shows that oversampling reduces the in-band noise in proportion to the oversampling ratio. As such, each doubling of the sampling frequency results in an increase of the signal-to-noise ratio of 3 dB.

### 3.1.2 Noise shaping

While simple oversampling does reduce in-band noise, a more efficient use of the increased expense of the higher sampling rate can be obtained through the use of noise shaping. For this, we will now describe the Delta-Sigma modulator, represented by the equivalent circuit shown in Figure 3.2.

The input signal $x_i$ passes first through an integrator, shown in the equivalent circuit as the delay loop. The output of the integrator $w_i$ then feeds to the quantizer, and the quantized output $y_i$ is fed back and subtracted from the input signal. Whereas the output of the conventional analog-to-digital converter constantly tracks the input signal, this feedback forces the average value of the quantized output to track the average input. As these values differ, the error builds up in the integrator and in time will correct itself.

The input-output relation can be shown as follows. The integrator output is given by

$$w_i = x_{i-1} - y_{i-1} + w_{i-1}$$

$$= x_{i-1} - (w_{i-1} + e_{i-1}) + w_{i-1}$$

$$= x_{i-1} - e_{i-1}.$$  \hspace{1cm} (3.4)
This term is then quantized, adding error $e_i$ to give

$$y_i = x_{i-1} + (e_i - e_{i-1}).$$  \hspace{1cm} (3.5)$$

The resultant output contains the original (delayed) signal plus an effective error, which is in this case the first-difference of the quantization error:

$$n_i = e_i - e_{i-1}.$$  \hspace{1cm} (3.6)

Employing the same white noise model for $e$ as before, we can compare the power spectral densities of the $\Delta\Sigma$ and conventional data converters in order to see the noise shaping effect

$$|N(f)|^2 = |E(f)|^2 \left| 1 - e^{-j2\pi f/f_s} \right|^2 = \left( \frac{2\sigma_e^2}{f_s} \right) \frac{4\sin^2 \frac{\pi f}{f_s}}{f_s}.$$  \hspace{1cm} (3.7)

From this expression it can be seen that the noise is suppressed at low frequencies and increased at higher frequencies. This is illustrated in Figure 3-3 for OSR = 8. By applying a low-pass filtering of frequencies above $f_0$ to the output signal $y_i$ (not depicted in Figure 3-2), only the noise to the left of the dashed line will remain.

The resultant in-band noise power for the $\Delta\Sigma$ quantization is

$$n_0^2 = \int_0^{f_0} |N(f)|^2 df = \left( \frac{8\sigma_e^2}{f_s} \right) \int_0^{f_0} \sin^2 \frac{\pi f}{f_s} df = \left( \frac{4\sigma_e^2}{f_s} \right) \left[ f_0 - \frac{f_s}{2\pi} \sin \frac{2\pi f_0}{f_s} \right].$$  \hspace{1cm} (3.8)
For $f_s \gg f_0$, the small angle formula $\sin x \approx x - x^3/6$ applies, giving

$$n_0^2 \approx \frac{4\sigma_e^2}{f_s} \left[ f_0 - f_0 + \frac{1}{6} \frac{f_s}{2\pi} \left( \frac{2\pi f_0}{f_s} \right)^3 \right]$$

$$= \frac{\sigma_e^2 \pi^2}{3} \left( \frac{2\pi f_0}{f_s} \right)^3$$

$$= \frac{\sigma_e^2 \pi^2}{3} (\text{OSR})^{-3}. \quad (3.9)$$

So now, with the $\Delta \Sigma$ modulator, each doubling of the sampling frequency results in a gain of 9 dB—an improvement of 6 dB over when oversampling is used alone without the $\Delta \Sigma$ feedback structure.

### 3.2 $\Delta \Sigma$ Phased Arrays

We now return our attention to the problem of array phase quantization. As mentioned in the beginning of this chapter, for a desired excitation with phase $\phi_n = \angle u_n \in [0, 2\pi)$, the M-bit phase shifters restrict the actual excitations $\hat{u}_n$ to have quantized phase

$$\hat{\phi}_n \in \{0, \Delta \phi_M, 2\Delta \phi_M, \ldots, (2^M - 1)\Delta \phi_M\}, \quad (3.10)$$

where $\Delta \phi_M = 2\pi/2^M$ is the resolution of the phase shifter. Drawing a parallel to the sampling problem discussed in Section 3.1, the problem of array phase quantization is to determine a digital representation of an analog phase input.

While analog-to-digital converters sample a continuous signal in the temporal domain, an array samples a continuous aperture in the spatial domain. For this reason, it is preferable
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Figure 3-4: Equivalent circuit for conventional phase quantization.

to express the spatial sampling rate in terms of the array \textit{density ratio}

\[
R = \frac{1/d}{1/d_0} = \frac{d_0}{d},
\]

(3.11)

where \( d_0 = \lambda/2 \) is the conventional spacing between elements, such that

\[
\frac{1}{d_0} = \frac{2}{\lambda} = \frac{k}{\pi}
\]

(3.12)

is the spatial Nyquist (angular) frequency associated with far-field pattern \( f(k_z) \) over the visible region of space \( |k_z| < k \), as developed in Chapter 2.

In this section, we develop the \( \Delta \Sigma \) phased array first by describing the relationship and mathematical similarities to the \( \Delta \Sigma \) modulator. Later, we will explore the nature of this design directly from an array perspective.

3.2.1 Conventional phase quantization

Conventional phase quantization can be illustrated by the equivalent circuit in Figure 3-4. The similarity to the conventional analog-to-digital converter in Figure 3-1 is clear, with the multiple circuit blocks distinguishing the spatial sampling of the array. The M-bit phase shifter is represented by the phase quantization block, which adds quantization error \( q_n \) to the desired excitation weight \( w_n \) resulting in the phase-quantized output

\[
\hat{w}_n = w_n + q_n.
\]

(3.13)
Instead of the intended beam pattern, the array now has the quantized beam pattern

\[
\hat{f}(k_z) = \sum_{n=0}^{N-1} \hat{w}_n e^{jnk_zd} = \sum_{n=0}^{N-1} w_n e^{jnk_zd} + \sum_{n=0}^{N-1} q_n e^{jnk_zd}.
\] (3.14)

The first term in (3.14) is the desired pattern \(f(k_z)\) and the second term is the pattern distortion or quantization error pattern

\[
f_q(k_z) = \hat{f}(k_z) - f(k_z) = \sum_{n=0}^{N-1} q_n e^{jnk_zd}.
\] (3.15)

**Signal-to-quantization noise ratio**

In Section 3.1, the noise power \(n_0^2\) was used to characterize the effects of oversampling and noise shaping [cf. (3.3) and (3.9)]. For the analysis of the effect of quantization errors on arrays, the related signal-to-quantization-noise ratio (SQNR) will be used as a general measure of the relative pattern distortion

\[
\text{SQNR} = \frac{P_{\text{signal}}}{P_{\text{noise}}}. \quad (3.16)
\]

The signal power \(P_{\text{signal}}\) refers to the power pattern magnitude in the desired scan direction due to the desired array weights,

\[
P_{\text{signal}} = |f(k_z)|^2 = \left(\sum_{n=0}^{N-1} |w_n|\right)^2, \quad (3.17)
\]

while the noise power \(P_{\text{noise}}\) is the average noise power distributed throughout the visible region due to the quantization errors in the array weights

\[
P_{\text{noise}} = \frac{1}{2k} \int_{-k}^{k} |f_q(k_z)|^2 dk_z. \quad (3.18)
\]

Although the value of \(P_{\text{noise}}\) will be a deterministic function of the specific array weights and the particular quantization levels, a more general interpretation of the noise power considers the expected value over some distribution of weights. In that sense, a white noise model for the quantization errors can be used, as was done for the analog-to-digital converter analysis. It is convenient to normalize the array weights such that the signal power remains fixed at \(P_{\text{signal}} = 1\), such that \(\text{SQNR} = 1/P_{\text{noise}}\) and the quantization error model may be expressed as

\[
E[q_n q_m] = \sigma_q^2 \delta_{mn}, \quad (3.19)
\]

where \(\sigma_q^2/N^2\) is the average noise at the individual elements (fixing \(P_{\text{signal}}\)), and where

\[
\delta_{mn} \triangleq \begin{cases} 
1 & m = n \\
0 & \text{otherwise}. 
\end{cases} \quad (3.20)
\]
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Using (3.15) in (3.18) and taking the expected value we obtain the following:

\[
P_{\text{noise}} = E \left[ \frac{1}{2k} \int_{-k}^{k} \left| \sum_{n=0}^{N-1} q_n e^{jnkd} \right|^2 dk_z \right]
\]

\[
= \frac{1}{2k} \int_{-k}^{k} \sum_{n=0}^{N-1} \sigma_q^2 \frac{N^2}{N} dk_z
\]

\[
= \frac{\sigma_q^2}{N}.
\]  

The noise power decreases linearly with \( N \), a natural consequence of the averaging effect when the same amount of power is distributed over an increasing number of elements and the quantization terms combine incoherently in the far-field. For a fixed aperture length, \( N = N_0 R \), where \( N_0 \) is the number of elements with uniform spacing \( d_0 \). Thus the SQNR can be written as

\[
\text{SQNR} = \frac{N_0 R}{\sigma_q^2}.
\]  

The process of obtaining the result in (3.22) closely follows the analysis of the conventional analog-to-digital converter, with the similar conclusion that a doubling of the density ratio \( R \) yields a 3 dB improvement in the SQNR. However, a notable distinction in this case is that rather than necessitating a low-pass filtering of the noise spectrum above the signal band, this filtering occurs naturally as the close element spacing pushes a portion of the quantization noise pattern outside of the visible region while leaving \( P_{\text{signal}} \) unchanged.

3.2.2 ΔΣ phase quantization

As we saw with the data converters, it is possible to improve the efficacy of spatial oversampling through the use of noise shaping. The ΔΣ array phase quantization technique is analogous to the ΔΣ modulation described in Section 3.1.2. In this case, the purpose is to shape the quantization noise pattern to higher values of \( |k_z| \) by implementing the phase quantization as shown by the equivalent circuit in Figure 3-5.

In this implementation, the feedback loop is represented by the difference between the input to the quantizer and its output. This difference is added to the quantizer input at the next element, achieving the effect of the integrator in the ΔΣ modulator. As before, the average value of the quantized output tracks the average input, and any persistent difference between these values accumulates in the feed forward path and eventually corrects itself. The input-output relation between the desired weight and the ΔΣ quantized weight is

\[
\hat{w}_n = Q[w_n - q_{n-1}] = w_n - (q_n - q_{n-1}).
\]  

This result is mathematically equivalent to (3.5), the only exception being the one-step delay in the ΔΣ modulator implementation.
With the $\Delta\Sigma$ excitations, the quantization error pattern is given by

$$f_q(k_z) = \sum_{n=0}^{N-1} (q_n - q_{n-1}) e^{j nk_z d}$$
$$= \sum_{n=0}^{N-1} q_n e^{j nk_z d} - \sum_{n' = -1}^{N-2} q_{n'} e^{j(n'+1)k_z d}$$
$$= (1 - e^{j k_z d}) \sum_{n=0}^{N-2} q_n e^{j nk_z d} + q_{N-1} e^{j(N-1)k_z d}.$$  \hfill (3.24)

Here we see our first divergence from the $\Delta\Sigma$ modulator development: the finite aperture length of the array makes it such that only the first $N - 1$ elements make appropriate use of the $\Delta\Sigma$ excitations, as the final element has no following element to which the error term is fed.

**SQNR in $\Delta\Sigma$ arrays**

The SQNR for the $\Delta\Sigma$ array can be analyzed using the framework developed in Section 3.2.2 by replacing the quantization error pattern in (3.21) with (3.24). To begin, we can ignore the finite aperture effect and assume that the summation in (3.24) is taken over all
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\[ P_{\text{noise}} = E \left[ \frac{1}{2k} \int_{-k}^{k} \left| 1 - e^{ikz} \right|^2 \sum_{n=0}^{N-1} q_n e^{jnkz} \right] \]

\[ = \frac{1}{2k} \int_{-k}^{k} \left( 4 \sin^2 \frac{kz}{2} \right) \sum_{n=0}^{N-1} \frac{\sigma_q^2}{N^2} dk_z \]

\[ = \frac{2\sigma_q^2}{N} \frac{1}{2k} \int_{-k}^{k} (1 - \cos k_z d) dk_z \]

\[ = \frac{2\sigma_q^2}{N} \left[ 1 - \frac{1}{kd} \sin kd \right]. \quad (3.25) \]

For \( d \ll \pi/k \), we use the small angle approximation for the sine term to obtain

\[ P_{\text{noise}} \approx \frac{2\sigma_q^2}{N} \left[ 1 - \frac{1}{kd} \left( kd - \frac{1}{6} (kd)^3 \right) \right] = \frac{\sigma_q^2}{N} \frac{k^2 d^2}{3}. \quad (3.26) \]

The first term in this result \( \sigma_q^2/N \) is the noise power for the conventional phase quantization.

The second term is proportional to \( R^{-2} \) since \( d = d_0/R \), and we see that as with the \( \Delta\Sigma \) modulator, the noise shaping reduces the noise by an extra 6 dB with each doubling of the array density, in addition to the 3 dB improvement due to the averaging effect.

We can include the finite array effect directly by scaling the above result by a factor of \( (N-1)/N \) to account for the fraction of the total power that goes to the final element, which adds an additional \( \sigma_q^2/N^2 \) to the final expression

\[ P_{\text{noise}} = \frac{N-1}{N} \frac{\sigma_q^2 \pi^2}{3N_0} R^{-3} + \frac{\sigma_q^2}{N_0^2} R^{-2}, \quad (3.27) \]

where \( k = \pi/d_0 \) was substituted to highlight the similarity to (3.9). In principle, as \( R \) grows very large, the effect of the \( \Delta\Sigma \) cancellations will continue to eliminate the noise due to the rest of the array to the point that the noise caused by this single element becomes the dominant source of quantization noise. However, in nearly all practical settings this edge contribution will be negligible. As an example, for an array of length \( L = 2\lambda \) \( (N_0 = 4) \), a density ratio of \( R = 12.9 \) is required for the two terms in (3.27) to be comparable in magnitude.

3.3 Delta-Sigma Implementation

When designating the complex array weights, a beam-steering computer (BSC) computes the desired weights and sends a control signal to the phase shifters indicating which of the \( 2^M \) quantized phase shifts to apply to the incoming or outgoing signal. This may be performed in an analog sense, where the the steering signal takes any value—not necessarily confined to the same discrete set as the phase shifter—and the phase shifter applies the closest possible shift. Alternatively, the computer can communicate directly to the phase shifter using an \( M \)-bit message corresponding to which of the quantized shifts is to be applied.

The \( \Delta\Sigma \) array uses 2-bit phase shifters and a uniform amplitude \( \hat{a} \) for the weight of each
array element, and as such these weights take one of only four possible values:

\[ \hat{w}_n = Q[w_n - q_{n-1}] \in \left\{ \frac{\hat{a}}{\sqrt{2}}(1 + j), \frac{\hat{a}}{\sqrt{2}}(1 - j), \frac{\hat{a}}{\sqrt{2}}(-1 - j), \frac{\hat{a}}{\sqrt{2}}(-1 + j) \right\} \]  

(3.28)

One benefit of this architecture is that it allows the bulk of the operational complexity to be performed digitally. The BSC determines the \( \Delta \Sigma \) weights according to the following simple algorithm.

```
function weights_ds = quantize_delta_sigma(weights, amplitude)
weights_ds = zeros(size(weights));
q_ds = zeros(size(weights));
weights_ds(1,:) = amplitude * quantize2bits(weights(1,:));
q_ds(1,:) = weights_ds(1,:) - weights(1,:);
for nn = 2:length(weights(1,:))
    weights_ds(nn,:) = amplitude * quantize2bits(weights(nn,:)) - q_ds(nn-1,:);
    q_ds(nn,:) = weights_ds(nn,:) - weights(nn,:) + q_ds(nn-1,:);
end

function output = quantize2bits(input)
output = (sign(real(input)) + 1j * sign(imag(input)))/sqrt(2);
```

Last, we need to determine how to set \( \hat{a} \) relative to the magnitude of the desired weights \( a_n = |w_n| \). This same issue arises in determining the quantization levels in the \( \Delta \Sigma \) ADC. There is no known “best” solution in terms of optimizing the output SQNR for a given input, yet there is an answer to the problem of ensuring stability. For the case of 1-bit \( \Delta \Sigma \) quantization of a real-valued bounded input signal \( |x[n]| < \hat{a} \) for all \( n \), output stability is guaranteed for quantized output levels \( y[n] = \pm \hat{b} \) when \( \hat{b} \geq 2\hat{a} [11] \).

In the case of the \( \Delta \Sigma \) array, we have the additional consideration of the array efficiency, as described in Section 2.3. From (2.7), the power sent to each element is proportional to \( |w_n|^2 \). Considering the case \( a_n = \hat{a} \) for all \( n \), if we choose to follow the stability guarantee—for both real and imaginary components—we have \( \hat{a} = 2\sqrt{2}a \), and as a result it would take 8 times the power to obtain approximately the same pattern. Fortunately, the stability guarantee requirement is overly strict in nearly all cases. Further, the digital implementation of the \( \Delta \Sigma \) weights allows the BSC to determine an appropriate value of \( \hat{a} \) and can adjust when necessary to avoid any unbounded situations.

The value of \( \hat{a} \) plays a role beyond ensuring stability. It also affects how closely the quantization errors hold to the white noise model given by (3.19). This can be illustrated with an example to show how the SQNR dependence on the density ratio also depends on \( \hat{a} \). Using numerical simulations, exact values of \( P_{\text{noise}} \) were determined over a range of density ratios for the case of a length \( L = 20\lambda \) linear array of ideal isotropic elements, designed to scan uniformly throughout real space with uniform amplitude weighting for all elements. At each value of \( R \) the desired array weights were normalized to fix the peak signal at \( P_{\text{signal}} = 1 \),

\[ a_n = \frac{1}{N} = \frac{1}{40R}. \]  

(3.29)
For the case of uniform amplitude weighting, we can express the relative amplitude of the \( \Delta \Sigma \) weights as
\[
\gamma = \frac{\hat{a}}{a},
\]
so that the incident power to the array is simply \( \gamma^2 \) times greater for the \( \Delta \Sigma \) weights than for the desired weights. For this example, we use \( \gamma = 1.26 \). The noise power was calculated directly from (3.18) by averaging the noise power over the visible region at a given scan angle, then evaluating the mean value over 500 scan angles. In addition, the predicted value of \( P_{\text{noise}} \) from (3.27) was calculated from the resultant sample values of \( \sigma_q^2 \) for each \( R \). With the array weights properly normalized, these results were inverted, yielding the simulated and predicted SQNR at each \( R \), as depicted in Figure 3-6, which shows close agreement between the two curves. However, if we compare the SQNR at \( R = 2 \) to \( R = 4 \), we see an improvement of 6 dB, 3 dB less than our analysis predicted would be associated with a doubling of the array density. From \( R = 4 \) to \( R = 8 \), we see even less of an increase, indicating the likely culprit is not the small angle approximation used to obtain the \( R^{-3} \) dependence. The actual cause is due to the sample value of \( \sigma_q^2 \) evaluated within the simulations, which happens to be increasing with \( R \)—in disagreement with the assumption that \( w_n \) and \( q_n \) are independent. We will return to this discussion in Chapter 4.

3.4 Phase Errors

In addition to the effects of quantization, a number of other factors can cause pattern distortions. These include errors in the amplitudes and phases of the array weights, positioning and orientation errors, element pattern variations, and inoperative or missing elements. To a certain degree, it is possible to compensate for systematic errors through careful calibration. Even so, the presence of some level of random errors is unavoidable. Such errors can lead to decreased directivity, increased sidelobe levels, and shifts in the main beam location from the desired scan angle [39].

A statistical analysis of these errors and their effects may be found in most standard
texts concerning arrays (e.g., [23, 40, 41]). In this section we limit our attention to random phase errors in order to facilitate a practical comparison of the quantization noise in ∆Σ and conventionally quantized phased arrays.

The issue of phase errors becomes increasingly important at higher frequencies as the effect of mild changes in the signal path lengths can result in significant changes in the phase. As phase errors increase, the utility of high-resolution phase shifters lessens. For some perspective, consider the 5-bit phase shifter with phase resolution of $2\pi/2^5$ radians ($11.25^\circ$). At a frequency of $f = 100$ GHz, a change in the feed path of slightly less than 0.1 mm yields a phase error equal to the resolution of this phase shifter.

The difficulties beyond the issue of phase quantization in ensuring accurate phase control at high frequencies have important implications to the ∆Σ array design. Namely, the ∆Σ array is more suited to deal with such errors for two reasons. First, the performance of the array is inherently less dependent on accurate phase control; and second, the pattern distortion due to these phase errors naturally decreases for dense arrays as a result of the averaging effect.

By adding random gaussian phase errors to the SQNR simulations performed in the previous section, a comparison can be made between the conventional and ∆Σ arrays, yielding the results shown in Figure 3-7.

### 3.5 Array Theory Perspective

Our development thus far has built upon the mathematical similarities between the notions of sampling in the temporal and spatial domains. Alternatively, it is illustrative to examine this design directly from the principles of antenna array theory. To understand the mechanism by which the ∆Σ array reduces pattern distortion, we consider a simple two-element array with opposing excitation weights $w_0 = 1$ and $w_1 = -1$. From (2.1), the beam pattern is

$$f(k_z) = 1 - e^{jk_zd},$$

and the associated power pattern

$$P(k_z) = 4\sin^2\left(k_zd/2\right)$$

vanishes at $k_z = 0$, increasing monotonically to peak values at $k_z = \pm\pi/d$. For standard spacing $d = d_0 = \lambda/2$, this places the peaks at the edges of the visible region $V$. The power pattern of (3.32) is shown for $d = d_0$, $d_0/2$, and $d_0/4$ in Figure 3-8. As the spacing is decreased, the peaks are steered outside of $V$, while at the same time flattening the pattern inside. In the limit as $d \to 0$, the array becomes increasingly similar to a single antenna with a weighting of zero and $P(k_z)$ becomes vanishingly small. In the ∆Σ array, the original array weights in (3.23) behave as intended, but the quantization errors combined with the purposely subtracted terms at the neighboring elements behave like this two-element array, and their contributions to the array pattern throughout real space diminishes as the spacing between elements is decreased.

The relation of the ∆Σ array to the two-element array patterns can be seen in the example patterns shown in Figure 3-9. In each plot, the desired and ∆Σ quantized patterns are shown for scan direction $k_z0 = k/2$. Comparing the two patterns for the case of $R = 1$, we can see that the distortion falls under an envelope that increases away from the origin throughout the visible region in a manner consistent with the behavior of the $\lambda/2$ spaced
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Figure 3-7: Comparison of effects of random phase errors with standard deviation $\sigma_\phi$ radians on SQNR for (a) conventional quantization and (b) $\Delta \Sigma$ quantization.
pattern of Figure 3-8. Similarly, the behavior of the ∆Σ array continues to accord with the general behavior of the two-element array as the spacing is decreased.

Comparing (3.31) with the first additive term in (3.24), we can interpret the quantization error pattern as the array pattern corresponding to array weights given by \{q_n\}—with the isotropic elements replaced by elements having patterns given by (3.31). As such, the ∆Σ error passing scheme shown in Figure 3-10 can be visualized in terms of the pattern associated with the ∆Σ kernel, composed of the two opposite excitations seen in Figure 3-11. This perspective will be useful in the following section.

### 3.6 Delta-Sigma Planar Arrays

Extensions of the ∆Σ quantization technique to planar arrays may be grouped roughly into two categories of design approaches. The simpler approach is to design the two-dimensional array such that elements are spaced closely along a single dimension in order to exploit the ∆Σ cancellation of the quantization errors, thus allowing for standard element spacing along the other dimension. A more interesting approach can be applied to arrays of elements that may be closely spaced along both dimensions. As an example, consider an electrically small patch antenna with an impedance match to account for the non-resonant element size. In contrast to the 1-D ∆Σ scheme, where the quantization error imposed at each element is subtracted in whole at the input of the neighboring element, a 2-D scheme may be employed that subtracts a fraction of the quantization error along each dimension. In this case, the 2-D counterpart to Figure 3-10 is illustrated in Figure 3-12, which shows the quantization error for each element being passed to the right by a factor α and being passed upward by a factor β, where \(\alpha + \beta = 1\), and the ∆Σ quantized excitation is given by

\[
\hat{w}_{m,n} = Q[w_{m,n} - \alpha q_{m-1,n} - \beta q_{m,n-1}] = w_{m,n} - \alpha q_{m-1,n} - \beta q_{m,n-1} + q_{m,n}.
\]  

(3.33)

For a planar rectangular array with excitation weight \(w_{mn}\) applied to the element at
Figure 3-9: Power patterns $P(k_z)$ (ideal weights) and $\hat{P}(k_z)$ ($\Delta\Sigma$ weights) for arrays of length $L = 20\lambda$ scanned to $k_0 = 0.045k$ for density factors (a) $R = 1$ (b) $R = 2$ and (c) $R = 4$. 
where \( k_x = k \sin \theta \cos \phi \) and \( k_y = k \sin \theta \sin \phi \) denote the direction over the half-sphere given by \( k_x^2 + k_y^2 \leq k^2 \). Using the error terms from (3.33), the quantization error pattern associated with Figure 3-12 is

\[
f_q(k_x, k_y) = \sum_{n,m} (q_{m,n} - \alpha q_{m-1,n} - \beta q_{m,n-1}) e^{j (mk_x + nk_y) d}.
\]  

(3.35)

Ignoring edge effects in this analysis, the above can be manipulated to obtain the following form

\[
f_q(k_x, k_y) = \left(1 - \alpha e^{j k_x d} - \beta e^{j k_y d}\right) \sum_{n,m} q_{m,n} e^{j (mk_x + nk_y) d}.
\]  

(3.36)

As with the linear array, this expression can be used to find the expected value of \( P_{\text{noise}} \) by integrating \( E \left[ |f_q(k_x, k_y)|^2 \right] \) over the half-sphere. Like before, the result will be determined by the terms preceding the summation, which represents the equivalent kernel pattern associated with the \( \Delta \Sigma \) scheme in Figure 3-12. By symmetry, the resultant noise power will be minimized for \( \alpha = \beta = 1/2 \), in which case the \( \Delta \Sigma \) kernel is as shown in Figure 3-13, with the kernel power pattern shown for a density ratio of \( R = 4 \) \((d = \lambda/8)\) as seen in Figure 3-14. Compared to the linear array kernel pattern given by the \( d = \lambda/8 \) curve in Figure 3-8, which has peak value in visible space of \( P(k_z = k) = 0.59 \), the peak value for this 2-D result is reduced by a factor of approximately 1/2. This result is intuitive, as this passing scheme separates the error into orthogonal element pairs, which can be seen by considering the “+1” element of the 2-D kernel as the superposition of two “+1/2” excitations, each
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Figure 3-12: 2-D error passing.
Figure 3-13: 2-D error kernel associated with Figure 3-12.

with opposing terms along distinct axes.

In Figure 3-14, the noise shaping is notably more effective on the symmetry axis given by $k_x = k_y$ than for $k_x = -k_y$. This behavior is to be expected from the underlying kernel geometry, and suggests the possibility of other, perhaps more optimal $\Delta\Sigma$ error passing techniques. One such alternative is shown in Figure 3-15. In this passing scheme, the error is subtracted equally to both the upward and right side neighbor, and then added to the the element diagonally across in order to compensate for the extra subtracted term, resulting in a symmetric $\Delta\Sigma$ kernel. The kernel power pattern in this case is shown in Figure 3-16 for $R = 4$.

The relative noise power (normalized by $\sigma_q^2$ and the total number of elements $MN$) for both 2-D $\Delta\Sigma$ kernels is shown in Figure 3-17. At very small density ratios, the advantage of separating the quantization error into orthogonal terms results in better noise power performance for the first $\Delta\Sigma$ kernel type, evidenced by the 3 dB difference between the curves at $R = 1$. However, the symmetrical second type quickly outperforms the first, with the noise power decreasing with $R^4$ as opposed to $R^2$ in the first case.
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Figure 3-14: 2-D $\Delta \Sigma$ kernel pattern for $R = 4$.

Figure 3-15: Alternative symmetric 2-D error kernel.
Figure 3-16: Alternative 2-D ΔΣ kernel pattern for $R = 4$. 
Figure 3-17: Relative noise power for both 2-D $\Delta\Sigma$ kernels.
Chapter 4

Mutual Coupling Effects

In the design of a dense array, the close proximity of the elements makes it particularly important to understand and account for the effects of mutual coupling. The results presented in Chapter 3 were determined based on the forced excitation model. We now will consider the more realistic free excitation model and determine whether the $\Delta \Sigma$ array continues to perform as desired. Our treatment in this chapter first examines the effect of mutual coupling on the $\Delta \Sigma$ array pattern. Following the analysis approach described in Chapter 2, we will initially consider the infinite array case and treat the edge effects due to finite array lengths separately. In the latter portion of this chapter, we turn our attention to the $\Delta \Sigma$ array efficiency performance and the ability to design an effective impedance matching network. To this end, we use the narrowband perspective to provide a detailed description of the mechanisms that affect the $\Delta \Sigma$ array efficiency and then continue with a demonstration of the wideband performance benefits over conventional array designs.

4.1 Mutual Coupling in Dense Arrays

Recall from (2.4) that under the free excitation model, the beam pattern of the infinite array can be decoupled into the product of the corresponding forced excitation pattern $f(k_z)$ and the coupling pattern $f_c(k_z)$, which is an inherent property of the array, independent of the particular excitations. Consequently, the $\Delta \Sigma$ beam pattern in any direction $\hat{f}^{MC}(k_z)$ may be thought of as the $\Delta \Sigma$ beam pattern analyzed in Section 3.2.2 multiplied by a proportionality constant given by the coupling pattern. From this viewpoint, the interactions among the array elements—regardless of spacing—should have a problematic effect only if $f_c(k_z)$ generally tends to be of greater magnitude in the regions of real space for which the $\Delta \Sigma$ pattern distortions are the most extreme, that is, towards larger values of $|k_z|$. Further, the likelihood of this being the case may be addressed intuitively by considering the forced excitation idealization as a special case of the free excitation model with coupling coefficients $c_p = \delta_{p,0}$, corresponding to $f_c(k_z) = 1$. More generally, we expect $c_p$ to decay smoothly with $|p|$. Based on a standard result from Fourier analysis [42], this more gradual decay of the coupling coefficients implies that $f_c(k_z)$ should decrease away from the origin, unlike the “flat” coupling pattern associated with forced excitation model. This observation suggests that mutual coupling has the effect of actually suppressing the most troublesome pattern distortions located near the extents of the visible region.

To simulate the effects of mutual coupling, the model given by Wasylkiwskyj et al. [43] for the mutual impedance of two thin-wire dipole antennas was used. In this model, the
system impedance is normalized such that $Z_0 = 1$ and the impedance matrix entries are given by

$$Z_{mn} = \begin{cases} 
1 & m = n \\
H_0^{(2)}(kd|m-n|) & m \neq n 
\end{cases}$$

where $H_0^{(2)}(\cdot)$ is the zeroth-order Hankel function of the second kind. While the analysis in [43] is specific to the case of two isolated thin-wire dipoles, the results apply rather directly to our array setup. Indeed, the presence in the array environment of the additional open-circuited dipoles in the determination of the impedance matrix elements has negligible effect as the two separated dipole halves are far from resonant and appear relatively transparent to the electromagnetic fields.

Using (4.1), the coupling matrix $C$ was determined for the array of length $L = 20\lambda$ with density ratio $R = 4$. For an array of this size, the entries of the coupling matrix corresponding to an element near the center of the array are nearly identical to the non-trivial coupling coefficients $\{c_p\}$ of an infinite array element. The magnitudes of these values $|c_p|$ are shown in Figure 4-1a versus the element separation index $p$. The associated coupling pattern $f_c(k_z)$ is shown in Figure 4-1b, in which we see the expected decrease away from the origin, with particularly sharp drop-offs beyond $|k_z/k| = 0.9$.

To illustrate the overall effect of mutual coupling, the pattern calculations performed to create Figure 3-9 were repeated based on the free excitation model using (2.3) with coupling matrix entries determined by (4.1). The quantization error patterns for both the forced and free excitation models, $f_q(k_z)$ and $f_{MC}^q(k_z)$, are shown in Figure 4-2 for $R = 1, 2,$ and $4$. In each of the three cases, the distortion near the edges of the visible region, where $\Delta\Sigma$ noise shaping alone is least effective, is decreased when the calculation accounts for mutual coupling, as implied by Figure 4-1b.

While the infinite array analysis explains the effect of mutual coupling near the edges of visible space, the slight increase in the pattern distortion near the origin seen in the case of $R = 4$, for example, is not accounted for by this approach, as the infinite array analysis predicts no modification along this direction. From this observation, we may surmise that edge effects have slightly greater significance due to mutual coupling. This result is unsurprising since in the case of the finite array, the embedded element patterns in actuality exhibit more variations for the elements near the array edges. As a result, the opposing $\Delta\Sigma$ quantization errors do not cancel quite as effectively as elements with identical embedded patterns. However, these effects appear to be relatively benign, appearing only when the pattern distortion is decreased to about 30 dB below the main lobe level.

When the SQNR calculations used to generate Figure 3-6 are repeated for the free excitation model, the results are as shown in Figure 4-3. The simulated results for the forced excitation model are also shown to illustrate that the effects of coupling add only a small amount of additional error, consistent with the above discussion.

### 4.2 Narrowband Efficiency

The power efficiency of the $\Delta\Sigma$ array is affected by both the increased array density and the unique nature of the $\Delta\Sigma$ excitations. We begin with a description of a simple yet effective approach for maintaining acceptable array efficiencies for general dense scanning arrays, and then apply this concept specifically to the $\Delta\Sigma$ array.
Figure 4.1: (a) Magnitude of the coupling coefficients $\{c_p\}$ for a central element in an array of length $L = 20\lambda$, with $R = 4$. (b) Power pattern response $P_c(k_z) = |f_c(k_z)|^2$ for an array excited by the coupling coefficients.
Figure 4.2: Quantization error (power) patterns for the ∆Σ array of length $L = 20\lambda$ using both the forced and free excitation models with density ratios (a) $R = 1$ (b) $R = 2$ and (c) $R = 4$. 
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![Graph showing SQNR versus density ratio R for ∆Σ arrays based on the forced and free excitation models. L = 20λ.](image)

**Impedance Matching for Dense Arrays**

Impedance mismatch losses can be reduced by placing a matching network between the source and the array. For a single antenna, a perfect match may be obtained by using a series reactance and a quarter-wavelength of transmission line to match the imaginary and real parts of the antenna impedance, respectively, to the source impedance. With a phased array, the presence of mutual coupling makes matching much more complicated, necessitating the use of complex matching networks to avoid efficiency losses. Examples include the use of dynamically varying components that modify the network characteristics for every set of array excitations or a web of interconnections between the array elements.

A far more practical alternative is based on the notion of *scan impedance*, defined as the effective impedance (sometimes referred to as the active impedance) of each element when scanned to a particular direction $k_0$ \[41\]

$$Z_{n,\text{scan}}(k_0) = \frac{V_n(k_0)}{I_n(k_0)}. \quad (4.2)$$

For the particular set of excitations corresponding to scan angle $k_0$, it follows that $V(k_0) = Z_i(k_0) = Z_{\text{scan}}(k_0)I(k_0)$, where $Z_{\text{scan}}(k_0)$ is a diagonal matrix with entries given by \[42\]. Because of this, the scattering matrix at this scan angle can also be replaced by substituting $Z$ with $Z_{\text{scan}}(k_0)$ such that

$$S_{\text{scan}}(k_0) = (Z_{\text{scan}}(k_0) - Z_0I) (Z_{\text{scan}}(k_0) + Z_0I)^{-1}. \quad (4.3)$$

Since for each scan angle the matrix in \[43\] is diagonal, it may be decoupled into $N$ scalar equations of the form

$$\Gamma_{n,\text{scan}}(k_0) = \frac{Z_{n,\text{scan}}(k_0) - Z_0}{Z_{n,\text{scan}}(k_0) + Z_0}, \quad (4.4)$$

with the *scan reflection coefficient* $\Gamma_{n,\text{scan}}(k_0)$ for element $n$ (at scan angle $k_0$) corresponding to the $n$th diagonal entry of $S_{\text{scan}}(k_0)$. This term captures the effective ratio of the signal
returned back along the feed line to the original signal \( w_n \). Because the scan reflection coefficient is a function of \( Z_{\text{scan}}(k_{z0}) \), which includes the effects of coupling for all \( N \) array elements, this reflection is in reality a superposition of both the incident signal at the element as well as the coupled signals from the other \( N - 1 \) elements. As such, (2.8) can be expressed as the array scan efficiency

\[
\eta_{\text{scan}}(k_{z0}) = 1 - \frac{\|S_{\text{scan}}(k_{z0})w(k_{z0})\|^2}{\|w(k_{z0})\|^2}.
\]

Using the scalar equivalent for the element impedance in (4.2), it is possible to match each element such that \( Z_{\text{scan}}^0 = Z_0 \) in the same way one would match a single antenna. However, since this scan impedance is only valid at \( k_{z0} \), when the beam is scanned to any other angle, the change in scan impedance results in a loss of efficiency. As element spacing decreases, it is to be expected that mutual coupling effects become more prevalent, yet these effects are not necessarily disadvantageous to the power efficiency. In fact, as the array scans from one direction to another, the incremental phase change between neighboring elements is inversely proportional to their spacing, and thus we can expect the scan impedance to be less sensitive to changes in the scan direction. This motivates the use of scan impedance matching, in which the array is matched to the scan impedance in one specified direction. This sub-optimal matching technique is applied with the expectation that the scan impedance does not vary greatly over the entire range of potential scan angles. Based on the above observation, this implies that this very simple approach is particularly well suited for use with dense arrays.

To develop the idea, the scan impedance matching approach was applied to an array of length \( L = 20\lambda \) using the impedance matrix values obtained from (4.1) for several density ratios. The scan impedances of the unmatched array elements were calculated using (4.2) for the broadside scan direction of the array, \( k_{z0} = 0 \), and an individual matching network consisting of a series reactance and a quarter-wave transmission line was applied at each element to match these impedances to the normalized system impedance \( Z_0 = 1 \). The resulting average matched scan impedances are shown in Figure 4-4 for both a standard \((R = 1)\) and dense \((R = 2)\) array. At \( k_{z0} = 0 \), both arrays have scan impedances with real parts equal to the system impedance \( Z_0 \) and zero imaginary parts, corresponding to a perfect match. However, away from broadside, the standard array scan impedance exhibits a greater sensitivity to changes in scan angle than seen for the dense array, as expected.

### Efficiency Effects Due to \( \Delta \Sigma \) Weights

In addition to the effect of the increased element density on the power efficiency, we must consider the effect of using the \( \Delta \Sigma \) weights instead of the ideal array weights. In particular, we characterize the fractional reduction of the \( \Delta \Sigma \) array efficiency \( \hat{\eta} \) from the efficiency \( \eta \) of the equivalent array excited by ideal (unquantized) weights

\[
\rho = \frac{\eta}{\hat{\eta}}.
\]

Consider an array with the matching network in place, some set of ideal weights \( \{w_n\} \) with associated \( \Delta \Sigma \) weights \( \{\hat{w}_n\} \), and assume that the array is sufficiently dense such that
Figure 4.4: (a) Real part and (b) imaginary part of the average scan impedance of elements in an array of length $L = 20\lambda$, for density ratios $R = 1$ and $R = 2$. Calculations include scan impedance matching network designed for perfect match to $Z_0 = 1$ at $k_{z0} = 0$. 
the beam patterns are nearly identical. Since the total power radiated is proportional to the power pattern integrated over real space, it follows that $P_{\text{rad}} \approx P_{\text{rad}}$. To obtain similar patterns, the ratio of the magnitudes of the $\Delta \Sigma$ weights to those of the ideal weights, $\gamma = \hat{a}/a$, must be greater than unity in order to steer the pattern distortions into imaginary space. Therefore, from (2.7) it follows that $P_{\text{inc}}^\Delta > P_{\text{inc}}$. Using the definition of the power efficiency in (2.5), we can estimate the efficiency loss in the case of low pattern noise as

$$p_{\text{est}} = \frac{\hat{a}^2}{a^2} = \gamma^2 > 1. \quad (4.7)$$

Put simply, the $\Delta \Sigma$ excitations as expressed in (3.23) radiate the same amount of power as in the case of the ideal excitations due to the $w_n$ terms, while the quantization terms $q_n$ radiate zero power once their beam pattern contributions are effectively steered from real space. Hence, we can expect the efficiency of the $\Delta \Sigma$ array to be less than that of an identical array excited with ideal weights. The exact amount depends on the choice of $\gamma$, which as we will discuss shortly, also plays a role in how quickly the $\Delta \Sigma$ pattern converges to the desired pattern.

For example, in the patterns and SQNR results presented thus far, the $\Delta \Sigma$ weights were determined by setting $\gamma = 1.26$. When the quantization noise is relatively small, such as in Figure 3-9(c), the power radiated using both the ideal and $\Delta \Sigma$ weights is nearly identical, while the total power incident on the array is a factor of $\gamma^2 \approx 1.59$ greater in the $\Delta \Sigma$ case.

Eq. (4.7) implies we should expect to see a reduction in the $\Delta \Sigma$ power efficiency of $\gamma^2$, corresponding to a 2 dB power efficiency loss. Exact efficiency results calculated for $R = 4$ are shown as a function of scan angle for both the ideal and the $\Delta \Sigma$ weights in Figure 4-5. These results were calculated directly from (2.8) with a scan impedance match network tuned to a perfect match for the ideal weights at $k_{z0} = 0$. We first note from the ideal excitation results that the scan impedance matching works quite well for the dense array, with nearly negligible efficiency losses for scan angles throughout the region $|k_{z0}| \leq 0.5k$ (corresponding to $\pm 60^\circ$ from the array broadside). Further, the predicted power efficiency reduction of 2 dB shows a very good agreement with the $\Delta \Sigma$ array results. The fluctuations seen in the $\Delta \Sigma$ results are due to varying levels of pattern noise for different scan angles, which affect the assumption that the radiated power is equal to that of the ideal weights. Similar calculations for increased density ratios had less variations, since the quantization noise was lower throughout the visible region.

Inclusion of a matching network has the additional effect of altering the coupling matrix $C$ relating the free excitations to the currents across the terminals of the array elements. As such, it is necessary to revisit the SQNR performance of the $\Delta \Sigma$ array to reflect these changes. Analysis of the combined network (see 4.A for a detailed derivation) yields the matched coupling matrix

$$C_M = -j \left( Z_t + Z_0Z_t^{-1}(Z - jX_s) \right)^{-1}, \quad (4.8)$$

where $Z_t$ is a diagonal matrix containing the characteristic impedances of the quarter-wave transmission lines used to match the real part of the element impedances and $X_s$ is a diagonal matrix containing the reactances of the components used to match the imaginary part of the element impedances.

When the matched coupling matrix is used in place of the original coupling matrix in the SQNR calculations, the results are as shown in Figure 4-6. Interestingly, the matching
network appears to have the added benefit of improving the ability of the $\Delta \Sigma$ array to produce desired beam patterns. Closer inspection of the embedded element patterns with and without the matching network verifies that the matched array embedded element patterns show considerably less variation near the edge of the array than in the unmatched case. This observation supports the earlier conjecture that such variations were responsible for the slight decrease in the SQNR for the unmatched free excitations seen in Figure 4-3.

Based on (4.7), it may be tempting to select an arbitrarily low value for $\gamma$ in order to minimize efficiency losses. However, since this estimate is obtained by assuming that $\hat{P}_{rad} = P_{rad}$, it is necessary to determine the array efficiencies directly from (2.8) to obtain the exact dependence of $\rho$ on the choice of $\gamma$. Exact values of $\rho$ were calculated for different density ratios $R$ with the value of $\gamma$ varying from 1 to $\sqrt{2}$ (0 to 3 dB estimated power efficiency loss). Figure 4-7 shows the resulting nominal value of $\rho$, averaged over uniformly distributed scan angles, over the range of $\gamma$. These results demonstrate that as $\gamma$ approaches unity, the exact efficiency loss values are quite different that the estimated loss found using (4.7). This indicates not only that the efficiency loss cannot be made arbitrarily small, but also that small values of $\gamma$ result in greater pattern distortion, thereby affecting the SQNR as well as $\rho$.

The results in Figure 4-7 also demonstrate that the relationship between the $\Delta \Sigma$ array efficiency and $\gamma$ depends on the particular value of $R$. Specifically, the value of $\gamma$ at which each curve intersects with the estimated result increases with $R$, implying that it may be necessary to accept additional efficiency loss to obtain the maximum achievable SQNR as the density ratio of the $\Delta \Sigma$ array is increased. This interpretation is verified by the results shown in Figure 4-8, in which the SQNR for the $L = 20\lambda$ array is plotted against the efficiency loss $\rho$ as $\gamma$ is varied over the same range as in Figure 4-7 for a number of density ratios. The horizontal dashed grey line shows the SQNR of a standard array of the same length utilizing the same two-bit phase shifters used in the $\Delta \Sigma$ array. As would be expected, this value represents a lower bound on the $\Delta \Sigma$ results for low density ratios.
Figure 4-6: SQNR dependence on density ratio $R$ for $\Delta \Sigma$ arrays using forced excitations and free excitations with matching network designed for ideal match at $k_z = 0$. Array length $L = 20\lambda$.

The asymptotic limit shared by all values of $R$ as $\rho$ decreases, shown by the slanted light grey dashed line, represents the maximum signal-to-quantization-noise level $\text{SQNR}_{\rho}^{\max}$ that can be obtained for a specified efficiency loss, regardless of how large the density ratio is. Comparison of the results in Figure 4-8 with those generated for other array lengths show both dashed lines having a vertical shift proportional to the fractional change in length. This is to be expected, based simply on the linear change in the number of elements in both cases. Since the vertical shift maintains the slope of the line representing the $\text{SQNR}_{\rho}^{\max}$, found by a linear fit to be $\Delta \text{SQNR}_{\rho}^{\max}(\text{dB})/\Delta \rho(\text{dB}) = 10.8$, we may express the dependence of $\text{SQNR}_{\rho}^{\max}$ on both $\rho$ and $L$ (in linear scale) as

$$\text{SQNR}_{\rho}^{\max} = 2.3\rho^{10.8} L. \quad (4.9)$$

Similarly, we define $\text{SQNR}_{R}^{\max}$ as the maximum SQNR achievable for a given density ratio. This can be expressed in a similar fashion as in (4.9), i.e.,

$$\text{SQNR}_{R}^{\max} = cR^\alpha L \quad (4.10)$$

for some $c$. However, the complex dependence on the array edge effects, the specific value of $\gamma$, and a constraint on the efficiency loss to somewhat reasonable values given by $\rho \leq 2$ causes the exponent $\alpha$ to vary from about 2 at lengths of just a few wavelengths to about 2.5 at $L = 20\lambda$, increasing slowly for greater lengths. A more appropriate indication of the behavior of $\text{SQNR}_{R}^{\max}$ can be found from the relation given by (3.27), in which the array length $L = N_0d_0$ and associated edge effects are treated explicitly, while the effect
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\[ \gamma (\text{dB}) = 10 \log_{10}(\hat{a}^2/a^2) \]

Figure 4-7: Nominal power efficiency loss versus the ratio of the $\Delta \Sigma$ and ideal array weight magnitudes $\gamma = \hat{a}/a$. The dashed grey line shows the corresponding estimated value of $\rho$ given by (4.7).
Figure 4-8: SQNR versus power efficiency loss for the length $L = 20\lambda$ array.
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Table 4.1: Comparison of several array configurations for $\Delta\Sigma$ arrays of length $L = 20\lambda$.

<table>
<thead>
<tr>
<th>$R$</th>
<th>$N$</th>
<th>$\gamma$</th>
<th>SQNR (dB)</th>
<th>$\rho$ (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>80</td>
<td>1.07</td>
<td>23.6</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>1.09</td>
<td>26.8</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>160</td>
<td>1.15</td>
<td>28.9</td>
<td>1.4</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>1.19</td>
<td>30.7</td>
<td>1.6</td>
</tr>
<tr>
<td>6</td>
<td>240</td>
<td>1.23</td>
<td>32.6</td>
<td>1.8</td>
</tr>
</tbody>
</table>

of $\gamma$ is captured by the average quantization excitation noise $\sigma_q^2$. From simulated results, at lengths greater than $L = 4\lambda$, the calculated value of $\text{SQNR}_{\max}^{R}$ is closely approximated using the result given by (3.27) with $\sigma_q^2 = 0.9$.

While the particular aspects of the intended application of any system ultimately governs the relative value of such important metrics as hardware costs, pattern precision, and power efficiency, the results shown in Figure 4-8 clearly suggest that each particular density ratio has some range of natural operating points, outside of which the tradeoff required to improve one metric requires an unreasonable sacrifice with regard to the other. As an example, consider the curve corresponding to $R = 4$ at the point where $\rho = 1.4$ dB. In the neighborhood surrounding this operating point, the choice of $\gamma$ may be adjusted to accommodate an improvement in either the SQNR or the power efficiency at a reasonable cost with regard to the other. However, such costs increase rapidly as the curve approaches either of the maximum SQNR asymptotes described above. As such, if it appears necessary to operate near one of these boundaries, this simply suggests that selecting an alternative density ratio is likely to be a more efficient use of resources. Several candidate designs for $R = 2$ to $R = 6$ are illustrated in Table 4.1 in which the particular choices of $\gamma$ correspond to operational points close to the center of this natural tradeoff range for each density ratio.

4.3 Wideband Performance

The impedance characteristics of densely packed arrays are less sensitive to changes in frequency. As a result, a dense array can be utilized as a means of obtaining a greater operational bandwidth than would be achieved with a standard array. However, this benefit is typically not exploited due to the additional costs associated with the increase in the number of array elements. This observation provides a separate motivation for the $\Delta\Sigma$ array, namely, a low cost approach for building dense arrays. Further, while the narrowband efficiency analysis described in Section 4.2 indicates an unavoidable loss for the $\Delta\Sigma$ array when compared to a standard array, a wideband view tells a different story.

In order to investigate this frequency dependent behavior, the mutual impedance between two parallel thin-wire dipoles of the same length $l$ with spacing $d$ along the same axis is modeled using [41]

$$Z = \frac{15}{S^2} \sum_{m=-2}^{2} \sum_{n\in\{-1,1\}} A_m \exp[-j\kappa m l/2] E(k\beta)$$

(4.11)
where
\[
\beta = \sqrt{(ml/2)^2 + d^2} - nml/2
\] (4.12)
and
\[
A_{-2} = A_2 = 1,
A_{-1} = A_1 = -4 \cos kl/2,
A_0 = 2(1 + 2 \cos^2 kl/2),
S = \sin kl/2
\]
and \(E(\cdot)\) is the exponential integral \(Ei(x) = Ci(x) - jSi(x)\). The frequency dependence is contained in \(k = 2\pi/\lambda\).

The impedance matrix \(Z\) is formed and a matching network is designed for scan direction \(k_z = 0\) at the center frequency \(f_0\) by first determining the scan impedances
\[
Z_{sn} = \frac{v_n}{i_n} = \sum_m Z_{nm} i_m
\] (4.13)
with \(i_n = \exp jnk_zd = 1\), then connecting series reactances \(X_{s,n} = \text{Im}(Z_{sn}^*)\) and quarter-wave transmission line with characteristic impedance \(Z_{t,n} = \sqrt{\text{Re}(Z_{sn}^*)Z_0}\) resulting in the new matched impedance matrix
\[
Z_m = (\cos \alpha \mathbf{I} + j \sin \alpha (\mathbf{Z} - j \mathbf{X}) \mathbf{Z}_t^{-1})^{-1} (j \sin \alpha \mathbf{Z}_t + \cos \alpha (\mathbf{Z} - j \mathbf{X}))
\] (4.14)
with \(Z_t\) and \(X_s\) both diagonal and \(\alpha = \frac{\pi f}{f_0}\).

Numerical simulations were run for an array of length \(L = 20\lambda\) to calculate the average scan efficiency using both ideal (unquantized) excitations and \(\Delta \Sigma\) excitations. Referring to the results shown in Figure 4-9, the standard array \((R = 1)\) with ideal excitations is relatively narrow band, having a 3 dB fractional bandwidth of about 17\%, while for the dense \((R = 4)\) ideal excitation case this rises well above 50\%. For the \(\Delta \Sigma\) case, the excitations were chosen with a quantization amplitude corresponding to a nominal loss of about 1.5 dB. As such, its performance falls below the standard array case at the center frequency \(f_0\). However, the variation with frequency is quite similar to the ideal case with the resulting bandwidth being about 45\% — nearly three times greater than the standard dipole array.
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Figure 4-9: Wideband efficiency performance results from numerical simulations for array length $L = 20\lambda$. 
4.A Matched Array Coupling Matrix Derivation

Referring to Figure 2-3, the matching network at element $n$ is introduced by connecting a quarter wavelength transmission line with characteristic impedance $Z_{tn}$ to source $w_n$, followed by a series reactance $-jX_{sn}$, which in turn connected to the antenna terminals. Following standard microwave network analysis (see, e.g., [37] for additional details), the voltage and current at the input to the network are related to the voltage and current at the antenna terminals by

\[ v_n = jZ_{tn} i_n \]  \hspace{1cm} (4.15)
\[ i_n = jZ_{tn}^{-1}(v_n - jX_{sn} i_n) \]  \hspace{1cm} (4.16)

and to the source excitations by

\[ w_n = v_n + Z_0 i_n. \]  \hspace{1cm} (4.17)

Letting $w$, $v$, $i$, $v^n$, and $i^n$ be length-$N$ complex vectors associated with the above scalar quantities, and similarly organizing the the match network quantities into $N \times N$ diagonal matrices $Z_t$ and $X_s$, these relations may be combined to include the complete array

\[ v^n = jZ_t i, \]  \hspace{1cm} (4.18)
\[ i^n = jZ_t^{-1}(v - jX_s i), \]  \hspace{1cm} (4.19)
\[ w = v^n + Z_0 i^n. \]  \hspace{1cm} (4.20)

As the matching network will not effect the impedance relations occurring outside of the array, the original impedance relation $v = Z_i$ remains valid. Using this additional relationship, we can make the following operations

\[ w = jZ_t i + jZ_0 Z_t^{-1}(v - jX_s i) \]
\[ = j \left( Z_t + Z_0 Z_t^{-1}(Z - jX_s) \right) i. \]  \hspace{1cm} (4.21)

Having eliminated all other voltage and current terms, this last expression may be rewritten as $i = C_M w$, where

\[ C_M = -j \left( Z_t + Z_0 Z_t^{-1}(Z - jX_s) \right)^{-1}. \]  \hspace{1cm} (4.22)
Chapter 5

Delta-Sigma Measurements

Measurements were taken to demonstrate the practical viability of the $\Delta\Sigma$ array with the objective of showing that $\Delta\Sigma$ beamforming behaves in a manner consistent with our development and analysis. The test array, shown in Figure 5-1, and measurement facilities were made available by MIT Lincoln Laboratory.

To facilitate the ability to compare any number of parameters, our measurements included the individual element patterns as well as the mutual coupling between each pair of elements, given by the array S-parameters. From these, it is possible to determine the beamformed pattern and power efficiency for arbitrary excitations. In order to keep the number of measurements at a manageable level, the measurements were limited to a single column of elements. From the measured results we examined the beamformed patterns for both the ideal and $\Delta\Sigma$ excitations at a number of scan directions and used these results to determine whether the dependence of the 2-bit $\Delta\Sigma$ quantization technique on the density ratio behaved in a manner constant with the analysis developed in the preceding chapters.

5.1 Measurement Description

The 12 element by 12 element array was originally designed to provide coverage over a scan region of $\pm 25^\circ$ in both azimuth and elevation over an operational bandwidth of 6-18 GHz. In order to utilize this existing hardware as a dense array, our measurements were performed below the intended frequency bandwidth over the band from 4 to 6 GHz. The uniform spacing between the array elements is $d_0 = 200$ mil, corresponding to a $\lambda/2$ spacing at $f_0 = 14.76$ GHz. With this element spacing, our results represent a density ratio that varies from $R = 2.46$ at 6 GHz to $R = 3.69$ at 4 GHz.

For these measurements, the array was attached to a conductive ground plane and mounted on a gimbaled post in an anechoic antenna measurement chamber, as shown in Figure 5-2. To obtain the pattern within the plane containing the 12x1 column of elements, the array was rotated 90$^\circ$ from the layout shown in Figure 5-1. (This choice was made due to a damaged connection in a single element in both of the central horizontal rows of the array.)

A separate set of measurements was taken for each of the 12 elements. In each case, the test element was connected to measurement facility hardware with the remaining 11 elements match-terminated with a 50 $\Omega$ load – the appropriate match connection to allow for the use of superposition from which the beamforming capability of the array will be analyzed.
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Figure 5-1: 12 x 12 array used for measurements.

Figure 5-2: Mounted test array in anechoic antenna measurement chamber.
Figure 5-3: Single element gain measurement connection.
Prior to these measurements, a calibration antenna was mounted to determine the signal attenuation and phase variations over our measurement bandwidth. With this calibration, the measurement was able to record the element gain pattern as well as the element phase pattern. The gain pattern is proportional to the power pattern of the array, but it is a more useful metric in a practical sense, as it accounts for both the directive properties of the beam pattern as well as the power efficiency of the array.

The raw measured element gain and phase patterns for the 12 elements at $f = 4$, 5, and 6 GHz are shown in Figures 5-4, 5-5, and 5-6. In each case, the legend refers to the patterns of the upper half of the array, elements 1 through 6, shown as solid lines. Elements 7 to 12 are shown as dashed lines with each element having the same color as its symmetric counterpart (e.g., elements 1 and 12 both shown in red). The units of gain, dBi, specifies the gain as compared to the hypothetical isotropic antenna.

From these gain patterns, it is clear to see that the array elements are not originally intended for use at these frequencies. In particular, many of the patterns are strongest in directions more than 60° from the array broadside. However, this is not troublesome for our present purpose of demonstrating $\Delta\Sigma$ beamforming. On the other hand, the variations between the patterns of adjacent elements will affect the ability to cancel the quantization errors. In fact, while the patterns at 4 GHz have particularly poor gains at broadside, they are the most consistent from element to element, implying that this frequency is more favorably suited than the higher frequencies for effective error cancellation in this sense. It is also worth noting that the behavior of the phase patterns differs from the linear phase responses associated with isotropic elements. Consequently, the phases required for coherent beamforming need be adjusted accordingly, as will be discussed in the following section.

### 5.2 Analysis and Results

For a given set of element weights $w_n$ and element patterns with gain $G_n(\theta)$ and phase $\varphi_n(\theta)$, the combined array gain is given by (see Appendix 5.A for details)

$$
G(\theta) = \frac{\sum_n w_n \sqrt{G_n(\theta) e^{j\varphi_n(\theta)}}^2}{\sum_n |w_n|^2}.
$$

(5.1)

When scanning the main beam to $\theta_0$, instead of the linear phase progression that was used in the case of the arrays of isotropic elements, it is preferable to apply the conjugate phase match to the element phase pattern at the specified scan angle. In particular, we apply the (normalized) uniform amplitude array weights

$$
w_n = \frac{1}{N} e^{-j\varphi(\theta_0)}, \quad n = 0, 1, \ldots, N - 1.
$$

(5.2)

As discussed earlier, the $\Delta\Sigma$ quantized weight selection algorithm requires both the set of weights $\{w_n\}$ and the fixed magnitude of the quantized weights $|\hat{w}_n| = \hat{a}$. For the case of uniform amplitude array weights, as in (5.2), this was specified by the amplitude ratio $\gamma = \hat{a}/a$, where $a = |w_n| = 1/N$ in this case. Recall that the choice of $\gamma$ was manifest as a trade-off between the array efficiency and the SQNR, and that we used $\gamma = 1.26$ in the numerical simulations, unless otherwise noted. This was chosen to yield good SQNR performance over a wide range of density ratios, while holding the $\Delta\Sigma$ efficiency loss to about 2 dB.
Figure 5-4: Measured element (a) gain and (b) phase patterns at 4 GHz.
Figure 5-5: Measured element (a) gain and (b) phase patterns at 5 GHz.
Figure 5-6: Measured element (a) gain and (b) phase patterns at 6 GHz.
Figure 5-7: Average quantization noise power dependence on the \( \Delta \Sigma \) amplitude ratio \( \gamma \) for the measured array.

Using the measured element gain patterns for 4, 5, and 6 GHz, the mean quantization noise power \( P_{\text{noise}} \) was determined from the mean square error between the patterns of the ideal (unquantized) and \( \Delta \Sigma \) weights, averaged over 200 scan angles \( \theta_0 \) selected at random. Repeating this calculation while varying the \( \Delta \Sigma \) weight amplitude over the range \( 1 \leq \gamma \leq 2 \), we obtain the results shown in Figure 5-7.

The results at each frequency indicate that a more modest value of approximately \( \gamma = 1.1 \) (with an expected efficiency loss of 0.83 dB) appears optimal, which is most probably due to the following reasons. First, the utility of larger values of \( \gamma \) is apparent only for high density ratios, as evidenced by Figure 4-8. At the frequency range of these measurements, the density ratio falls within the range \( 2.46 \leq R \leq 3.69 \), at which the improvement in SQNR with \( \gamma \) sees diminishing returns well before the 2 dB efficiency loss point. Second, the reasoning behind the need for higher values of \( \gamma \) was that as the element spacing is decreased, the small, constant linear phase progression applied to the isotropic array elements led to non-trivial correlation between \( w \) and \( q \). With the measured results, the nonlinear phase variations help to break up this structure, making these practical elements less susceptible to such correlation. Third, since these patterns are determined using the array gain, the effect of efficiency losses is reflected in the beamformed patterns. Consequently, as \( \gamma \) is increased, the loss in the \( \Delta \Sigma \) efficiency is manifest as a scaling of the pattern (i.e. a vertical shift), thus pulling apart the ideal and \( \Delta \Sigma \) patterns and increasing the overall error.

Fixing \( \gamma = 1.1 \) for the remainder of this section, we now wish to demonstrate that not only does the \( \Delta \Sigma \) technique provide the ability to form desired patterns, but also that the dependence of quantization noise power on the density ratio is consistent with the overall development of the \( \Delta \Sigma \) array. To begin, we compare the beamformed patterns for the ideal and quantized weights at 4, 5, and 6 GHz shown in Figures 5-8, 5-9, and 5-10, respectively. From a cursory glance at the main lobe regions, it appears that \( \Delta \Sigma \) patterns fit most closely to the ideal patterns at 6 GHz. However, upon closer inspection, the results outside of the main lobe are more revealing. At 4 GHz, the sidelobe structure of the \( \Delta \Sigma \) patterns tends to resemble that of the ideal patterns, with the exception of the \( \theta_0 = 25^\circ \) curve beyond about
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Figure 5-8: 12 x 1 array beamformed gain patterns for the ideal (solid) and $\Delta\Sigma$ (dashed) array weights at scan angles $\theta_0 = \{-25^\circ, -15^\circ, -5^\circ, 5^\circ, 15^\circ, 25^\circ\}$ at 4 GHz.

$\theta = 70^\circ$. The results at 5 GHz begin to show more prominent distinctions, such as the green curve ($\theta_0 = -15^\circ$), which shows a poor match near $\theta = 15^\circ$ and then entirely misses the deep null near $\theta = 50^\circ$. At 6 GHz, the errors begin to become destructive, creating “quantization lobes” at levels relative to the peak gain that are above the natural side lobes of the array pattern (e.g. the purple $\theta_0 = 15^\circ$ curve at $\theta = -30^\circ$ and the green $\theta_0 = -15^\circ$ curve at $\theta = 20^\circ$).

These observations are consistent with the intuition regarding the quantization noise as related to the electrical distance between elements. Still, it is worth revisiting the same type of analysis to explain the expected noise power as in Section 3.2.2. Recall that (3.27) was obtained from (3.26) by substituting $d_0 = Rd$ and $N_0 R = N$ at fixed frequency, making $k$ a constant in that expression. In this case, the array geometry remains fixed such that $d = d_0 = \lambda_0 / 2$ and $N = N_0$, while the density variation is exhibited by $k = 2\pi / \lambda = 2\pi / \lambda_0 R$. Hence the expected noise power may be written as

$$P_{\text{noise}} = \left( \frac{\pi^2}{3N} \frac{N - 1}{N} R^{-2} + \frac{1}{N^2} \right) \sigma_q^2. \quad (5.3)$$

From this form, we expect to see the average quantization noise power decrease with $R^2$ (plus the fixed edge element term), though two additional practical considerations will affect the behavior of these measured results. First, the finite array length results in significant element pattern variations, as we saw in Figures 5-4, 5-5 and 5-6, thus reducing the ability of the $\Delta\Sigma$ excitations to cancel the quantization errors effectively. In fact, while the element patterns at 4 GHz are somewhat less than desirable due to their high gain levels at directions well away from the array broadside, they remain relatively consistent for each element. In contrast, at 5 and 6 GHz, the variations between neighboring elements are more severe. This indicates the likely presence of additional contribution to the noise power that will also increase with frequency. Second, our results are determined from the array gain, not the normalized array patterns implicitly used in our analysis. Consequently, the inclusion
Figure 5-9: 12 x 1 array beamformed gain patterns for the ideal (solid) and $\Delta\Sigma$ (dashed) array weights at scan angles $\theta_0 = \{-25°, -15°, -5°, 5°, 15°, 25°\}$ at 5 GHz.

Figure 5-10: 12 x 1 array beamformed gain patterns for the ideal (solid) and $\Delta\Sigma$ (dashed) array weights at scan angles $\theta_0 = \{-25°, -15°, -5°, 5°, 15°, 25°\}$ at 6 GHz.
of the array efficiency will affect the results due to variations in the ideal and $\Delta\Sigma$ efficiencies relative to each other, as discussed earlier, as well as variations in the absolute efficiencies in both cases at different frequencies.

Calculating the noise power from the measured gain patterns over the 4 to 6 GHz frequency range, we obtain the results shown in Figure 5-11. Noting that $f = f_0/R$, the expression in (5.3) indicates the result should increase with $f^2$. This would imply that an increase in frequency from 4 to 5 GHz should result in an increase in $P_{\text{noise}}$ of $20 \log_{10} 5/4 = 1.94$ dB and similarly an additional 1.58 dB from 5 to 6 GHz. The difference seen in the actual results are consistent with the practical considerations described above. Although the somewhat larger overall variation in the $P_{\text{noise}}$ results could be interpreted as a more rapid reduction in the quantization noise with respect to the density ratio than the $R^2$ dependence suggested by (5.3), this is more likely due to the frequency dependent behavior of the element pattern variations as mentioned earlier. The role played by the array efficiencies is elucidated by Figure 5-12, which shows the average power efficiency associated with the ideal and $\Delta\Sigma$ array weights used in the calculations of $P_{\text{noise}}$, found by using the S-parameter measurements to form the scattering matrix in (2.8). These efficiency results explain the more anomalous behavior seen in Figure 5-11 which fall outside of the typical ripples one would expect in this practical setting. For example, at frequencies just below 6 GHz, the noise power appears to have an inflection point above which shows a more rapid increase. Observing the efficiencies at these frequencies, we see a divergence between the two curves which accounts for the additional discrepancy between the gain patterns. At the lower end of the band in the neighborhood of 4.25 GHz, the “dip” in the noise power occurs at the same point where both efficiency curves drop off, meaning the gain magnitudes and thus the associated mean square error should drop off as well. Accordingly, the behavior of the array efficiencies is clearly reflected in the noise power results.
5.3 Remarks

When the practical characteristics of these measurements are accounted for, the results appear consistent with the analysis model developed for the ΔΣ array of isotropic elements. In fact, these additional considerations can be seen as moderate extensions of the system features that appeared in our model after the inclusion of mutual coupling. The effects of element pattern variations was seen in Section 4.1 in the form of the embedded element patterns; while from Section 4.2 it was evident that the differences in the beamformed gain patterns due to power efficiency issues – as opposed to quantization errors – was to be expected.

The available test hardware was not well suited to examine the wideband analysis in Section 4.3. In that analysis, the ΔΣ array was proposed as a means of obtaining wideband performance from an array of inherently narrowband elements (thinwire dipoles), whereas in our measurements we had the very different situation of operating an ultra-wideband design outside of the intended frequency range. Not only did our results remain relatively well matched even within the measured frequency band, as was shown in Figure 5-12, but also, when simulations were run to implement the scan impedance matching network at a particular frequency, the resultant match worked well only at that frequency, thus narrowing the band of an already wideband array.

In the future, it would be of great interest to perform additional experimental measurements with array hardware specifically dedicated to the ΔΣ effort. This would allow for the examination of the wideband performance and would illustrate whether any assumptions, either implicit or explicit, regarding the behavior of our model and the nature of these experiments ignored any further practical considerations. Yet as they are, the present measurements provide several complementary insights to our analytical developments.

Perhaps most encouraging is the implication regarding the quantization amplitude γ. Even with the relatively modest efficiency losses predicted by the isotropic model and the compensatory wideband nature of the dense arrays, any such inherent losses remain unde-
sirable. Based on the observation that the decrease in $\gamma$ stems from the distinction between the nonlinear phase progression required to scan the main beam in this case to the linear progression used in the isotropic case, some caution should be taken in relating these experimental results to the behavior of larger designs, in which there will be a greater uniformity among the elements. Though it can be expected that practical arrays will exhibit some level of variations due to small fabrication errors, particularly in the case of high frequency millimeter wave systems, the system design should take care to consider the potential for the tone-like nature of the phase excitations. Similar issues arise in $\Delta\Sigma$ analog-to-digital converters to which the technique of adding small amounts of noise to the signal input, or dithering, is commonly practiced [11]. With the digital selection of the phases in the $\Delta\Sigma$ array, the implementation of some type of dithering technique could be easily implemented, allowing for the mitigation of the efficiency loss concerns.

Finally, the potential effects of element pattern variations and power efficiency seen in the measured results should be considered by the system designer when determining the density ratio appropriate for meeting a particular SQNR specification. However, the results of these experiments are not indicative of the expected performance of larger arrays, as these effects are exaggerated by the small number of elements and the operation of the array outside of its intended frequency band.
5.A Gain Measurements and Superposition

From the electromagnetic superposition principle, electric fields can be added. Our element pattern data is measured in gain and phase. We now briefly discuss how these are correctly used in beamforming.

The power pattern we have used thus far is, physically, a measure of the relative power intensity of the electromagnetic wave with electric field \( E(\theta, \phi) \), where \((\theta, \phi)\) specifies the location on a sphere of radius \( r \) in the far-field of an antenna. By restricting our attention to this sphere, attenuation due to propagation distance is constant in all directions and may be ignored. In terms of the electric field, the power intensity pattern is given by

\[
P(\theta, \phi) = \frac{|E(\theta, \phi)|^2}{\xi},
\]

(5.4)

where \( \xi \) is the intrinsic impedance of the medium through which the wave is traveling, approximately \( 120\pi \) ohms in dry air.

The directivity pattern of an antenna is a more absolute measure of the radiating or receiving characteristics in that it is normalized by the average power intensity over the sphere (i.e. the power intensity relative to an isotropic element with the same total radiated power \( P_{\text{rad}} \))

\[
D(\theta, \phi) = \frac{P(\theta, \phi)}{4\pi \int_0^{2\pi} d\phi \int_0^\pi d\theta \sin \theta P(\theta, \phi)} = \frac{4\pi P(\theta, \phi)}{P_{\text{rad}}},
\]

(5.5)

Proportional to directivity pattern is the gain pattern, which accounts for any power losses in the antenna

\[
G(\theta, \phi) = \eta D(\theta, \phi) = \frac{P_{\text{rad}}}{P_{\text{inc}}} D(\theta, \phi),
\]

(5.6)

where \( \eta \) is the antenna efficiency and \( P_{\text{inc}} \) is the total available incident power.

Combining the above expressions gives

\[
G(\theta, \phi) = \frac{4\pi |E(\theta, \phi)|^2}{\xi P_{\text{inc}}}
\]

(5.7)

As such, the unit-power element pattern

\[
E_n(\theta, \phi) = \sqrt{\frac{\xi}{4\pi}} G_n(\theta, \phi) e^{j\phi_n(\theta, \phi)}
\]

(5.8)

gives the electric field under the condition

\[
w_n = 2\sqrt{Z_0}\delta_{nm}, \quad m = 0, 1, \ldots, 11
\]

(5.9)

such that by (2.7), \( P_{\text{inc}} = 1 \). Thus for any excitation,

\[
E(\theta, \phi) = \frac{1}{2\sqrt{Z_0}} \sum_n w_n E_n(\theta, \phi),
\]

(5.10)

and

\[
P_{\text{inc}} = \frac{1}{4Z_0} \sum_n |w_n|^2.
\]

(5.11)
Combining the above we arrive at the final expression for the beamformed gain

\[ G(\theta, \phi) = \frac{\left| \sum_n w_n \sqrt{G(\theta, \phi)e^{j\varphi_n(\theta, \phi)}} \right|^2}{\sum_n |w_n|^2}. \] (5.12)
Chapter 6

Sparse Multi-Coset Arrays

In the last few chapters, we developed the use of one type of digital-enhancement in which cooperative design of the array hardware and the associated digital control algorithms allowed for a relaxation of the requirement for high precision analog circuitry. We now turn our attention to another type of digitally-enhanced design in the form of the sparse multi-coset array.

We develop the multi-coset array from the perspective of linear imaging arrays. The concept of array imaging is quite similar to the standard notion of beamforming introduced in Chapter 2. Consider a single signal arriving at a linear array of elements at an angle $\theta$ from the axis perpendicular to the array as illustrated in Figure 6-1. For a signal with complex magnitude $X(\theta)$ at the origin, the response at position $p$ away from the origin along the array axis is $x(p) = X(\theta)e^{-jkp\sin \theta}$. For an array of $N$ elements at locations $p_n$, the “delay and sum” beamformer collimates the signal from $\theta$ by adjusting the response of each element by $e^{jkp_n\sin \theta}$ and then combining the phase-delayed responses, resulting in a beamformer output of

$$
\frac{1}{N} \sum_{n=0}^{N-1} x(p_n)e^{jkp_n\sin \theta} = \frac{1}{N} \sum_{n=0}^{N-1} X(\theta)e^{-jkp_n\sin \theta}e^{jkp_n\sin \theta} = X(\theta).
$$

(6.1)

In general, signals can arrive from any number of directions, and accordingly the beamformer phases can be varied to focus over a range of directions, building up information regarding the surrounding environment. This of course is simply the beam scanning process from Chapter 2. In the case of digital beamforming, each element connects directly to a receiver, which captures the response $x(p_n)$ at each element prior to beamforming, at which point scanning can be performed in the digital domain, allowing nearly instantaneous coverage over a wide range of angles.

An active radar imaging system is based on the above principles along with the addition of a transmitting source that radiates away from the array to illuminate the coverage area. When these fields interact with a target object at a direction $\theta$, a certain portion of the field is scattered back to the receive array with a complex magnitude $X(\theta)$, which in this case depends on the total travel distance as well as the object size, shape, and orientation relative to the array. Hence, in radar imaging, rather than scanning the surrounding environment for incoming signals, the beamforming process captures information regarding the distribution of target objects throughout the region to form an representation, or image, of the particular scene.
6.1 Array Structure and Scene Model

Throughout the development of the multi-coset array, we focus on linear arrays of elements located on some subset of collinear lattice points with uniform spacing $d = \lambda/2$, where $\lambda$ is the operating wavelength of the array. We assume ideal isotropic elements and limit our attention to the half-plane such that the directional characteristics of the array are completely specified by the angle $\theta$, measured from the broadside direction of the array.

A standard linear array refers to any array having uniform element spacing of $\lambda/2$. Substituting $\psi = \sin \theta/2$, we see the array response and far-field pattern for a standard array with $N \to \infty$ elements forming the usual Fourier transform pair

$$x[n] = \int_0^1 X(\psi) e^{j2\pi \psi n} \, d\psi, \quad n \in \mathbb{Z}$$

(6.2)

$$X(\psi) = \sum_{n=0}^{N-1} x[n] e^{-j2\pi \psi n}, \quad \psi \in [0, 1).$$

(6.3)

From the view of array imaging, (6.2) describes $x[n]$ as the response at element $n$ to a scene consisting of complex valued objects $X(\psi)$. Standard reconstruction (delay-and-sum beamforming) of the scene in a given direction $\psi$ is carried out using (6.3).

The multi-coset arrays of interest in this work are subsets of a standard linear array. Specifically, for an integer parameter $L$, we can partition the $N$ elements of any standard array into $L$ cosets. Each coset is a uniform linear subarray with inter-element spacing $L$ times greater than the nominal spacing. We index the cosets by the position of their first element relative to the first element of the full array. A multi-coset array comprises a subset of these cosets. In particular, for $P \leq L$, a $(P, L)$ multi-coset array is an array formed by including $P$ of these cosets. The selected cosets are denoted via

$$\mathcal{P} = \{p_0, p_1, \ldots, p_{P-1}\},$$

(6.4)
Figure 6-2: \((P, L) = (4, 7)\) multi-coset array with coset pattern \(\mathcal{P} = \{0, 1, 2, 4\}\) and \(M = 6\) coset periods.

with \(0 \leq p_0 < p_1 < \cdots < p_{P-1} \leq L - 1\), and is referred to as the \textit{coset pattern} of the array. Note that the resulting array has a recurrent uniform pattern with period \(L\), and thus we refer to \(L\) as the \textit{coset period}. As further notation, there are \(M = \frac{N}{L}\) such periods in the array. As an example, Figure 6-2 depicts the layout of a \((4, 7)\) multi-coset array with coset pattern \(\mathcal{P} = \{0, 1, 2, 4\}\) superimposed on the lattice of the associated standard linear array from which it was derived. The colors of the elements indicate the different cosets that comprise the recurrent structure of the array. For example, the green elements make up the coset indexed by \(p_2 = 2\) and the yellow elements represent the coset indexed by \(p_3 = 4\).

The response for coset \(p\) is defined via

\[
x^{(p)}[n] \triangleq x[n] \sum_{m=0}^{M-1} \delta[n - (mL + p)], \quad p \in \{0, 1, \ldots, L - 1\},
\]

for \(n = 0, 1, \ldots\), where

\[
\delta[k] \triangleq \begin{cases} 
1 & k = 0 \\
0 & \text{otherwise}.
\end{cases}
\]

The corresponding coset image in the angular domain is given by the Fourier transform of the coset response, i.e.,

\[
X^{(p)}(\psi) = \sum_{n} x^{(p)}[n] e^{-j2\pi \psi n}, \quad \psi \in [0, 1).
\]

The individual coset images in (6.7) contain \(L\) uniformly shifted copies of the original scene due to the aliasing effect caused by the increased element spacing \(Ld\). As a result, the coset image appears as \(L\) sectors, each containing grating lobes from the other \(L - 1\) sectors in addition to the correct response. Combining (6.2), (6.5), and (6.7), the coset image in the first sector can be written as a linear combination of the grating lobes of the original
The goal in multico-set image reconstruction is to extract the entire correct image from the images of multiple cosets in a single sector. While this is in general not possible, it is in scenarios where there are imaging targets in only a subset of the $L$ sectors in the original scene, which we refer to as sector sparsity. More specifically, for any pair of integers $Q \leq L$, we say that a scene is $(Q, L)$-sparse if $X(\psi) = 0$ for all $\psi \notin S$, where

$$S = \bigcup_{k=0}^{Q-1} \left( \frac{q_k}{L}, \frac{q_k + 1}{L} \right),$$

where the $q_k$ are integer-valued elements satisfying $0 \leq q_0 < q_1 < \cdots < q_{Q-1} \leq L - 1$. The set

$$Q = \{q_0, q_1, \ldots, q_{Q-1}\},$$

is referred to as the (sector) support of the scene. An example illustration of a $(3, 7)$-sparse scene is shown in Figure 6-3.

The array structure and scene model above is the spatial counterpart of temporal framework originally introduced [35], which developed the use of multi-co-set sampling for signals with sparse spectral support.

In the following section, we summarize when and how image reconstruction is possible with multi-co-set arrays for sector sparse scenes.

### 6.2 Multi-Coset Imaging Principles

In this section, we summarize the basic principles underlying multi-co-set imaging of sector sparse scenes, and introduce our notation for the remainder of our analysis. Subsequent sections will then build on this foundation, incorporating the effects of noise and developing robust system design.

In our architecture, imaging proceeds in two phases: the first phase recovers the sector support of the scene, while the second phase reconstructs the signal values (target ampli-
tudes and directions) in the active sectors identified in the first phase.

### 6.2.1 Reconstruction with known support

We begin by developing the properties of scene reconstruction when the sector support is known, corresponding to the second phase of the imaging process. This reconstruction can be expressed as the solution to a set of (possibly) redundant linear equations.

To see this, we first define

\[ Y_p(\psi) \triangleq X^{(p)}(\psi) H(\psi), \]

\[ X_q(\psi) \triangleq X(\psi + q/L) H(\psi), \]

with

\[ H(\psi) \triangleq \begin{cases} 1 & \psi \in [0, 1/L) \\ 0 & \text{otherwise}, \end{cases} \]

from which we can express (6.8) in the form

\[ Y_p(\psi) = \sum_{q=0}^{L-1} F_{pq} X_q(\psi) \quad \text{with} \quad F_{pq} \triangleq \frac{1}{L} e^{j2\pi pq/L}, \]

or, equivalently, \( Y(\psi) = FX(\psi) \), where \( [Y(\psi)]_p = Y_p(\psi), [X(\psi)]_q = X_q(\psi) \), and \( [F]_{pq} = F_{pq} \).

From (6.14) we see that the \( \{X_q(\psi)\} \) may be directly recovered from the complete set of coset responses \( \{Y_p(\psi)\} \). And once these quantities are recovered, image reconstruction is completed via

\[ X(\psi) = \sum_{q=0}^{L-1} X_q(\psi - q/L). \]

In the case of a \((P, L)\) sparse multi-coset array, we must consider instead the length-\(P\) vector \( Y_P(\psi) \), composed of the entries of \( Y(\psi) \) indexed by the coset pattern \( P \). Similarly, we define the \( P \times L \) matrix \( F_P \) containing the \( P \) rows of \( F \) indexed by \( P \). This results in the relation

\[ Y_P(\psi) = F_P X(\psi). \]

In this form, we now have an undetermined system, having an infinite number of possible solutions.

For a \((Q, L)\)-sparse scene with support \( Q \), the elements of \( X(\psi) \) not indexed by this support are zero-valued, and thus do not contribute to the coset responses. Hence, we may define the \( P \times Q \) measurement matrix \( F_PQ \), composed of the columns of \( F_P \) indexed by \( Q \), and the length-\(Q\) vector \( X_Q(\psi) \) containing the nonzero entries of \( X(\psi) \). The updated relation becomes

\[ Y_P(\psi) = F_PQ X_Q(\psi). \]

If \( F_PQ \) is full rank, the correct image may be reconstructed as

\[ \hat{X}_Q(\psi) = F_P^+ Q Y_P(\psi), \]

where \( F_P^+ = (F_P^T F_PQ)^{-1} F_P^T \) is the Moore-Penrose pseudo-inverse of the matrix \( F_PQ \).
with $\dagger$ denoting the conjugate transpose operator \cite{44}.

In practice, it is straightforward to ensure that the reconstruction (6.18) exists. In particular, the rank of $F_{PQ}$ depends on both $P$ and $Q$. A pattern $P$ that ensures $F_{PQ}$ is full rank for any support of length $Q$ is called a universal pattern. As shown in \cite{35}, such patterns exist whenever $P \geq Q$. For example, the so-called “bunched” pattern, in which the first $P$ cosets are selected, i.e., $p_i = i$, $i = 0, 1, \ldots, P - 1$, is generally universal, though we will ultimately be interested in still better patterns.

**System Implementation**

The basic architecture described in this section admits a convenient implementation. In particular, the required processing is straightforward to carry out on the coset responses $x^{(p)}[n]$ directly in the array domain, and takes the form depicted in Figure 6-4.

As the first step, corresponding to (6.11), the coset responses are first passed through a linear time-invariant filter with unit-sample response $h[n]$ (whose Fourier transform is $H(\psi)$), to form the entries of the output vector sequence $y_P[n]$. From this array domain perspective, we see that the entries of $y_P[n]$ are the interpolated coset responses, generating $L - 1$ values between each coset element via the interpolating filter $h[n]$.

As the second step, corresponding to expressing (6.17) in the following array domain form

$$y_P[n] = F_{PQ} x_Q[n],$$

we generate the reconstruction $\hat{x}_Q[n] = F_{PQ}^\dagger y_P[n]$. by applying the $Q \times P$ matrix $F_{PQ}^\dagger$ to obtain the $\hat{x}_Q[n]$.

As the final step, corresponding to the following array domain version of (6.15)

$$x[n] = \sum_{q=0}^{L-1} x_q[n] e^{j2\pi nq/L},$$

Figure 6-4: Multi-coset reconstruction processing chain.
we have that the complete array response \( \hat{x}[n] \) may be formed in the array domain by modulating and summing the \( Q \) contributions from \( x_Q[n] \).

6.2.2 Support recovery

We next consider the first phase of imaging, corresponding to determining the active sectors in the scene, i.e., the sectors containing nonzero signal content. In this phase, \( Q \) is treated as known, and we seek to recover \( Q \).

Since if \( q \notin Q \), then \( X_q(\psi) = 0 \) for all \( \psi \in [0, 1/L] \), the recovery of \( Q \) via (6.16) can be viewed as an infinite-dimensional version of what is known in the compressive sensing literature as a *multiple measurement vector* (MMV) problem. However, it is straightforward to reduce the problem to a finite-dimensional one through a representation in terms of correlation matrices. In particular, with

\[
R_X = \int_0^{1/L} X(\psi)X^\dagger(\psi) \, d\psi \in \mathbb{C}^{L \times L},
\]

\[
R_{Y_P} = \int_0^{1/L} Y_P(\psi)Y_P^\dagger(\psi) \, d\psi \in \mathbb{C}^{P \times P}
\]

denoting the coset correlation matrices, respectively, we have the relation

\[
R_{Y_P} = F_P R_X F_P^\dagger.
\]

We may decompose the coset correlation matrix according to \( R_{Y_P} = VV^\dagger \) with \( V = U\Lambda^{1/2} \), where \( U \) and \( \Lambda \) are obtained from the eigenvalue decomposition \( R_{Y_P} = U\Lambda U^\dagger \). In turn, we can write

\[
V = F_P W,
\]

where, via (6.23), \( R_X = WW^\dagger \). Thus, we seek to determine a suitable \( W \) from \( V \).

Since \( F_P \) is a \( P \times L \) matrix with \( P \leq L \), the matrix \( W \) is not uniquely determined by (6.24). The compressive sensing problem seeks the solution \( W_0 \) that minimizes the number of rows having nonzero entries. This particular \( \ell_0 \)-minimization problem may be replaced by a computationally preferable (specifically, convex) \( \ell_1 \)-minimization problem. To this end, we define the length-\( L \) vector \( w \) with entries equal to the \( \ell_2 \)-norm of the corresponding rows of \( W \). With this, the optimization becomes

\[
\text{minimize} \|w\|_1 \quad \text{subject to} \quad V - F_P W = 0.
\]

For a more detailed discussion of this formulation, and additional perspectives, see, e.g., [45]. More generally, there is a broader literature on algorithms for the solution of MMV problems; see, e.g., [46, 47].

Of particular interest to the design of the multi-coset array is an understanding of the number of cosets \( P \) required to guarantee the recovery of \( Q \) support sectors. From [46], a sufficient condition for unique recovery is given by

\[
P \geq 2Q - \text{rank}(R_X) + 1.
\]

This result tells us that the required number of cosets depends not only on the number of occupied sectors, but also upon the cross-correlation of the scene content among the different sectors (for example, due to multi-path).
Eq. (6.26) implies that in the worst-case \( \text{rank}(\mathbf{R}_X) = 1 \) we may require \( P \geq 2Q \) cosets, as compared with \( P \geq Q \) when the sector support is known, as discussed in Section 6.2.1. Hence, blindness can incur a factor of two increase in the minimum number of array elements required for successful image reconstruction. However, when the rows of \( \mathbf{X}(\psi) \) form a linearly independent set, \( \mathbf{R}_X \) has rank \( Q \) and it follows from (6.26) that \( P \geq Q + 1 \) cosets are sufficient for recovery. In this case, the price of blindness is the requirement of a single additional coset.

Solutions to the \( \ell_1 \)-minimization problem may still require more computation than may be practical in a dynamic imaging application. For such scenarios, a computationally less expensive solution is the alternative originally proposed in [35] and based on the MUSIC direction finding algorithm [25]. The basic algorithm is as follows. In the absence of noise, the correlation matrix \( \mathbf{R}_{\mathbf{y}_P} \) has \( Q \) of its \( P \) eigenvalues nonzero. Accordingly, the eigenvector matrix is partitioned as \( \mathbf{U} = [\mathbf{U}_S \quad \mathbf{U}_N] \), where the \( P \times Q \) matrix \( \mathbf{U}_S \) contains the eigenvectors corresponding to the nonzero eigenvalues. These eigenvectors form an orthonormal basis for the range of the measurement matrix \( \mathbf{F}_{PQ} \), traditionally referred to as the \textit{signal subspace}.

The orthogonal subspace spanned by the columns of the \( P \times (P - Q) \) matrix \( \mathbf{U}_N \) is known as the \textit{noise subspace}. In this scenario, the zero-valued eigenvalues associated with this subspace reflect the noise-free idealization. To determine the support, each of the \( L \) columns of \( \mathbf{F}_P \) is projected onto the noise subspace. The columns corresponding to the active sectors contained within the support \( \hat{Q} \) lie in the orthogonal subspace spanned by \( \mathbf{U}_S \) and hence will have zero projection onto \( \mathbf{U}_N \). The recovered support \( \hat{Q} \) contains the indices of these columns. Thus, defining the columns of \( \mathbf{F}_P \) and \( \mathbf{U} \) as \( \mathbf{f}_q \) and \( \mathbf{u}_m \) such that \( \mathbf{F}_P = [\mathbf{f}_0 \mathbf{f}_1 \cdots \mathbf{f}_{L-1}] \) and \( \mathbf{U} = [\mathbf{u}_0 \mathbf{u}_1 \cdots \mathbf{u}_{P-1}] \) (where the \( \mathbf{u}_m \) are ordered by eigenvalue size), the algorithm evaluates the \textit{null spectrum}

\[
D_{\text{MUSIC}}(q) = \sum_{m=Q}^{P-1} |\mathbf{f}_q^\dagger \mathbf{u}_m|^2
\]  

and selects as \( \hat{Q} \) the values of \( q \) such that \( D_{\text{MUSIC}}(q) = 0 \).

For the case in which \( \text{rank}(\mathbf{R}_X) = Q \), the MUSIC approach is particularly attractive, being a polynomial-time algorithm satisfying the lower bound of (6.26) [35]. However, it is well-known that the MUSIC algorithm is unreliable in scenarios corresponding to the case in which \( \mathbf{R}_X \) is rank-deficient [25]. For such cases, a hybrid MMV algorithm referred to as subspace-augmented MUSIC, which combines MUSIC with orthogonal matching pursuit techniques, may be be used to more efficiently handle rank-deficiencies [48].

More generally, additional results on the relationship between traditional CS MMV algorithms, MUSIC, and the issue of rank may be found in, e.g., [49,50].

**System Implementation**

While not shown in Figure 6-4, the sector support \( \hat{Q} \) is recovered from \( y_P[n] \) prior to the remaining steps of the reconstruction. For this recovery procedure, the required correlation matrix \( \mathbf{R}_{y_P} \) can also be computed from the coset responses directly in the array domain according to [cf. (6.22)]

\[
[\mathbf{R}_{y_P}]_{ik} = \sum_n y_{P_l}[n] y_{P_k}^*[n].
\]

The estimated support is then utilized in the remaining reconstruction steps.
6.2.3 Coset period selection considerations

For a fixed aperture length corresponding to a standard array of $N$ elements, the choice of the coset period $L$ in the associated multi-coset array involves a tradeoff between conflicting objectives.

On one hand, the sector-wise density $\rho_{s,L} = Q/L$ of the scene decreases monotonically with increasing $L$, converging to the limiting scene density $\rho_s$. Hence, this favors choosing a large value for $L$, so that the sparsest possible array can be used.

On the other hand, as $L$ increases, the number of coset periods $M = N/L$ decreases, causing imaging performance to suffer. This is due mainly to two reasons. First, the number of coset periods can be viewed as corresponding to the number of “snapshots” involved in estimating the scene support, and fewer snapshots means less noise averaging. Second, with a finite array aperture, targets in active sectors $Q$ effectively “spill over” into neighboring inactive sectors, so that underlying sparsity corresponding to (6.9) is obscured. Moreover, this leakage is exacerbated as the sectors become narrower.

As will be discussed shortly, the support recovery and scene reconstruction algorithms can be made robust to the situation in which (6.9) is violated by the presence of noise in the inactive sectors. Moreover, from the perspective of the associated processing, the signal energy leaked into inactive sectors behaves like other sources of noise in the system. Hence, its dominant effect is to increase the noise floor in the measurements, and its impact can be neglected provided its level is significantly lower than that due to the combination of other sources of noise in the system. In practice, we can usually choose $L$ small enough to ensure this.

More generally, the use of standard low-sidelobe tapers from the array processing literature will mitigate the spillover effect and help to make possible the use of larger values of $L$ and thus sparser array designs at high SNRs. And for scenarios where leakage simply cannot be ignored, a refined version of the array-domain image reconstruction process is described in [26]. Using this aperture-aware reconstruction, it is shown that the finite-aperture effects may be reduced to any desired level by dedicating a suitable portion of the array to the task, which in turn incurs a corresponding reduction in resolution.

6.3 Multi-Coset Array Processing

Having summarized the basic principles and techniques governing multi-coset imaging we now turn to the detailed design of robust multi-coset array processing. Central to our development is quantifying the impact of noise on the performance of the imaging system, and identify how to best mitigate the impact of such noise. Since noise affects both support recovery and scene reconstruction phases of the imaging process, we consider each separately, starting with the latter.

6.3.1 Reconstruction noise amplification

With respect to scene reconstruction, the second phase of the imaging process, noise causes a direct degradation in the reconstruction SNR (RSNR). We will characterize the relationship between the SNR at the sensor and the resulting RSNR. Since the SNR at the sensor is the reconstruction SNR for a standard array, this relationship allows us to assess the impact of the multi-coset architecture. We focus on the high SNR regime, where we can assume the support is reliably recovered.
We begin by showing how the RSNR is related to the condition number of the relevant measurement matrix $\kappa(F_PQ)$. First, let $x[n]$ denote the array response from the scene as before, but now we let $z[n]$ denote the spatially-white array response due to the noise. Defining $Z(\psi) \in \mathbb{C}^L$ such that $[Z(\psi)]_q = Z(\psi + q/L)$ is the coset response in the image domain is, we then have

\[
Y_P(\psi) = F_P(X(\psi) + Z(\psi)) = F_PQX_Q(\psi) + F_PZ(\psi). \tag{6.29}
\]

Applying our scene reconstruction procedure (which ignores the noise), we obtain that the resulting noisy reconstruction is

\[
\hat{X}_Q(\psi) = F_P^+Y_P(\psi) = X_Q(\psi) + F_P^+F_PZ(\psi), \tag{6.30}
\]

which corresponds to the desired image plus an amplified noise component.

The reference noise level is

\[
N_0 \triangleq \mathbb{E} \left[ \int_0^1 |Z(\psi)|^2 \, d\psi \right], \tag{6.31}
\]

which corresponds to the reconstruction noise level in a standard array. For the multi-coset array, the reconstruction noise level is, via (6.30),

\[
N_r = \mathbb{E} \left[ \int_0^1 \|F_P^+F_PZ(\psi)\|^2 \, d\psi \right] = \text{Tr} \left( (F_P^+F_P)^* \mathbb{E} [R_Z] (F_P^+F_P)^\dagger \right) \tag{6.33}
\]

\[
= \text{Tr} \left( F_P^+F_P F_P^\dagger F_P^\dagger \right) \frac{N_0}{L}, \tag{6.34}
\]

\[
= \text{Tr} \left( F_P^+F_P^\dagger \right) \frac{N_0}{L^2} \tag{6.35}
\]

where to obtain (6.34) we have used the spatial whiteness of $z[n]$, and to obtain (6.35) we have used that the rows of $F_P$ are taken from the $L \times L$ (inverse) DFT matrix, whence $F_P F_P^\dagger = I/L$ with $I$ denoting the identity matrix.

Comparing (6.31) with (6.35), and recognizing that

\[
\|A\|_F^2 \triangleq \text{Tr}(AA^\dagger) \tag{6.36}
\]

is the squared Frobenius norm of an arbitrary matrix $A$, we see that RSNR in the multi-
coset imaging system is reduced by a factor
\[
\frac{N_r}{N_0} = \frac{\|F^+_\mathcal{P}_\mathcal{Q}\|_F^2}{L^2}
\]
\[
= \frac{1}{L^2} \sum_{j=0}^{P-1} \sum_{i=0}^{Q-1} |[F^+_\mathcal{P}_\mathcal{Q}]_{ij}|^2
\]
\[
= \frac{1}{L^2} \sum_{i=0}^{Q-1} |\sigma_i(F^+_\mathcal{P}_\mathcal{Q})|^2
\]
\[
= \frac{1}{L^2} \sum_{i=0}^{Q-1} \frac{1}{\sigma_i(F^+_\mathcal{P}_\mathcal{Q})^2}
\]
(6.37)

where the \(\{\sigma_i(F^+_\mathcal{P}_\mathcal{Q})\}\) are the \(Q\) nonzero singular values of \(F^+_\mathcal{P}_\mathcal{Q}\), and where to obtain (6.37) we have used that the singular values of a matrix are the reciprocals of the singular values of its pseudo-inverse.

In the high SNR regime, the condition number of the measurement matrix, \(\kappa(F^+_\mathcal{P}_\mathcal{Q})\), which is the ratio its maximum to minimum singular values, accurately reflects the degree of noise amplification in the reconstruction. To see this, note that since \(F^+_\mathcal{P}_\mathcal{Q}\) is a \(P \times Q\) matrix with each entry having magnitude \(1/L\), it follows that
\[
\|F^+_\mathcal{P}_\mathcal{Q}\|_F^2 = \sum_{i=0}^{Q-1} |\sigma_i(F^+_\mathcal{P}_\mathcal{Q})|^2 = \frac{PQ}{L^2}.
\]
(6.38)

Thus, while the sum in (6.38) is fixed for a given \(L, P,\) and \(Q\), the sum in (6.37) may vary greatly, depending on the distribution of the singular values of the measurement matrix. Specifically, the smaller the minimum \(\sigma_i(F^+_\mathcal{P}_\mathcal{Q})\), the larger the noise amplification. Hence, in the selection of the coset pattern, it is desirable to select \(\mathcal{P}\) such that \(\kappa(F^+_\mathcal{P}_\mathcal{Q})\) takes relatively small values for all support sets \(\mathcal{Q}\).

### 6.3.2 Support recovery reliability

With respect to support recovery, the first phase of the imaging process, the presence of noise means that (6.9) does not strictly holds for any \(Q < L\), and thus there is no exact sparse solution to (6.16). As a result, modifications to the support recovery algorithm are required. Ultimately, we will characterize the performance of the support recovery phase in terms of the threshold SNR (TSNR) above which the correct support \(\mathcal{Q}\) can be reliably recovered, and note that this threshold will in general depend on the scene density and choice of coset pattern \(\mathcal{P}\).

Before characterizing the support recovery performance, we first develop how to accommodate noise in the both the \(\ell_1\)-minimization and MUSIC-based approaches to the problem.

With respect to the \(\ell_1\)-minimization approach, we note that the optimization (6.25) must modified. In particular, following standard practice, since the noise precludes the possibility of an exact sparse solution, we relax the equality constraint in (6.25), yielding

\[
\text{minimize } \|w\|_1 \quad \text{subject to } \|V - FPW\|_F^2 < \epsilon,
\]
(6.39)
where $\epsilon$ is chosen as a function of the SNR. A variety of algorithms suited to this noisy MMV problem can be found in [51, 52].

For the MUSIC algorithm approach, the extension to the noisy case is straightforward when the number of measurements is large enough such that the eigenvector matrix $U$ has converged to roughly the noise free case, and the noise power is uniformly distributed throughout both the signal and noise subspaces [25]. However, difficulties arise when the number of coset periods is more limited. In particular, $U_S$ and $U_N$ will not accurately partition the signal and noise subspaces, and the contribution due to noise is no longer evenly distributed over the $P$ eigenvalues.

A “soft” version of the MUSIC algorithm known as the eigenvalue method [53] accounts for finite sample sets by weighing the projections onto each subspace direction $u_m$ more heavily for smaller eigenvalues. Specifically, the null-spectrum under this method is given by

$$D_{EV}(q) = \sum_{m=Q}^{P-1} \frac{1}{\lambda_m^{1/2}} |f_q^\dagger u_m|^2,$$

(6.40)

where the eigenvalues $\lambda_m$ are the (ordered) diagonal elements of $\Lambda$. In essence, this approach aims to suppress the signal contribution within the estimate of $U_N$ in order to obtain a more accurate representation of the true noise subspace.

At low SNR, as the threshold between signal and noise eigenvalues becomes less distinct, the estimated signal eigenvectors can potentially be aligned more closely to the true noise subspace than the true signal subspace. This point is unaccounted for in (6.40). Based on this observation, we have found that a still “softer” version of MUSIC, corresponding to the null-spectrum

$$D_{MEV}(q) = \sum_{m=0}^{P-1} \left( \frac{1}{\lambda_m^{1/2}} - \frac{1}{\lambda_0^{1/2}} \right)^2 |f_q^\dagger u_m|^2,$$

(6.41)

to be effective at low SNR—a regime in which MUSIC has traditionally been considered unsuitable. We stress that this version of MUSIC includes contributions from the entire column space of $U$, save for the eigenvector associated with the largest eigenvalue $\lambda_0$.

Numerical simulations were performed to compare the different recovery algorithms. A representative example of the results is shown in Figure 6-5. In these simulations, a coset period of $L = 19$ with $P = 9$ active cosets was selected. The coset pattern is fixed at $P = \{0, 1, 2, 3, 5, 7, 12, 13, 16\}$, selected by the design algorithm described in the following section. To gauge the recovery performance of the basic MUSIC, eigenvalue-MUSIC (soft MUSIC), modified-eigenvalue-MUSIC (softer MUSIC), and $\ell_1$-minimization algorithms, each was applied to 1000 randomly generated scenes in which $Q = 7$ active sectors supported by $Q$ were selected at random. Gaussian noise was added to each scene, evenly distributed over the entire range of $\psi$. This was repeated over a range of SNRs. A successful recovery was declared when the $Q$ most likely active sectors as estimated by the respective algorithm matched exactly to the $Q$ sectors contained in $Q$. While the $\ell_1$ algorithm gave the best result, our modified MUSIC algorithm performed nearly as well, reaching a recovery probability of nearly 100% at a similar TSNR, while requiring considerably less computation time. The most striking result is the notable improvement beyond the established MUSIC algorithms.
Figure 6.5: Empirical recovery probability versus SNR for $L = 19$, $P = 9$, and (a) $Q = 6$ (b) $Q = 7$ (c) $Q = 8$. 
6.4 Support Recovery Failure Detection

In practice, the scene density and SNR may not be known in advance, or may evolve dynamically. As we have shown, both these quantities affect the support recovery reliability in a multi-coset array imaging system. While we could choose the number of cosets in our array to cover a worst-case scenario, in the typical case this would be rather wasteful of resources. An alternative to such an approach would be to use considerably less overprovisioning, and instead develop a method for detecting when the scene density exceeds the level at which a reliable image can be formed.

In this section, we develop such an approach. And while methods can be developed for detection such false images at high levels of abstraction using machine vision techniques, in our development we focus on the use of low-level techniques that can be easily integrated into our array processing pipeline.

The technique we develop is based on the concept of back-projection error (BPE). Consider the \((P, L)\) multi-coset array with coset pattern \(P\) and a \((Q, L)\)-sparse scene with support \(Q\), where both \(Q\) and \(Q\) are unknown. In the support recovery stage, the received information contained in \(Y_P(\psi)\) is used to obtain an estimate of the support \(\hat{Q}\). Using the estimated support, the image is reconstructed as \(\hat{X}_{\hat{Q}}(\psi) = F^{+}_{P\hat{Q}} Y_P(\psi)\). Since the true \(X_Q(\psi)\) is unknown, we use a back-projection onto the space spanned by \(\hat{Q}\) for comparison to the original coset response

\[
\hat{Y}_{P\hat{Q}}(\psi) = F_{P\hat{Q}} \hat{X}_{\hat{Q}}(\psi)
= F_{P\hat{Q}} F^{+}_{P\hat{Q}} Y_P(\psi).
\] (6.42)

Where the product \(F_{P\hat{Q}} F^{+}_{P\hat{Q}}\) is the projection matrix onto the range of \(F_{P\hat{Q}}\).

If \(\hat{Q}\) is correct, the back-projection \(\hat{Y}_{P\hat{Q}}(\psi)\) should be approximately equal to \(Y_P(\psi)\), provided the noise level is relatively low. We quantify this through the back-projection error,

\[
\text{BPE} = \int_0^{1/L} \| Y_P(\psi) - \hat{Y}_{P\hat{Q}}(\psi) \|^2 d\psi.
\] (6.43)

6.4.1 Failure detection in the absence of noise

Consider first the case where the noise level is negligible relative to the received signal power. As discussed in Section 6.2, a multi-coset array with a \((P, L)\)-universal pattern should be able to recover the support \(Q\) of a \((Q, L)\)-sparse scene in most cases given \(P \geq Q + 1\). When the support estimate is recovered from the response \(Y_P(\psi) = F_{PQ} X_Q(\psi)\) is (or contains) the correct support such that \(Q \subseteq \hat{Q}\), the back-projection is

\[
\hat{Y}_{P\hat{Q}}(\psi) = F_{P\hat{Q}} \hat{X}_{\hat{Q}}(\psi) = F_{P\hat{Q}} X_Q(\psi) = Y_P(\psi),
\] (6.44)

and the BPE is zero. When the scene is insufficiently sparse for the array, the recovery stage fails to determine the entirety of the support and \(Q \subset \hat{Q}\). In this case, much of the energy contained in the unidentified support sectors \(Q/\hat{Q}\) vanishes during the back-projection operation. This behavior can be seen in Figure 6-6. Each curve represents a fixed number of cosets \(P\) for which the average BPE is plotted as a function of the number of supported sectors \(Q\). The average BPE was calculated over 1000 trials, each trial having a random Gaussian scene evenly distributed over a randomly selected support \(Q\). As expected,
each curve remains at zero for $Q < P$ and rises in nearly linear fashion with $Q$ beyond this point.

6.4.2 Failure detection in the presence of noise

To understand how the presence of noise impacts the BPE, consider a scene with fixed signal power distributed over any $Q \leq P - 1$ sectors. For noise powers below some threshold level (specific to the particular values of $L$, $Q$, and $P$), the support recovery will not be adversely affected. In this region, the support $\mathcal{Q}$ will be recovered successfully and the BPE will be due solely to the noise within the subspace orthogonal to the range of $\mathbf{F}_{PQ}$, which will increase in proportion to the total noise power. As a consequence, failures occur with increasing likelihood for $P > Q$ at lower SNRs. Hence, a useful failure detection mechanism is to indicate when the BPE exceeds some prescribed threshold.

The choice of this threshold depends on SNR, a Figure 6-7 reflects. This figure shows the normalized BPE versus $Q$ for different SNR values for a $(9,19)$ multi-coset array. Rather than averaging the BPE results over every trial as in Figure 6-6, the averages are instead taken separately for the cases of successful and failed support recovery estimates. We observe that independent of $Q$, the failed cases consistently lie above some threshold, which varies with SNR. Defining the threshold BPE as the midpoint between the maximum success and minimum failure BPEs allows a nominal level indicating a probable failure to be determined at each SNR. Figure 6-8 illustrates the resulting BPE thresholds from this analysis for the $(9,19)$ array. Similar analysis can be undertaken for another other particular array pattern.
Figure 6-7: Normalized BPE versus $Q$, at different SNR, $L = 19$, $P = 9$. The solid and dashed portion of each curve represent the successful and failed cases, respectively.

Figure 6-8: Normalized BPE threshold versus SNR, $L = 19$, $P = 9$. 
Chapter 7

Multi-Coset Array Design and Application

In the previous chapter, we detailed the general principles related to the underlying concepts and performance metrics of the multi-coset array. In this chapter, we tie these principles to the practical design and operational aspects of the overall multi-coset system. To begin, we develop our approach for the design of good multi-coset array patterns over a linear aperture of length $N$ measured in half-wavelengths. In our development, we assume the coset period $L$ has been chosen based on the considerations in Section 6.2.3. This means that scenes of a given density are characterized by a particular value of $Q$, which we treat as known. For this scenario, we consider array designs with density corresponding to a number of active cosets $P$ such that $P \geq Q + 1$, consistent with our earlier development, but note that in practice the addition of at least one additional coset $P \geq Q + 2$ provides large performance gains in support recovery.

We now consider the design of $(P, L)$ multi-coset array patterns that are uniformly good for all $(Q, L)$-sparse scenes. Our development separately considers the high- and low-SNR regimes.

7.1 High SNR Designs

At high SNR, the correct support is recovered with high probability, so system performance is largely determined by the RSNR achieved during the scene reconstruction phase of imaging. Based on the analysis in Section 6.3.1, which reveals the performance is dominated by the smallest eigenvalue of the measurement matrix $F_{PQ}$. Accordingly, we seek the coset pattern $\mathcal{P}$ such that $|\mathcal{P}| = P$ for which the measurement matrix $F_{PQ}$ remains well conditioned for all possible supports $\mathcal{Q}$ satisfying $|\mathcal{Q}| \leq Q$, i.e.,

$$\mathcal{P}^*_\kappa = \arg\min_{\mathcal{P} \in \mathcal{C}_P} \max_{\mathcal{Q} \in \mathcal{C}_Q} \kappa(F_{PQ}).$$

Note, however, that the sets $\mathcal{C}_P$ and $\mathcal{C}_Q$ containing the possible choices of $\mathcal{P}$ and $\mathcal{Q}$ grow rapidly with increasing $L$. An exhaustive search based on (7.1) requires $|\mathcal{C}_P| \times |\mathcal{C}_Q|$ calculations of $\kappa(F_{PQ})$, which makes this design approach, while conceptually natural, unappealing from the perspective of computational complexity.
7.2 Low SNR Designs

At lower SNR, errors in the support recovery become significant, and thus system performance is more determined by the TSNR achieved during the support recovery phase of imaging. In this regime, the condition number of the induced measurement matrix $F_{PQ}$ is less important, and the design procedure in Section 7.1 is less meaningful.

Instead, in this low SNR regime, we develop an alternate design framework inspired by the Minimum Redundancy Linear Arrays (MRLA) introduced in [54]. MRLA designs have the defining property that there are no sensor pairs having identical spacings, in an effort to yield the best representation of the full correlation matrix with the fewest number of elements.

Our approach can be viewed as a generalization of the MRLA framework that takes into account the periodicity constraint inherent in multi-coset array. In particular, we start by defining the following modulo-distance between pairs of elements $l, k$ within a single coset period:

$$t_{lk} \triangleq \min\{|l - k|, L - |l - k|\}.$$  (7.2)

In turn, we count the number of times each pairwise spacing is found in a particular pattern $\mathcal{P}$. For this purpose, the co-array for $\mathcal{P}$ is a vector of the number of times each modulo-distance occurs in the pattern. In particular, the $t$th entry of $\mathcal{P}$ is the number of times the distance $t$ occurs, i.e.,

$$[c_\mathcal{P}]_t \triangleq \sum_{\{(l,k) : t_{lk} = t\}} s_l s_k, \quad 1 \leq t \leq \frac{L-1}{2}. \quad (7.3)$$

where $s_\mathcal{P}$ is the binary selection vector with entries

$$[s_\mathcal{P}]_l = \begin{cases} 1, & l \in \mathcal{P} \\ 0, & \text{otherwise}, \end{cases} \quad l = 0, 1, \ldots, L - 1. \quad (7.4)$$

From this perspective, $c_\mathcal{P}$ can be viewed as a modulo version of the co-array originally defined in [54].

Finally, our desired pattern is that in which all the different spacings occur as infrequently as possible. Since the total number of spacings is the same for all patterns of length $P$, this corresponds to a co-array vector that is as close to constant as possible, which can be computed by selecting the coset pattern having the co-array $c_\mathcal{P}$ with the smallest $\ell_2$-norm, i.e.,

$$\mathcal{P}_c^* = \arg\min_{\mathcal{P} \in C_\mathcal{P}} \|c_\mathcal{P}\|_2. \quad (7.5)$$

The rationale for this design approach comes from considering the correlation matrix associated with all $L$ cosets

$$R_Y = FR_XF^\dagger. \quad (7.6)$$

For the moment, consider the model with uncorrelated scene sectors, i.e.,

$$[R_X]_{mn} = \int_0^{1/L} X_m(\psi) X_n^*(\psi) \, d\psi = \begin{cases} \sigma_m^2, & m = n \\ 0, & m \neq n, \end{cases} \quad (7.7)$$

where $\sigma_m^2 = \int_0^{1/L} |X_m(\psi)|^2 \, d\psi$ is the signal energy from sector $m$. In this case, the full
Table 7.1: Examples of coset patterns $\mathcal{P}_c^*$ selected according to the co-array approach.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$P$</th>
<th>$\rho_A$</th>
<th>$\mathcal{P}_c^*$</th>
<th>$c^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>3</td>
<td>0.43</td>
<td>${0, 1, 3}$</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>0.57</td>
<td>${0, 1, 2, 4}$</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>0.45</td>
<td>${0, 1, 2, 4, 7}$</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>0.55</td>
<td>${0, 1, 2, 4, 5, 7}$</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>0.31</td>
<td>${0, 1, 3, 9}$</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>0.69</td>
<td>${0, 1, 2, 3, 4, 5, 7, 9, 10}$</td>
<td>6</td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>0.47</td>
<td>${0, 1, 2, 3, 5, 7, 12, 13, 16}$</td>
<td>4</td>
</tr>
<tr>
<td>19</td>
<td>10</td>
<td>0.53</td>
<td>${0, 1, 2, 3, 5, 7, 12, 13, 15, 16}$</td>
<td>5</td>
</tr>
</tbody>
</table>

correlation matrix has a Hermitian-circulant structure

$$|R_Y|_{lk} = \frac{1}{L^2} \sum_{q=0}^{L-1} \sigma_q^2 e^{j2\pi(l-k)q/L}. \quad (7.8)$$

From (7.8), the dependence of the matrix entries on the relative spacing between elements indicates the importance of the pairwise spacings as represented by the $2(L-1)$ off-diagonals. Specifically, the information contained in $R_Y$ can be obtained by representing each of the possible spacings a single time. The symmetries in the Hermitian-circulant structure reduce the number of unknowns by another factor of four, suggesting the entire matrix could be represented by only $\lceil (L-1)/2 \rceil$ unknowns. In practice, there will be measurement noise and some correlation between the different sectors, and as such $R_Y$ will vary to some extent along each diagonal. As such, multiple occurrences of a particular pairwise spacing can be interpreted as multiple samples of noisy data. Hence, this suggests a design with evenly distributed spacings.

### 7.3 Pattern Computation, Evaluation, and Comparison

A quick comparison of (7.1) and (7.5) shows that the co-array based design approach entails significantly fewer computations due to the independence of this design on $Q$. In this section, we further show the co-array designs are also optimal—or very close to optimal—in performance in both low- and high-SNR regimes.

To begin, we examine a set of $(L, P)$ pairs for which the number of unique element pairs $P(P-1)/2$ is an integer multiple of the number of possible spacings $(L-1)/2$. This condition makes it possible, in principle, for a pattern to have a perfectly flat co-array distribution: each entry of $c_P$ takes the identical value $c^* = P(P-1)/(L-1)$. Examples of coset patterns fitting this description are shown in Table 7.1, along with the array density $\rho_A$, and the associated value of $c^*$.

Focusing on the $(4, 7)$-sparse array in this table for purposes of illustration, note first that this array layout is depicted in Figure 6-2. We emphasize, too, that this coset pattern can be used with any number of coset periods $M$ depending on the array length, and that the effective array density is approximately 57% of the number of elements contained in a standard array of the same length. The corresponding co-array is $c_P = [222]$, which reflects that there are two element pairs having each of the (modulo) spacings 1 (element...
Table 7.2: Maximum condition numbers, $Q = P - 1$.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$P$</th>
<th>$\kappa_{P_2}^{\text{max}}$</th>
<th>$\kappa_{P_3}^{\text{max}}$</th>
<th>$\kappa_{P_b}^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>3</td>
<td>1.31</td>
<td>1.66</td>
<td>2.64</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>2.18</td>
<td>2.18</td>
<td>3.60</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>4.24</td>
<td>4.24</td>
<td>17.54</td>
</tr>
<tr>
<td>11</td>
<td>6</td>
<td>5.17</td>
<td>5.17</td>
<td>20.22</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>2.75</td>
<td>3.26</td>
<td>15.85</td>
</tr>
<tr>
<td>13</td>
<td>9</td>
<td>6.49</td>
<td>6.49</td>
<td>33.25</td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>13.54</td>
<td>13.54</td>
<td>1063.63</td>
</tr>
<tr>
<td>19</td>
<td>10</td>
<td>13.93</td>
<td>13.93</td>
<td>1154.08</td>
</tr>
</tbody>
</table>

For the values of $L$ and $P$ shown in Table 7.1, it is computationally feasible to determine the condition number of the measurement matrix $\kappa(F_{PQ})$ over the sets $\mathcal{C}_P$ and $\mathcal{C}_Q$, corresponding to the high-SNR regime design framework. From these results, the maximum condition number $\kappa_{P}^{\text{max}}$ over all $Q$ of length $Q = P - 1$ is determined for each $P$. The results for $\kappa_{P_2}^{\text{max}}$, $\kappa_{P_3}^{\text{max}}$, and $\kappa_{P_b}^{\text{max}}$ are shown in Table 7.2 for each of the $(L, P)$ pairs in Table 7.1. Also included in this table are results for the refers to the bunched universal pattern mentioned in Section 6.2.1. This pattern, $\mathcal{P}_b = \{0, 1, \ldots, P - 1\}$, is included for the reference, and is an example of a pattern that only guarantees that the measurement matrix will have a finite condition number for all $Q$.

As an initial observation, note that the bunched patterns lead to poor RSNR performance, as we would expect.

Next, note that there are many entries in Table 7.2 for which $\kappa_{P_2}^{\text{max}}$ and $\kappa_{P_3}^{\text{max}}$ match, revealing that our high-SNR and low-SNR designs often yield identical patterns. Moreover, even when they differ, our low-SNR designs do not sacrifice significant RSNR performance when used in the high SNR regime. Hence, we conclude that even at high SNR, the co-array based pattern designs are “near” optimal.

Conversely, we can also evaluate the performance of our high-SNR designs in the low-SNR regime in the two instances in Table 7.2 where the designs differ from their low-SNR counterparts. In particular, in Figure 7-1 we plot the recovery probability as a function of SNR for the (3, 7) and (4, 13) sparse arrays. In this case, we see that these high-SNR designs offer conspicuously poorer TSNR performance in the low-SNR regime.

Equally noteworthy, in these and all other choices of $(P, L)$ for which simulations were conducted, the co-array pattern designs consistently yielded the lowest TSNR for reliable support recovery among all possible patterns, providing additional evidence that co-array based pattern design framework is well matched to the low-SNR regime.

While co-array based designs offer attractive performance characteristics, for coset periods beyond $L = 20$, the exhaustive search for such patterns via (7.5) over $\mathcal{C}_P$ consumes significant computation. In this regime, it is natural to replace the brute force search with an iterative optimization based on the Markov Chain Monte Carlo (MCMC) method [55]. In our experiments, we found this approach effective for quickly determining well designed coset patterns. Several examples with uniform co-arrays obtained from this procedure are shown in Table 7.3.
Figure 7.1: Recovery probability vs SNR for (a) \((L, P, Q) = (7, 3, 2)\) and (b) \((L, P, Q) = (13, 4, 3)\)

Table 7.3: Examples of coset patterns \(P_c^*\) found using MCMC.

<table>
<thead>
<tr>
<th>(L)</th>
<th>(P)</th>
<th>(\rho_A)</th>
<th>(P_c^*)</th>
<th>(c^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>5</td>
<td>0.24</td>
<td>{0, 1, 6, 8, 18}</td>
<td>1</td>
</tr>
<tr>
<td>21</td>
<td>16</td>
<td>0.76</td>
<td>{0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 12, 13, 14, 15, 18, 19}</td>
<td>12</td>
</tr>
<tr>
<td>23</td>
<td>11</td>
<td>0.48</td>
<td>{0, 1, 2, 3, 5, 7, 8, 11, 12, 15, 17}</td>
<td>5</td>
</tr>
<tr>
<td>23</td>
<td>12</td>
<td>0.52</td>
<td>{0, 1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18}</td>
<td>6</td>
</tr>
<tr>
<td>31</td>
<td>6</td>
<td>0.19</td>
<td>{0, 1, 14, 20, 24, 29}</td>
<td>1</td>
</tr>
<tr>
<td>31</td>
<td>15</td>
<td>0.48</td>
<td>{0, 1, 2, 3, 5, 7, 11, 14, 15, 16, 22, 23, 26, 28, 29}</td>
<td>7</td>
</tr>
<tr>
<td>31</td>
<td>16</td>
<td>0.52</td>
<td>{0, 1, 2, 3, 4, 6, 7, 8, 12, 14, 16, 17, 19, 24, 25, 28}</td>
<td>8</td>
</tr>
<tr>
<td>35</td>
<td>17</td>
<td>0.49</td>
<td>{0, 1, 2, 3, 5, 6, 10, 16, 17, 18, 22, 24, 25, 27, 28, 31, 33}</td>
<td>8</td>
</tr>
<tr>
<td>37</td>
<td>9</td>
<td>0.24</td>
<td>{0, 1, 3, 9, 13, 14, 21, 31, 35}</td>
<td>2</td>
</tr>
<tr>
<td>57</td>
<td>8</td>
<td>0.14</td>
<td>{0, 1, 13, 15, 21, 24, 31, 53}</td>
<td>1</td>
</tr>
</tbody>
</table>
It is important to emphasize that while the coset pattern examples shown in Tables 7.1 and 7.3 can be considered “perfect” in the sense of our co-array metric, the set of patterns that are good in a practical sense is considerably larger. Indeed, small deviations from a uniform co-array generally do not significantly impact performance. Consequently, within the process of selecting \( P \), emphasis should be placed on arriving at a pattern for which the elements of \( c_P \) are distributed reasonably evenly. In the simulations of Section 7.4, we use such a near-perfect pattern for a scenario with parameters \( L = 47 \) and \( P = 28 \).

### 7.4 Range-Azimuth 2-D Imaging Simulations

In this section, the multi-coset imaging techniques are applied to create two-dimensional range-azimuth images. We first develop our framework to exploit the tendency of scenes to exhibit range-dependent sparsity. Then, we use a simple electromagnetic simulation to generate data for an active imaging radar system composed of a single transmit element and an array of receive elements.

#### 7.4.1 Range-dependent scene sparsity

While many scenes are not strictly sparse when viewed in solely in terms of azimuthal sectors of arbitrary range, they are often sparse in azimuth when further partitioned into range cells. In active systems, such range partitioning can be achieved through the use of standard pulse compression techniques. This suggests a natural architecture where pulse compression is used to sort content into range cells, after which our multi-coset imaging techniques are applied separately at each range.

Pulse compression techniques are well understood, and many good treatments are available in the literature. For our purposes, it suffices to keep in mind the following characteristics. For a transmitted waveform containing a range of frequencies \( \Delta f \) about the center frequency \( f_0 \), the inverse Fourier transform of the received frequency domain data sorts the response according to the two-way travel times of the various signals reflected from the environment. In a typical medium, each of these signals travel at the same speed, hence sorting by time effectively sorts by distance.

From this perspective, the pulse-compressed range resolution improves linearly with the bandwidth \( \Delta f \). As the scene is divided in finer range cells, the resultant range-dependent sparsity profile improves, since the density at any range is monotonically non-increasing as the range cell length \( \Delta r \) decreases. The available fractional bandwidth \( \Delta f/f_0 \) of a particular array design is relatively fixed for any \( f_0 \). Hence, exploitation of range-dependent sparsity is inherently well suited for high frequency systems.

In the following simulations, we utilize this approach with a simulated scene that has nearly full azimuthal occupancy before range partitioning. It should be pointed out that the image reconstruction at each range is performed based on the narrowband model developed in Chapter 6 at the center frequency \( f_0 \). As the fractional bandwidth \( \Delta f \) increases, it may be necessary to consider a more careful general treatment, though no apparent diffusion effects are noticeable in these results.

#### 7.4.2 2-D imaging illustration

As a demonstration of multi-coset range-azimuth imaging, consider the representative application of a millimeter-wave vehicular-mounted imaging system. Assume a center frequency
of $f_0 = 75$ GHz and an available aperture length of 2 m. At this frequency, an element spacing of $d_0 = \lambda_0/2 = 2$ mm implies the need for 1000 array elements in order to fully populate the linear aperture. The simple line-of-sight point target model shown in Figure 7-2 was used to simulate the array response over a frequency bandwidth of 1 GHz, which provides a 15 cm range resolution following pulse compression.

Modeling the transmitting source as a single isotropic antenna located at the center of the aperture, the frequency response was initially determined at the $N = 1000$ equally spaced receive element locations. The full standard array image is generated by first sorting the received data by range using the pulse-compression technique, and then applying at each of the range bins. In the following images, a Hamming window [42] was applied across the array elements to aid in the suppression of sidelobe leakage, as discussed in Section 6.2.3.

The image was partitioned into sectors of equal widths $\Delta \psi/L = 1/L$ for increasing values of $L$ in order to observe maximum sector density $\rho_{s,L} = Q_{\text{max}}/L$ over all ranges. Following a rapid decrease, $\rho_{s,L}$ begins to level off at about $L = 50$. Based on observations that prime values of $L$ typically yield better conditioned measurement matrices, a coset period of $L = 47$ was selected. Adhering to the aperture constraint, this allows $M = 21$ coset periods for a total number of array elements $N = ML = 987$. Using all 987 elements to generate the standard array image with SNR = 30 dB yields the result shown in Figure 7-3.

At $L = 47$ the maximum number of occupied sectors is $Q = 14$. A conservative pick for the number of cosets is $P = 2Q = 28$, resulting in an array with a density factor.
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$\rho_A = 0.596$. Using the MCMC technique to design the coset pattern for the (28, 47) multi-coset array with $N = 588$ elements, the resultant image is shown in Figure 7-4. With this conservative choice of $P$, we see that the multi-coset array image reconstruction is nearly indistinguishable from the full array reconstruction.

For comparison, a uniformly spaced array with this same number of elements (corresponding to $d = d_0/0.596 = 0.839\lambda$) performs poorly, due to grating lobe effects, as shown in Figure 7-5. Indeed, this array is unable to distinguish the direction of arrival for targets outside of $|\psi| < 0.30$ and copies of image targets appear in multiple locations.

The corresponding “bunched” coset pattern also performs poorly as shown in Figure 7-6, as we would expect from our analysis. While the bunched pattern is able to determine the correct support at each range due to the conservative choice of $P$, it is evident that the poor conditioning of the associated measurement matrix results in a significant magnification of the noise within this support.

The noise amplification characteristics associated with the bunched pattern are even more pronounced at low SNR. To illustrate this, Figures 7-7, 7-8, and 7-9 show the image reconstructions at SNR = 10 dB for the full 987 element array, the co-array designed multi-coset array, and the bunched multi-coset array, respectively.

Figure 7-8 also emphasizes a significant feature of the multi-coset reconstruction. In contrast to the reconstruction from the full array in Figure 7-7, in which the noise appears relatively uniformly throughout the image, the image in Figure 7-8 has the noise eliminated in the sectors identified as inactive by support recovery processing.

Figure 7-3: Standard array image reconstruction, $N = 987$ elements with spacing $d_0 = \lambda_0/2$. SNR = 30 dB.
Figure 7-4: Reconstructed image for the (28, 47) multi-coset array with coset pattern $\mathcal{P} = \{0, 1, 2, 3, 4, 5, 10, 11, 12, 13, 15, 16, 19, 21, 22, 25, 26, 27, 30, 32, 34, 38, 39, 41, 42, 44, 45, 46\}$. SNR = 30 dB.

Figure 7-5: Reconstructed image from the sparse uniform array of $N = 588$ elements with spacing $d = d_0/0.596 = 0.839\lambda$. SNR = 30 dB.
Figure 7-6: Reconstructed image for the (28, 47) multi-coset array with “bunched” coset pattern $\mathcal{P}_b = \{0, 1, \ldots, 27\}$. SNR = 30 dB.

Figure 7-7: Standard array image reconstruction, $N = 987$ elements with spacing $d_0 = \lambda_0/2$. SNR = 10 dB.
Useful reconstructions can be obtained from multi-coset imaging even when the number of elements is strictly insufficient for the realized scene density, as we will now illustrate. In such cases, the associated reconstructions are most useful in conjunction with failure detection methods as developed in Section 6.4. In this 2-D imaging scenario, our BPE failure measure is applied at each range. Figure 7-10 shows the reconstructed images for $P \leq Q = 14$. The bar immediately to the right of each reconstruction indicates the BPE at each range.

Due to the moderately aggressive choice of $P = 14$ for this scene, the image shown in Figure 7-10a exhibits a mild degree of error at the ranges with the highest densities. This is to be expected as the number of cosets begins to be insufficient to accurately determine the supported sectors. In Figure 7-10b, the array has $P = 9$ cosets, and more severe errors begin to occur. A primary utility of having this range-dependent error indication is that when failures occur, the location can be identified and ignored, or judged with caution, without discarding results at other ranges that still have sufficiently low densities. In Figure 7-10c, the array retains $P = 5$ cosets, having reduced the total number of elements to 105 of the original $N = 987$. While the objects are showing noticeable levels of distortion, each target is still being located by the support recovery algorithm, with the most egregious corruptions being identified by the error indicator.
Figure 7-9: Reconstructed image for the (28, 47) multi-coset array with “bunched” coset pattern $\mathcal{P}_b = \{0, 1, \ldots, 27\}$. SNR = 10 dB.
Figure 7-10: Multi-coset images with failure detection, $L = 47$ and (a) $P = 14$, (b) $P = 9$, (c) $P = 5$. SNR = 30 dB.
Chapter 8

Multi-Coset Array Experimental Validation

To show the robustness of the multi-coset array in a practical setting, measurements were performed with the use of equipment and facilities provided by MIT Lincoln Laboratory, Lexington, MA.

8.1 Hardware description

Our measurements were taken with the use of the small, portable radar platform shown in Figure 8-1. This platform is made up of four primary components:

1. The radar module, contained within the light gray box near the center of the forward face of the platform
2. A cylindrical “quadridge” transmit horn antenna
3. An identical receive antenna
4. The physical platform mount

This radar module can be controlled by attaching a laptop through the USB interface port and sending configuration and measurement commands. When a request for a radar data measurement is made, a transmit signal is sent through one of the two RF antenna ports, after which a received signal measured at the other RF port is processed and the data is delivered to the laptop.

The horn antennas are 11.5” in length and open to a circular aperture 5.25” in diameter. They support both vertical and horizontal polarization, accessed through feed ports located on the top and side of the antenna, respectively, located 5/8” from the small end of the horn. In the configuration used in these measurements, the radar module attaches to the antennas via a 90° hybrid coupler, which in turn attaches in-phase and quadrature ports to the vertical and horizontal polarization feeds, resulting in circularly polarized waves. The radar operates at a center frequency $f_c = 3.1$ GHz ($\lambda_c = c_0 / f_c = 2.81”$, where $c_0$ is the propagation speed of the electromagnetic waves), and employs a waveform with bandwidth $B = 2.2$ GHz, providing a range resolution of $\Delta r = c_0 / 2B = 2.68”$.

The platform mount attaches to a straight rail on which it can positioned manually. By making repeated measurements at uniformly spaced positions along the rail, the measured
data can be used to synthesize the multi-channel response of a uniform linear array with elements located at the measurement positions.

The rail itself, shown in Figure 8-2, is $L = 98''$ long, with uniformly spaced markings at 1'' intervals. When the full length of the rail is utilized to synthesize the array aperture, the image resolution is $\Delta\psi = \lambda_c/2L = 0.0146$. The choice of the 1'' spacing, rather than a spacing of $d = \lambda_c/2 = 1.4''$, is necessary due to the type of measurements being made. As opposed to the bistatic type measurements described in the previous chapters, where the transmitting source antenna is located in a fixed position, these measurements are of the monostatic type, since the transmit antenna moves with the receive antenna. As a result, the relative path differences (i.e. phase variations) for each “element” is increased by a factor of two, necessitating closer spacings. While this suggests a spacing of 0.7'', the directive properties of the horn antennas act to suppress the presence of any grating lobes due to the 1'' spacing.

8.2 Test Configuration and Layout

The rail-mounted radar platform was set up as shown in Figure 8-3. For target objects, four aluminum trihedral corner reflectors were mounted on non-conducting tripods approximately 25' from the rail. Three of these corner reflectors were of the type shown in Figure 8-4a, with each of the three faces being right isosceles triangles with an edge length of 8.5''. The remaining corner reflector, shown in Figure 8-4b, had square shaped faces with an edge length of 9''.

After placing the four targets in the configuration shown in Figure 8-5, a tape measure was used to record the positions of the reflectors relative to the array and their mounted
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Figure 8-2: Mounting rail with markings indicating measurement locations.
Figure 8-3: Rail-mounted radar in experimental setting.

Figure 8-4: Corner reflectors used as target objects for measurements.
8.3. MEASUREMENT DESCRIPTION

Once the radar platform and targets were arranged as described above, the attached laptop was used to interface with the radar hardware. To configure the system, this interface was used to specify a transmit gain of 0 dB (setting the transmitted power to the minimum level of -32 dBm), the start and stop times during which the received data is recorded and a delay time used to calibrate the system to account for the travel time of the signal through the transmit and receive feed paths. To set the delay time, several calibration measurements were taken with a single reflector placed at known distances from the radar antennas. The recording start time was used to suppress the signals which, rather than radiating away from the antennas, couple directly from the transmit to the receive horn. For these measurements this was set to correspond to a two-way travel time for a range of 5 meters. The stop time was set in a similar manner for a range of 14 meters, allowing enough extra time to account for multi-path reflections while stopping well before any reflections from the surrounding external objects (such as the vehicles seen in Figure 8-5, located approximately 20 m from the radar platform) could interfere with the desired measurements.

To remain consistent with the bistatic radar imaging model developed in the previous chapters, a preliminary conversion was used to synthesize the equivalent response to a single isotropic transmitter located at the center of the linear aperture. This response was obtained using conventional array processing techniques by first generating the image using an appropriate backprojection approach [56], and then projecting the response onto the array elements directly using (6.2).
Figure 8-6: Experimental layout and geometry.
After sorting the response data by range, the image obtained using the full 98 array elements was found from (6.3) at each range cell. The result in $\psi$ - range space is shown in Figure 8-7 over a range of 50 dB relative to the peak response level. In this format, we can see most clearly the range-dependent scene density. The four reflector targets appear as the primary responses at their expected locations, as can be seen in the image shown in cartesian coordinates in Figure 8-8. When taking these measurements, the radar takes a large enough number of repeated samples such that the ambient and receiver noise is significantly suppressed through averaging. The remaining responses throughout the image result from residual effects of the monostatic to bistatic conversion as well as the naturally occurring side lobes. For our purposes, this additional “noise” is useful for demonstrating the degree of robustness the multi-coset array exhibits with such practical effects. We can see that the most densely populated ranges are located in the neighborhood around 10 meters from the array, where we can expect to observe reconstruction errors due to support recovery failures to appear as the multi-coset array utilizes fewer cosets.

Figure 8-7: Full array image in $\psi$-range space.
Figure 8-8: Full array image in cartesian coordinates.
8.4. Multi-Coset Image Results

In determining an appropriate multi-coset array layout, a coset period of $L = 7$ was chosen so that the corresponding $L = 7$ scene sectors were small enough to allow for the targets to lie within several different sectors while still having $M = 14$ coset periods — a large enough number such that troublesome finite array effects, in particular, any rank deficiencies in the support recovery stage, would be unlikely. Additionally, the “good” coset patterns $\mathcal{P}$ for any number of active cosets $P \leq L$ are easily established, with so-called “perfect” patterns for both $P = m$ and $P = n$.

Starting with $P = 5$ cosets, Figure 8-9 shows the multi-coset image using $MP = 70$ out of the possible $ML = 98$ array elements. In this result, we see the clear reconstruction of the four target objects as well as much of the background responses. The BPE is displayed to the right of the image and shows a moderate level of error at the ranges containing the target objects. This is to be expected as the BPE accounts for differences between the response before and after the sector support is utilized. In the event that a non-trivial level of response is located outside the support, this adds to the BPE even though the support may be correct. Hence, in this result, the additional responses due to the target side lobes outside of the support will in general yield a non-zero BPE.

With $P = 4$ cosets, we obtain the multi-coset image using $MP = 56$ of the possible $ML = 98$ array elements seen in Figure 8-10. In this case, the BPE at range of 10 meters indicates a more cautionary likelihood of errors. However, this appears to be due to missing range-sidelobes, seen most clearly for the target near $(X, Y) = (2.5, 9.5)$ meters. The image still provides a good reconstruction of the main response for each target, and there are no noticeable false targets throughout the image.
Using $P = 3$ cosets results in the image shown in Figure 8-11. At this array sparsity, we begin to see more troublesome errors. Recall from our development that the multi-coset array with $P$ cosets can detect a maximum of $Q = P - 1$ support sectors, meaning in this case, the array can select only two sectors at each range. Hence, at the ranges containing the two target objects, there is limited tolerance for the non-trivial response levels outside of the appropriate sectors. Note that these errors are different in nature than those seen at higher array densities in that when the reconstruction algorithm misses the correct support sectors, it can result in an attempt to place the target within an incorrect sector in a manner that best reflects the data. Here this is occurring as false targets appearing in the sectors to the left and right of the correct sector.

For the sake of illustrating a “catastrophic” failure, the response for $P = 2$ is shown in Figure 8-12. In this result, the algorithm is forced to select a single sector in which it must determine the response that most closely matches the measured data. This shows up as both complete support recovery failures, as seen by the entire misplacement of one target, and an additional target-like response that the reconstruction places alongside the closest target in the center sector.

### 8.5 Remarks

The experimental results appear consistent with the expectations given by the analysis developed for the multi-coset array. As predicted, the image fidelity was maintained as long as the number of active cosets remained greater than the number of occupied sectors. While the use of the same reconstruction algorithm as in the case of the synthesized radar data
8.5. REMARKS

Figure 8-11: Reconstructed image result and range dependent back projection error from measured data for an array sparsity of 42.9%. $L = 7$, $P = 3$, $\mathcal{P} = \{0, 1, 3\}$.

Figure 8-12: Reconstructed image result and range dependent back projection error from measured data for an array sparsity of 28.6%. $L = 7$, $P = 2$, $\mathcal{P} = \{0, 1\}$.
in Section 7.4 demonstrates a level of agreement with our development model, additional experimentation efforts to determine whether other environments may have characteristics in which disagreements with the model could become evident.

Of particular interest would be the inclusion of larger distributed, less “point-like” targets than the corner reflectors used in these measurements. While the likelihood of the physical contents of separate sectors having enough similarities such that the coherence issues described in Section 6.2.2 would arise, it may be the case that certain multi-path responses could lead to the appearance of sector coherence from the perspective of the algorithm. Were such events to result in a breakdown in the use of the MUSIC based support recovery algorithm this would become evident in the back-projection, suggesting the use of a secondary algorithm suited to the coherent case in these situations. As such, further work to understand the need for and the implementation details of this type of system modification is warranted.

The use of the repeated monostatic radar measurements in place of a full multi-coset array seems valid. However, as is the case in all engineering endeavors, each layer of assumption distinguishing the model from the final system allows for the possibility of unexpected consequences. Thus a complete validation of the multi-coset array will necessitate the fabrication of a dedicated array in order to determine whether any such consequences affect the array performance in a meaningful way. One clear distinction is the omission of any mutual coupling effects in these measurements. While coupling played an important role in the analysis of the dense $\Delta \Sigma$ array, it is less likely to affect the performance of the sparse array, in which the electromagnetic interactions between elements will be less severe. In consideration of the nonuniform array design, it should be noted that if the inactive cosets are manifest as “missing” elements, this may affect the element patterns in a manner not considered in our analysis model. Further, with the recurrent nature of the array, this would mean each coset would be associated with a unique pattern shared by all of its constituent elements. While it may be possible to compensate for this effect in the reconstruction algorithm, this would then be contingent on the calibration of these patterns, adding complexity in both the overall design process as well as the additional processing. A more pragmatic approach can be achieved by including the inactive coset elements as so-called “dummy” elements. Recall that it is not the physical antennas that lead to the high cost of phased arrays, but the complicated circuitry behind the front end. The inclusion of the additional inactive cosets, match-terminated with simple resistive loads at their terminals, would remove the issue of nonuniform element patterns without incurring an appreciable increase in overall costs. In fact, as we visualize large-scale millimeter wave implementations on apertures that would conventionally require many thousands of elements, it may be the case that it is more convenient to fabricate the array in this fashion, rather than needing to specify the particular nonuniform structure.

Due to the moderate number of measurements, the relatively small coset period length of $L = 7$ limited the variety of array sparsity levels and particular coset patterns the could be examined. Larger values of $L$ would permit a greater ability to validate the performance of the co-array design technique, one of the primary contributions of this thesis. Further, a longer coset period would allow for a more gradual decrease in the array density as the number of active cosets is reduced, as well as a smaller fraction of occupied sectors for the scene. As a result, these experimental results give a somewhat modest indication of the capability to decrease the array sparsity made possible by the multi-coset array. In consideration of this and the above comments, we look forward to future experimental investigation of full-scale, dedicated multi-coset arrays.
Chapter 9

Conclusions and Future Work

This thesis has presented the architectures and associated algorithms for the design, operation, and processing of two digitally-enhanced antenna arrays. While the specifics of each array differ greatly, this research has the common thread of identifying and understanding the practical aspects related to the application of both designs. To conclude this work, we now provide a summary of the research and resulting insights, as well as the implications for future research directions.

The Dense $\Delta\Sigma$ Phased Array

The $\Delta\Sigma$ array was introduced via the notion of phase quantization, a concept which is related to signal discretization in analog-to-digital converters. From this, we extended the concept of oversampled $\Delta\Sigma$ ADCs to form the foundation of dense $\Delta\Sigma$ phased arrays. Under the model of independent and identically distributed quantization errors, the equivalence between the ADC and the phased array was demonstrated in terms of the expected quantization noise power and its dependence on the level of temporal or spatial oversampling, described by the density ratio $R$. Namely, for a fixed aperture, we saw that the SQNR improved by 9 dB/octave, where each octave refers to a doubling of the array density ratio. The initial 3 dB/octave is due to the natural averaging associated with the increased number of array elements, with the remaining 6 dB/octave resulting from the error canceling mechanism of the $\Delta\Sigma$ excitations. We then saw from numerical simulations for an array of isotropic elements that the SQNR increased at a slightly lower rate as the white noise model became less applicable with the increasing array density—a consequence of the smaller phase progression applied to the more closely spaced elements. Further, it was observed that by increasing the amplitude of the quantized excitations relative to the ideal excitations, the errors held more closely to the white noise model, thereby recovering the 9 dB/octave dependence. However, this came at the cost of reduced power efficiency, a property unique to the application of $\Delta\Sigma$ to the context of phased arrays.

We then compared the quantization distortion of the 2-bit $\Delta\Sigma$ array to conventional arrays of up to 5-bits of phase resolution and saw the improved robustness of the $\Delta\Sigma$ array with respect to phase errors, a particularly significant feature for millimeter wave applications. This observation is important in establishing the potential utility of the design as technology pushes into increasingly higher frequency regimes.

We demonstrated the ability to apply the dense $\Delta\Sigma$ technique to planar arrays and provided two types of $\Delta\Sigma$ excitation schemes for the rectangular lattice geometry. The
first of these allowed the quantization errors to be decomposed along both array dimensions, resulting in a 3 dB improvement in the SQNR while maintaining the 6 dB/octave δΣ dependence of the linear array. This 3 dB advantage is particularly useful at small density ratios when the potential for increasing the number of elements is limited. For higher density ratios, the second δΣ scheme was even more beneficial: though lacking the initial 3 dB improvement, this approach resulted in an SQNR improvement in proportion to 12 dB/octave. In both cases, these SQNR improvements are in addition to the natural 6 dB/octave averaging improvement. The analysis of these planar array results made use of the idea of the δΣ kernel, which provides a foundation for the tractable extension of the analysis to arbitrary (uniform) array geometries.

By employing the more evolved free excitation array model, we concluded that rather than affecting the utility of the δΣ beamforming technique in a deleterious manner, the mutual coupling in the dense array environment in fact was seen to be helpful due to more directive embedded element patterns, which helped suppress the most troublesome pattern distortions near the extents of real space. A moderate increase in the quantization noise resulted from variations in the embedded patterns of the elements near the array edges, though this is of only moderate concern in the intended application space of array lengths greater than a few wavelengths, for which such effects are relatively benign.

For the isotropic array element model, we found the δΣ array to have a moderate loss in the narrowband power efficiency of 1-2 dB (compared to the equivalently dense array with ideal excitations) resulting from the increased excitation amplitudes required by the δΣ array to scan the quantization errors into imaginary space. However, it was demonstrated that with the use of the simple scan impedance matching network, the densely packed array yielded better efficiency performance than the conventional half-wavelength spaced array over both wider scan regions and frequency bandwidths.

Using element gain patterns and mutual coupling measurements for a twelve element linear array, we validated the δΣ development and analysis. While the existing array hardware prevented the ability to vary the physical element spacing, the effective density ratio was varied by adjusting the electrical distance between elements over a range of frequencies. We observed relatively close agreement with the expectations that the noise power would decrease with $R^2$, the discrepancy being reasonably explained by variations in the array efficiency and the nature of the element patterns over the frequency range.

These results are encouraging even before taking into account the issues of operating outside the intended frequency band of the array, the modest density ratios, and the small number of elements. We also observed that the issue of setting the amplitude ratio proved less problematic than previously indicated by the analysis of the isotropic array elements. In general, the phase patterns of practical array elements will differ from the linear responses associated with the hypothetical isotropic element, from which we can conclude that the “inherent” power efficiency reduction indicated by the initial analysis will be less concerning in practical settings.

The Sparse Multi-Coset Imaging Array

Our development of the multi-coset array expressed the notion of beamforming in the context of image formation. After presenting the core concepts of scene sector sparsity, the multi-coset array structure, and the two-stage image reconstruction algorithm, we showed that in high SNR settings, it is possible to produce the identical image attainable by a
uniform half-wavelength spaced imaging array, provided the multi-coset array density is greater than the scene sector density.

The initial reconstruction stage, support recovery, in which the algorithm determines the sectors wherein lie the image targets, can be formulated in a compressive sensing setting as a multiple measurement vector problem. The solution of such problems requires that the measurement matrix be of rank greater than the number of occupied sectors. This implies the need for a minimal number of coset periods equal to this same value. Further, as the sector sparsity decreases with the length of each coset period—which determines the number of sectors—the benefit of long coset periods along with the minimal number of these periods can be used to dictate the appropriate setting of these parameters for a given overall aperture length.

In consideration of the effects of noise, the reconstruction SNR was shown to be related to the ambient SNR—equal to the SNR of the image formed by the standard uniform array—by the condition number of the multi-coset measurement matrix. Consequently, beyond the requirement for a universal coset pattern, which guarantees a finite condition number, the reconstruction SNR finding implies the further desire for a minimal condition number over all possible sector supports.

A more critical aspect of noise was seen through the threshold SNR, that is, the minimum SNR at which the support recovery stage of the reconstruction algorithm can reliably determine the correct sector support. We saw that this threshold SNR depended on the particular algorithm choice, and that this had important practical implications. The use of the MUSIC direction-finding algorithm resulted in a significant reduction in computation time compared to the convex $\ell_1$ minimization approach, though this came at the cost of a several dB increase in the threshold SNR. To address this, a modified direction-finding type algorithm was discovered within this research which maintained the computational benefits of the conventional MUSIC algorithm at a much less severe cost with respect to the threshold SNR. Because the possibility of crossing the threshold SNR persists outside of the most conservative multi-coset sparse designs, a computationally simple failure indication stage was introduced, based on the concept of back projection error. This approach is easily implemented as a third stage in the reconstruction algorithm to provide a measure of confidence regarding the possibility of erroneous results in the support recovery stage due to either increases in the scene sparsity or decreases in the SNR below the threshold level.

An improved design technique for selecting the coset pattern, adapted from the co-array design approach associated with the sparse minimum redundancy linear array, was presented here. Previous research regarding multi-coset sampling suggested coset pattern designs based on the minimax optimization of the associated measurement matrix condition number. While this approach implied optimal reconstruction SNR performance, the problem of designs optimized for the minimization of the threshold SNR remained open. Through extensive numerical experimentation, our result was shown to provide optimal threshold SNR performance in all cases, while maintaining the same, or nearly the same, reconstruction SNR performance as designs based on the condition number criteria. In addition, the co-array design procedure represents a significant reduction in design complexity due to its independence from the sector support, resulting in a reduced optimization search space by an order of a square root. Further, we found that for large array geometries at which an exhaustive search over even this reduced space becomes untenable, the Markov Chain Monte Carlo technique was particularly well suited for determining coset pattern designs.

Using simple electromagnetic models to generate the radar response to a simulated scene
of target objects, we demonstrated the reconstruction of two-dimensional (range-angle) images, employing the concepts of both range-dependent sparsity and back projection error to examine the behavior of the multi-coset array at a variety of array sparsity and SNR levels. For further validation of this sparse array design, experimental measurements were performed to demonstrate these same principles. As in the case of the $\Delta \Sigma$ array experiments, even with the less than perfect operational conditions resultant from the limitations imposed by the availability of dedicated hardware, the results for the multi-coset array tests were consistent with our development and analysis.

**Future Research Areas**

A number of topics for future areas of research follow directly from the material presented throughout this thesis. For example, it would be of interest to examine the application of the $\Delta \Sigma$ design technique to other common array geometries, such as cylindrical or ring arrays. Such research would include determining whether the $\Delta \Sigma$ error passing schemes presented here are appropriate, or if any particular aspects of this geometry suggest a more suitable, potentially advantageous approach to be exploited. Further, it would be useful to compare the behavior of any such array to the linear $\Delta \Sigma$ array regarding the relations between the element density and the resultant pattern distortion. Another interesting example is the hexagonal (sometimes referred to as triangular) planar array lattice. Beyond the well-understood characteristics of such planar designs, this geometry permits an extensive variety of error passing forms that may result in notable reductions in quantization noise even at very low density ratios.

Another consideration is the feasibility of higher-order $\Delta \Sigma$ structures. In this work, our $\Delta \Sigma$ technique is modeled on the first-order $\Delta \Sigma$ modulator\(^1\), due to a concern for stability in light of the array-specific issue of power efficiency, as well an overall desire for simplicity throughout our architecture. However, it may be the case that alternative error passing techniques can improve the array performance under certain conditions, and hence further investigation could prove to be of value.

One of the major contributions in this research for the multi-coset array was the strong performance of our modified MUSIC algorithm, which itself leads to a number of questions. Perhaps most interesting is whether this modified form would be of benefit to other applications in which the MUSIC algorithm is commonly employed. It is our belief that the joint utilization of both the “signal” and “noise” subspaces have some potential performance drawbacks (e.g., in the asymptotic limit in which the estimated subspaces converge to the correct value with high probability). Any additional estimate variance resulting from this is likely to be a larger issue in so-called “super-resolution” direction finding applications than in the relatively low-resolution usage here of determining the target support sectors. Still, the promising results regarding the notable improvement over the standard MUSIC algorithm suggests further consideration.

On a related note, recall that although the modified MUSIC algorithm regained much of the performance lost in the effort of utilizing the simpler polynomial-time direction finding algorithm, as opposed to the more computationally intensive $\ell_1$ convex optimization, the latter technique was still able to provide reliable results at a lower SNR. Depending on the

---

\(^1\)The two planar $\Delta \Sigma$ approaches described in Section 3.6 may be interpreted as exhibiting traits of higher-order $\Delta \Sigma$ modulators, though it was deemed sufficient to develop these ideas directly from the first-order linear $\Delta \Sigma$ to avoid unnecessary confusion.
specific application needs (i.e. reliability vs. data throughput rate), it would be easy to implement an additional algorithm feature that, in the event of a likely failure indication, revisits the support recovery stage using the more reliable optimization. While this would not be of benefit in the case of a sparsity based failure, such feature could prove useful in difficult dynamic SNR environments. We will look at a similar type of BPE responsive architecture later in this chapter.

In addition to these topics, the following sections describe promising directions for future research into expanding the depth of analysis and the potential benefits of the $\Delta\Sigma$ and multi-coset arrays.

### 9.1 Delta-Sigma Amplitude Tapering

Although our attention was focused on the suppression of phase quantization errors, the $\Delta\Sigma$ excitation technique has the additional advantage of being able to recreate the effect of nonuniform amplitude excitations without the need for any means of controlling the physical amplitude used to excite each element. The $\Delta\Sigma$ quantizer treats the discrepancy between the desired and the applied amplitudes in the same way it treats the phase errors. That is, rather than tracking the intended excitations themselves, it tracks the excitation errors and effectively works to cancel out these errors in the beam pattern.

A commonly used example of a nonuniform amplitude taper was developed by Taylor [41,57,58] to produce patterns with a specified sidelobe level. Applying this to the array of length $L = 20\lambda$, we can see the ability of the $\Delta\Sigma$ excitations to decrease the sidelobe level to $-30$ dB in Figure 9-1. While the pattern for $R = 4$ closely resembles the ideal pattern near the main lobe, the noise shaping effect is insufficient for the suppression of quantization distortion beyond $|k_2| > 0.75$.\(^2\) At a density ratio of $R = 6$, the pattern is quite close to the 30 dB goal, and by $R = 8$, any remaining distortion falls below the intended sidelobe level.

In the selection of the appropriate $\Delta\Sigma$ array design, it is reasonable to expect that the density ratio should be large enough to ensure that the expected noise power falls below the target sidelobe level. This however does not guarantee the elimination of any spurious quantization lobes in all cases. On the other hand, overcompensating will lead to potentially unnecessary increases in overall costs and design complexity. As such, the questions of the appropriate system needs as addressed for the uniform amplitude setting in this thesis warrant revisiting for the nonuniform amplitude taper.

Regarding the efficiency of the $\Delta\Sigma$ array relative to the conventional array, the formulation for the uniform amplitude setting suggests that the lack of any physically realized tapering of the array weights in the $\Delta\Sigma$ case will exacerbate the effective loss in efficiency. A fair treatment of this topic requires further consideration as to how amplitude tapers are implemented conventionally. If the particular amplitudes must be allowed to vary, this will typically be implemented by way of controllable attenuation or amplification of signals at the individual element level. These approaches are inherently lossy, and hence, much of the efficiency lost by the $\Delta\Sigma$ array in order to steer the amplitude errors outside of real space is offset by the losses occurring in the conventional array.

When it is sufficient to keep a fixed amplitude taper, this can be implemented within the array feed network through the use of unequal power dividers [37] if this initial effort is deemed worthwhile to avoid the losses described above. This might suggest that the

\(^2\)As previously stated, this effect will be lessened for the majority of practical array elements.
Figure 9-1: Power patterns for ideal and ΔΣ arrays of length $L = 20\lambda$ with 30 dB Taylor windows.
difference in efficiency performance for the $\Delta \Sigma$ array is unresolvable; yet this raises the question of whether a similar feed network can be utilized in the $\Delta \Sigma$ array in a beneficial way. This idea itself has a number of interesting possibilities.

- The “incident power gap” can be reduced such that the ratio of $|\bar{w}_n|/|w_n|$ can be made nearly constant with respect to $n$. This allows the efficiency considerations to be quite similar to the uniform amplitude setting (where this ratio was the fixed constant $\gamma$), which we observed from the measured results of Chapter 5 to be a relatively small concern in practical settings.

- As opposed to the relatively white behavior of $\{q_n\}$ for the uniform taper, the error would no longer be identically distributed in the sense that $\sigma_q$ should scale roughly with the taper level at each element. Consequently, this would relieve the need to move to large density ratios to ensure desired pattern responses.

- The increased density of the $\Delta \Sigma$ array implies a commensurate increase in the complexity of the tapered feed network. However, due to the $\Delta \Sigma$ error suppression capability, the need for a precise representation of the desired amplitude taper is eliminated. For example, instead of applying the exact Taylor window, a much simpler linear taper could be used to achieve the majority of efficiency and noise reduction benefits, leaving the “finer grain” tuning of the excitations to the $\Delta \Sigma$ mechanism.

This last point has the additional implication that a class of amplitude tapers could be supported by a sort of “amplitude envelope” to allow for the improved pattern and efficiency performance, while maintaining a level of flexibility to apply a variety of amplitude tapers in the adaptive setting. From a broader perspective, this begins to show the extensive potential made possible with the $\Delta \Sigma$ concept. While our analysis chose to develop the $\Delta \Sigma$ array in the context of cost effective array design, this is really only one aspect of the more general contribution of a new perspective in the design and operational characteristics of the phased array.

### 9.2 Topics in Random Matrix Theory in Multi-Coset Analysis

Certain aspects of the multi-coset analysis in this thesis, namely, the topics of the modified MUSIC algorithm, the coset pattern design optimization, and the threshold SNR, lack a complete sense of rigor. In each of these cases, the research objective was to determine either a system design approach or the relevant behavior within the low SNR, limited sample size (here, the number of coset periods) setting. Unfortunately, the preponderance of existing analyses on related topics rely on asymptotic techniques [59], singularly unsuited for reaching meaningful conclusions in this endeavor. However, while outside the scope of this research, it appears that the field of random matrix theory [60] may provide the necessary tools to reach the following research objectives.

While the performance of the modified MUSIC algorithm is encouraging, it would be nice to provide a more rigorous justification than the intuitive reasoning that led to its conception. Further, there remains the possibility of alternative subspace weightings that may outperform our current implementation. It is expected that a random matrix theory approach to the entire problem has the potential to provide the formality required to
• Justify the improved results as compared to the standard MUSIC algorithm seen in the experimental simulations

• Determine the regime of conditions in which use of the modified algorithm is appropriate

• Prove or disprove the optimality of the modified algorithm and determine, if applicable, a more optimal form

• Utilize this understanding to recognize the potential application space for such modifications

In much the same manner as the above discussion, the closely related topics of the coset pattern design and the threshold SNR leave open several questions that, while not particularly concerning in a practical sense, remain unanswered: although the co-array coset pattern design technique is based on sound intuition and yielded optimal threshold SNR levels in each of many numerical experiments, is there a way to prove explicitly that this is the optimal design? Also, for a specified set of array and scene parameters, is there a method of calculating the expected threshold SNR analytically?

9.3 Nested Multi-Resolution Multi-Coset Arrays

Because the scene sparsity level will vary, the multi-coset array sparsity must be chosen with care. For a fixed number of elements, this choice represents a design tradeoff between the resolution level of the array and the maximum scene density for which the array can give accurate results. If the array design is too sparse, a nonzero failure rate is to be expected. However, too conservative of a design, while perhaps providing consistently accurate results, also will provide consistently low resolution results. In a sense, such a design dedicates a proportionally significant number of elements in preparation for a high scene density occurrence, regardless of how often this happens. In light of this, it may be preferable to have the ability for the array resolution to adapt to different scene densities.

A variation on the standard multi-coset array, the multi-resolution multi-coset (MRMC) array, has the potential to address the desire for adaptability by means of an architecture composed of the union of multiple nested multi-coset arrays. As an illustration, consider the example shown in Figure 9-2, in which the MRMC array $A_{\text{MR}}$ is formed by the union of the three basic multi-coset arrays $A_0$, $A_1$, and $A_2$. These nested arrays share a common coset period of $L = 7$ with unique lengths and coset periods specified by

$$
A_0 : M_0 = 6, P_0 = \{0, 1\}
$$

$$
A_1 : M_1 = 4, P_1 = \{0, 1, 2, 4\}
$$

$$
A_2 : M_2 = 2, P_2 = \{0, 1, 2, 3, 4, 5\}
$$

$$
A_{\text{MR}} = A_0 \cup A_1 \cup A_2. \quad (9.1)
$$

Using this nested structure, the element responses of the longest and sparsest constituent array $A_0$ can be used to form high-resolution images if the scene is sufficiently sparse. If not, the BPE technique can be used to indicate a failure at this resolution, at which point the reconstruction algorithm is repeated with the element responses of the shorter yet denser $A_1$, and so forth. With this approach, the MRMC array $A_{\text{MR}}$ is reliably able to provide...
9.4 “Ultra-Sparse” Multi-Coset Arrays

In Section 7.4, we saw how the use of the very standard radar technique of separating a scene into a number of range bins allows an otherwise cluttered scene to be viewed as a low-resolution images for scene sector occupancies of up to $Q = 5$ out of the $L = 7$ total sectors, without sacrificing high-resolution capabilities in the case of less dense scenes.

The MRMC array can be interpreted by comparing the above example to a basic multi-coset array with the same total number of elements, having the same total length, $M = 6$, with a fixed number of cosets $P = 4$ in each period. If the scene density is expected to be low for the most part, yet potentially too great for the array to reconstruct at some times, this system must either tolerate failures at these events, or be redesigned to have, for example, $M = 4$ and $P = 6$. In this latter case, the higher resolution performance is lost entirely. In contrast, instead of rededicating all of the elements contained in the outermost coset period, $\mathcal{A}_{\text{MR}}$ repositions only half of these elements within the inner nested array, thus dedicating fewer resources to these infrequent high scene density occurrences. This general behavior is summarized in Figure 9-3. The marked points along the dashed line represent fixed resolution multi-coset arrays with the same number of elements as the MRMC in (9.1), while the marked points along the solid line denote the three possible states simultaneously available to $\mathcal{A}_{\text{MR}}$.

While the above is simply intended as an illustrative example, the benefits of the additional design flexibility are clear. There remains a number of ways in which this overall concept requires further development. Most significantly, a design strategy should be formulated which incorporates both a probabilistic model for the scene density and some value or cost function associated with the resultant image resolution. Additionally, the simplistic operational approach described above remains inefficient in that each stage of the nested reconstruction utilizes only a subset of the available information from the array. More sophisticated reconstruction algorithms that make use of the sparse outer arrays at high scene densities as well as the entirety of the dense inner arrays at low scene densities could be used to improve both the reliability and reconstruction quality made possible by this particular structure. The key goal here is to find such an approach that retains the ability to exploit the remaining structure of the MRMC, thus avoiding the need to use more computationally complex compressive sensing techniques.

Figure 9-2: MRMC array $\mathcal{A}_{\text{MR}}$ and constituent arrays $\mathcal{A}_0$, $\mathcal{A}_1$, $\mathcal{A}_2$ from (9.1).
Figure 9-3: Characterization of array resolution versus maximum scene sector occupancy ($Q_{\text{max}} = P - 1$) for the 24 element MRMC array shown in Figure 9-2 [cf. (9.1)]. Circular markers along the dashed line represent four distinct fixed multi-coset array geometries. Square markers along the solid line denote the three operational states simultaneously available to the MRMC array.
series of individual sparse scenes. In doing this, the opportunity for the use of the sparse multi-coset array is extended. In this section, we describe additional means of leveraging existing radar techniques to extend even further the possibility of creating sparse array designs.

### 9.4.1 Planar multi-coset arrays

The extensions of multi-coset sampling to the case of two-dimensional signals was introduced by Feng and Bresler in [61] and received further attention in the subsequent paper by Venkataramani and Bresler [62]. The application of these techniques to two-dimensional imaging arrays was developed therein for the class of rectangular-lattice planar arrays by replacing the linear periodic coset pattern with rectangular tiles. An example of this is shown in Figure 9-4, in which each tile of twelve lattice points contains three active elements, shown in distinct colors for the purpose of illustration. With this two-dimensional recurrent structure, each coset becomes a sparse rectangular array with uniform element spacing of $L_1 = 4$ along the horizontal dimension and $L_2 = 3$ along the vertical. The associated grating lobe structure of the individual sparse coset subarrays results in the two-dimensional scene being represented as divided into twelve sectors.

Roughly speaking, the array sparsity along each dimension yields a multiplicative benefit in the planar array case. As a result, the overall reduction in the number of elements is notably more abundant than for the linear array. In addition, the planar multi-coset array retains the ability to exploit range-dependent sparsity to achieve even further sparsity improvements.

Beyond the structure described above, in which both the underlying lattice and the recurrent coset pattern are rectangular, it should be possible to formulate the reconstruction algorithm for any geometry fitting the two-dimensional tiling structure. In particular, it is of interest to examine the use of the hexagonal, or equilateral-triangular lattice, commonly utilized in uniform planar arrays due to a grating lobe design condition resulting in a reduction in the number of elements by a factor of 15% compared with the rectangular geometry [63]. A simple example can be seen in Figure 9-5, in which the array Figure 9-4 is mapped onto the hexagonal lattice. This mapping implies a simple extension of
the processing technique for this geometry, yet a more complete analysis is warranted to determine what, if any, modifications to the design rules of the rectangular multi-coset array are necessary here. Ultimately, it should be determined whether the element reductions inherent in the uniform hexagonal geometry carry over to the multi-coset array.

9.4.2 Multi-coset MIMO radar

The type of imaging radar discussed in this thesis can be described as a single-input multiple-output (SIMO) system. In Figure 9-6a, the single-input takes the form of the red element which transmits some signal $S_0$. When this signal scatters off an object, the reflected signals reach the three blue receive elements, where the unique propagation distances from the transmit element to each of the receive elements appear result in phases $\varphi_0$, $\varphi_1$, and $\varphi_2$ in the multiple-output response of the receive array.

An equivalent scenario occurs in the multiple-input single-output (MISO) system shown in Figure 9-6b. In this case, signals $S_0$, $S_1$, and $S_2$ are transmitted from elements arranged such that the propagation distances to the single receive antenna are equal to the distances in Figure 9-6a, yielding a single-output containing a superposition of the three signals with their corresponding phase shifts. If the $S_i$ are chosen such that the individual signal can be disentangled at the receiver, the $\varphi_i$ can be extracted, providing the same information as in the SIMO system. In this sense, the SIMO receive array is termed the virtual array equivalent to the MISO system.

The multiple-input multiple-output (MIMO) radar system makes it possible to extend the MISO concept to obtain equivalent virtual arrays of greater aperture lengths; see e.g. [64,65]. In the example MIMO system shown in Figure 9-7a, an additional receive element is placed a distance of three element spacings from the original receive element such that the multiple-output response contains the phases associated with the six unique transmit-receive paths. When properly disentangled, this system is equivalent to the SIMO system shown in Figure 9-7b.

In general, an $N = N_t + N_r$ element SIMO system comprised of $N_t = 1$ transmit and $N_r$ receive elements forms a receive aperture of $N_tN_r = N_r = N - 1$ elements (the same result holds for the virtual receive aperture in the $N$ element MISO system), while the...
9.4. “ULTRA-SPARSE” MULTI-COSET ARRAYS

Figure 9-6: SIMO radar and equivalent MISO radar systems.

Figure 9-7: MIMO radar and equivalent virtual SIMO radar systems.
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(a) MIMO multi-coset

(b) MIMO multi-coset virtual equivalent

Figure 9-8: MIMO radar and equivalent virtual MIMO equivalent.

Table 9.1: Total number of elements \( N_t + N_r \) in the (SIMO) multi-coset and MIMO multi-coset systems for \( M = 21 \) coset periods of \( L = 47 \). Sparsity percentages shown in reference to total number of elements in the conventional SIMO system, \( 1 + ML = 988 \).

<table>
<thead>
<tr>
<th>Active Cosets, ( P )</th>
<th># multi-coset elements, ( 1 + MP )</th>
<th># MIMO multi-coset elements, ( P + M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>589 (60%)</td>
<td>48 (5.0%)</td>
</tr>
<tr>
<td>14</td>
<td>295 (30%)</td>
<td>35 (3.5%)</td>
</tr>
<tr>
<td>7</td>
<td>148 (15%)</td>
<td>28 (2.8%)</td>
</tr>
<tr>
<td>5</td>
<td>106 (11%)</td>
<td>26 (2.6%)</td>
</tr>
</tbody>
</table>

\( N \) element MIMO virtual array can contain up to \( (N/2)^2 \) elements. While the examples above concern only uniform arrays, the same principles apply whenever the spacing between receive elements is greater than the length of the transmit array\(^3\). This makes the use of MIMO radar especially appealing in the context of the multi-coset structure. Specifically, by designing the transmit array as a single coset pattern and the receive array as a sparse uniform array with a spacing given by the coset period, the resultant virtual array is an exact representation of a real multi-coset array, as seen in Figure 9-8. In Figure 9-8a, the red, blue, and green transmit elements are arranged according to the coset pattern \( \mathcal{P} = \{0, 2, 6\} \), and the three receive elements are uniformly spaced by the coset period \( L = 7 \). In Figure 9-8b, we see the \( N_tN_r = 9 \) element virtual multi-coset receive array. In this example, the equivalent 10 element SIMO system is replaced by the 6 element MIMO system; and provided the transmitted waveforms are separable at the receiver, this data can be used in the exact manner as the SIMO multi-coset system.

This hybridization of the multi-coset and MIMO radar concepts has the potential of allowing significant additional array sparsity. As an example, Table 9.1 provides the element counts for the configurations used in the imaging results from Section 7.4. While these results highlight the remarkable possibilities of such a hybrid technique, additional research is necessary to ensure whether these system designs are tenable. Most importantly, the limiting factor is likely to be the maximum number of waveforms that can be reliably disentangled at the receiver, placing an upper limit on \( N_t \). In addition, the multiple-input waveform design must be shown to be compatible with any other system requirements, such as the ability to perform pulse compression to allow range-dependent scene sparsity to be exploited.

\(^3\)While other MIMO configurations may be used, these are not pertinent here.
9.4.3 Doppler-dependent sparsity

The idea of range dependent sparsity can be viewed more broadly as the sorting of the image data into a basis of orthogonal subsets. The disjoint nature of these subsets reframes the idea of angular sparsity to the occupancy level within each subset. This occupancy will be less than or equal to that of the entire data set, and conceivably, this reduction provides the ability to achieve a desirable level of array sparsity.

Another common radar use, Doppler radar, produces velocity data about target objects [66]. When a target moving with some radial velocity relative to the array is illuminated, the frequency of the reflected signal will exhibit a Doppler shift in proportion to this velocity. Upon receiving the reflected signals from some number of targets, the radar system distinguishes between the signal components having different Doppler frequencies, thus allowing the data to be sorted into separate velocity bins. As with the range sorting operation, each of these individual bins will possess a potentially lower occupancy and hence this provides a means of reducing the required multi-coset array density.

Pulse-Doppler radar allows the scene response to be sorted by both range and velocity. Application of this to the multi-coset array then redefines the appropriate definition of scene sparsity from the number of occupied sectors to the maximum number of sectors occupied by targets within the same range bin and moving at radial velocities relative to the array within the same Doppler bin. As a result, this has the potential to allow further reductions in the array element density.

Implementation of the joint range-velocity-dependent sparsity concept will require a thorough understanding of how such systems will be affected by range-Doppler ambiguities. This is a natural limitation of pulse Doppler radar that leads to a tradeoff in the fidelity of the range and velocity results. Hence, it is necessary to ensure that any advantages introduced by the use of velocity sorting are not outweighed by any losses due to compromises in the range sorting process. This entails an understanding of the appropriate waveform design tailored to the expected in situ characteristics of the scene.

Further questions arise regarding the significance of these Doppler ambiguities. The original intention of pulse-Doppler radar is to determine the velocity information in addition to the position of the targets, whereas here it is proposed as an additional tool for achieving improved array sparsity. Specifically, if the velocity data is not a desired output, it may be worthwhile to tolerate some presence of Doppler ambiguities rather than to sacrifice the range performance of the radar system.

Finally, it may be of advantage in certain situations to use the differential moving-target-indicator (MTI) radar approach [39] for distinguishing velocities. Rather than sorting responses into any number of velocity bins, as in the case of Doppler radar, this technique simply distinguishes between stationary and non-stationary targets. Though the potential benefits of this may be somewhat less than with Doppler radar, the computational complexities and ambiguity issues become less of a concern. Indeed, for applications in which targets that are stationary relative to the radar position are unimportant, the use of such differential cancellation techniques can be used to remove a great deal of targets and allow for a commensurately less dense multi-coset array.
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