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Abstract

Cloud services are changing the world by providing millions of people low-cost access
to the computing power of data centers. Storing and processing data on shared
servers in the cloud provides scalability and flexibility to these services. However the
large-scale sharing of resources also causes unpredictable fluctuations in the response
time of individual servers. In this thesis we use redundancy as a tool to combat this
variability. We study three areas of cloud infrastructure: cloud computing, distributed
storage, and streaming communication.

In cloud computing, replicating a task on multiple machines and waiting for the
earliest copy to finish can reduce service delay. But intuitively, it costs additional
computing resources, and increases queueing load on the servers. In the first part
of this thesis we analyze the effect of redundancy on queues. Surprisingly, there are
regimes where replication not only reduces service delay but also reducing queueing
load, thus making the system more efficient. Similarly, we can speed-up content
download from cloud storage systems by requesting multiple replicas of a file and
waiting for any one. In the second part of the thesis we generalize from replication
to coding, and propose the $(n,k)$ fork-join model to analyze the delay in accessing
an $(n,k)$ erasure-coded storage system. This analysis provides practical insights into
how many users can access a piece of content simultaneously, and how fast they can be
served. Achieving low latency is even more challenging in streaming communication
because the packets need to be delivered fast and in-order. The third part of this
thesis develops erasure codes to transmit redundant combinations of packets and
ensure smooth playback.

This thesis blends a diverse set of mathematical tools from queueing, coding the-
ory, and renewal processes. Although we focus on cloud infrastructure, the techniques
and insights are applicable to other systems with stochastically varying components.

Thesis Supervisor: Gregory W. Wornell
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Chapter 1

Introduction

1.1 Motivation

The amount of data stored in the Internet cloud is rapidly increasing. According to a recent report [1], there is over one exabyte, that is, over a billion gigabytes worth of files currently stored on the cloud. This content includes videos, photos, documents which can be accessed by the users via services such as YouTube, NetFlix, Dropbox, Google Drive, Microsoft Azure, Amazon S3 etc. These cloud services are changing the world by allowing millions of people low-cost access to the enormous computing power of data centers.

Besides low-cost access, two major demands of users from cloud services are: high reliability, and low delay. There is a large body of research focused on the first demand. In particular, research in information theory and coding [2, 3] aims to find the fundamental limits, and design coding schemes to maximize the information reliably communicated over a noisy channel. Coding is also used distributed storage systems such as [4] to provide reliability against node failures. Recent work [5, 6] proposes new codes that allow efficient repair of failed nodes.

The second demand for low delay, which is relatively less explored in the context of cloud storage and computing, is becoming increasingly important as a measure of the quality. Ensuring fast and seamless service is critical for cloud services because delayed response turns away users, causing revenue loss. For example, Google recently
reported a 20% loss of search traffic when there was a mere 0.5 sec increase in the delay in loading search results. As pointed out in [7] applications are becoming more interactive, and need to respond to user actions quickly (within 100 ms) to feel fluid and natural.

However, guaranteeing such sub-second response times is challenging because there can be random delays in the cloud due to factors such as server outages, virtualization, congestion, and network packet loss. The key reason behind this variability is the large-scale sharing of resources in the cloud, and limited centralized control on their allocation. As noted in [7], such delays are the norm and not an exception in today’s cloud systems.

1.2 Goals

In this thesis we seek to understand how redundancy can be used to reduce delay in the following three areas of cloud infrastructure: computing, storage and streaming communication. For example, in cloud computing systems, we can assign a task to multiple machines and wait for any one replica to finish. Similarly in cloud storage systems, latency can be reduced by sending redundant requests to multiple replicas of the content and waiting for one of the replicas to be downloaded. In streaming, retransmitting older undecoded packets can enable faster in-order decoding and playback. This reduction in delay comes at the cost of additional resources such as network bandwidth, storage space, or computing time. We characterize the trade-off between delay and resource usage and develop strategies to reduce delay with efficient use of available resources.

This thesis also brings to the forefront a combination of diverse tools from coding theory, queueing and scheduling. The importance of delay as a metric of performance calls for the use of these tools. We believe that our analysis framework and tools can also be applied to a wide variety of other latency-sensitive applications beyond the scope of cloud services, for example crowdsourcing, traffic scheduling etc.
1.3 Summary and Organization

This section summarizes the key contributions of the three parts of this thesis, and describes the organization of chapters within these parts.

1.3.1 Task Replication in Cloud Computing

In Part I we develop an understanding of how launching redundant tasks affects the cost, as well as queueing delay for other tasks. This leads to cost-efficient strategies that can make cloud computing faster, yet sustainable.

**Log-concavity of task service time:** Replicating each task and waiting for the earliest copy can help combat random service delays. But it generally costs additional computing resources, and also increases waiting time in queue for subsequent tasks. Chapter 2 provides a framework to answer fundamental questions about queues with redundancy such as: 1) how many replicas to launch? 2) which queues to join? and 3) when should we cancel the redundant tasks? We discover that the log-concavity of the task service time $X$ governs the choice of the number of replicas, and when we should cancel them. If $X$ is log-convex, that is, the task service time is highly variable, then launching more replicas reduces latency (service time plus waiting time in queue) as well as the computing cost. Thus surprisingly, adding more replicas improves the overall service rate of the system of servers. On the other hand, if $X$ is log-concave it is more cost-efficient to have fewer replicas, and cancel the redundant tasks earlier.

**Replicating Straggling Tasks:** In Chapter 3 we consider a related problem of minimizing the latency of a large computing job with parallel tasks. The tasks that are run on the slowest machines, which are referred to as stragglers, become a bottleneck in the completion of the job. To alleviate the problem of stragglers, systems such as MapReduce launch replicas of the slowest tasks. We provide a theoretical framework to understand how the replication of stragglers affects the latency and the cost.
of additional computing time. This analysis helps identify regimes where straggler replication can drastically reduce latency, and also reduce the computing cost. We propose replication strategies that can give a better latency-cost trade-off than the default in MapReduce, as indicated by our experiments with Google Cluster Trace data.

**Future Directions:** In Chapter 4 we discuss several generalizations of the model considered in Chapter 2 and Chapter 3, and future research directions. We also describe the preliminary insights on two future directions that are of particular interest to us: considering heterogeneous servers, and scheduling with the service time distribution is unknown. With these generalizations we aim to devise a unified scheduling policy for cloud computing frameworks.

### 1.3.2 Fast Content Download from Coded Storage

In Part II we use redundancy to speed-up content download from distributed cloud storage. In cloud storage, content is often replicated at multiple servers. Similar to the cloud computing scenario considered in Part I, we can send requests to multiple replicas and wait for the earliest copy. Instead of replication, erasure coding can also provide diversity, but with lower storage space. For example, with an \((n,k)\) Reed-Solomon code, downloading any \(k\) out of \(n\) chunks of a file are sufficient to recover it.

In Part II, we study the interplay between content download delay and resource cost from such coded storage systems. The key results are summarized below.

*Introducing the \((n,k)\) fork-join system:* In Chapter 5 we describe the background and previous work on content download from distributed storage. Then we introduce the \((n,k)\) fork-join system to model delay in content download. Each download request assigned to \(n\) different servers that store coded chunks of the file. It is sufficient for any \(k < n\) chunks to recover the file. The \(k = 1\) case corresponds to replicated storage.

*Latency-Cost Analysis:* In Chapter 6 we analyze the latency (expected waiting
Finding the latency of the \((n, n)\) fork-join queue is a famously hard problem, even with exponential service time. An exact expression for \(n = 2\) was given by [8], while only bounds are known for general \(n\) [9,10]. In Chapter 6 we extend these latency bounds to the \((n, k)\) fork-join system, and arbitrary service time distributions. We also find bounds on the cost of computing time spent per job. This analysis can be used to choose the optimal \(k\), and also estimate the maximum request arrival rate supported by the system.

**Future Directions:** In Chapter 7 we describe future research directions that build on the fork-join queueing framework. A future direction of particular interest is to develop new erasure codes for fast content download. After our work on delay analysis of coded storage, one such class of codes called availability codes was proposed in [11]. These codes allow parallel reads from disjoint groups of nodes and can help support more users simultaneously. Recently, [12] analyzed the performance of these codes using the fork-join framework.

### 1.3.3 Erasure Coding for Smooth Streaming

Streaming services such as Netflix and YouTube contribute to more than 50% of today’s Internet traffic. Unlike traditional file transfer where only total delay matters, streaming requires fast and in-order playback of packets. In streaming communication, the cost of redundancy is the bandwidth used to retransmit lost packets transmit redundant packet combinations to recover from packet losses. Thus the source needs to strike a balance between transmitting new and old packets. In Part III we present erasure codes that combine packets in an effective way to ensure smooth playback with minimum interruptions. Some key insights are summarized below.

**Effect of Feedback:** Feedback about past packet erasures can help the source adapt future transmissions. Chapter 8 shows that frequent feedback can drastically improve smoothness of playback. We propose easy-to-implement erasure codes that give a close to optimal trade-off between throughput and smoothness of packet delivery.
**Multicast Streaming:** When there are multiple users with varying channel qualities requesting the same stream, the next packet required by one user may be redundant for the other. In Chapter 9 we propose and analyze coding schemes that balance the priorities given to different users.

In Chapter 10 we present interesting future directions including dynamic bandwidth, packet dropping, and streaming from multiple sources. More broadly, the analysis of *in-order* streaming blends tools from renewal processes and large deviations with traditional coding theory. These tools have are also used in interesting subsequent work; see e.g. [13–15].

Finally, Chapter 11 concludes the thesis and presents broader future research directions beyond the realm of cloud infrastructure.

### 1.4 Bibliographical Notes

Preliminary versions of Chapter 2 appear in the papers


Preliminary versions of Chapter 3 appear in the papers


Preliminary versions of Chapter 6 appear in the papers


Preliminary versions of Chapter 8 and Chapter 9 appear in papers


Part I

Task Replication in Cloud Computing
Chapter 2

Replication of Queued Tasks

2.1 Introduction

An increasing number of applications are now hosted on the cloud, and latency is an important quality metric in these services. Users expect fast response from the cloud services, as seamless as using a personal computer to run the application. And this requirement is becomes more stringent with the emergence of more interactive and collaborative applications.

A major advantage of hosting applications on the cloud is that the large-scale sharing of resources provides scalability and flexibility. However, a side-effect of the loosely coordinated sharing of resources is the variability in the latency experienced by the users. This can be due to various factors such as queueing, pre-emption by other jobs with higher priority, server outages etc. The problem becomes further aggravated when the user is executing a job with several parallel tasks on the cloud, because the slowest task becomes the bottleneck in job completion. Thus, ensuring seamless, low-latency service to the end-user is a challenging problem in cloud systems.

One method to reduce latency that is gaining significant attention in recent years is the use of redundancy. In cloud computing, running a task on multiple machines and waiting for the earliest copy to finish can significantly reduce the latency [7]. However, redundancy can result in increased use of resources such as computing time, and network bandwidth. For example, in frameworks such as Amazon EC2
and Microsoft Azure which offer computing as a service, the server time spent is proportional to the money spent in renting the machines. In this work we provide an understanding of when the benefits of task replication in cloud computing outweigh the additional computing and network cost.

2.1.1 Related Works

**Scheduling for Parallel Computing**: There is a rich literature on scheduling for parallel computing, especially by the 1990s. One line of work is bin-packing strategies that aim to maximize the efficient of packing jobs with different computing time and resource requirements into processors. This is an NP-complete problem in general, but there are good heuristics available [26,27]. Another line of work is load-balancing strategies that take into account the existing load on the servers when assigning jobs. Some examples are work stealing [28], where lightly loaded servers steal jobs from heavily loaded servers. To avoid polling all the servers, randomized load balancing strategies such as power-of-choice scheduling [29,30] assign each job to the shortest of \( d \) randomly chosen queues.

A common thread in these approaches is that they need estimates of the resource requirements of jobs, and queue lengths and memory utilization at the servers. Cloud computing frameworks consists of thousands of non-dedicated, geographically dispersed servers that are being shared by many processes simultaneously. Thus, centralized and scalable monitoring of the system to get complete and accurate estimates of the job sizes and server load is very challenging. This calls for ‘stateless’ scheduling strategies that can handle random fluctuations in response time without monitoring the servers.

**Systems Work on Task Replication**: The idea of task replication to cope with server variability started to be used in late 1990s and early 2000s [31,32]. It was implemented at a large-scale in Google’s MapReduce [33] via the back-up tasks option. Several recent works in systems such as [34,35] further explore techniques to launch redundant replicas of straggling tasks are launched to reduce latency. Although the use of redundancy has been explored in systems literature, there is little work on
the rigorous analysis of how it affects latency, and in particular the cost of resources. Next we review some of the theoretical work on the effect of redundancy on queueing delay and resource utilization in cloud systems.

Note that in general, the use of redundancy to reduce latency is not new. One of the earliest instances is the use of multiple routing paths [36] to send packets in networks. See [37, Chapter 7] for a detailed survey of other related work. Recently a similar idea has been studied in systems [38].

**Exponential Service Time:** In distributed storage systems, erasure coding can be used to store a content file on \( n \) servers such that it can be recovered by accessing any \( k \) out of the \( n \) servers. In [20, 21] we model this as an \((n, k)\) fork-join queueing systems and found bounds on the expected latency with exponential service time. This is a generalization of the \((n, n)\) fork-join system, which was actively studied in queueing literature [8–10] around two decades ago. In recent years, there is a renewed interest in fork-join queues due to their application to distributed computing frameworks such as MapReduce.

Another related model with a centralized queue instead of queues at each of the \( n \) servers was analyzed in [39]. Most recently, an analysis of latency with heterogeneous task classes for the replicated \((k = 1)\) case is presented in [40]. Other related works include [12, 41, 42].

**General Service Time:** Few practical systems have exponentially distributed service time. For example, studies of download time traces from Amazon S3 [43, 44] indicate that the service time is not exponential in practice, but instead a shifted exponential. For service time distributions that are ‘new-worse-than-used’ [45], it is shown in [46] that it is optimal to replicate each task at maximum number of servers. The choice of scheduling policy for new-worse-than-used (NWU) and new-better-than-used (NBU) distributions is also studied in [47–49]. The NBU and NWU notions are closely related to the log-concavity of service time studied in this work.

**The Cost of Redundancy:** If we assume exponential service time then redundancy does not cause any increase in cost of server time. But since this is not true in practice, it is important to determine the cost of using redundancy. Simulation
results with non-zero fixed cost of removal of redundant requests are presented in [48]. The total computing time $\mathbb{E}[C]$ spent per job is considered in [18, 50] (Chapter 3 of this thesis) for a distributed system without considering queueing of requests. In [22] (Chapter 6 of this thesis) we present a latency-cost analysis of the $(n, k)$ fork-join system, which generalizes the replication framework considered in this chapter.

### 2.1.2 Contributions

Assigning a task to multiple servers and waiting for the earliest copy to finish is an effective method to combat the variability in response time of individual servers, and thus reduce average latency. But replication may result in higher cost of computing resources, as well as an increase in queueing delay due to higher traffic load. Thus it is non-trivial to answer fundamental design questions such as:

1. How many replicas to launch?
2. Which servers to assign the replicas to?
3. When to issue and cancel redundant tasks?

This chapter provides a framework to answer such questions about queues with redundancy, and understand when and how task replication gives a cost-efficient latency reduction. A key insight is that a property called the ‘log-concavity’ of the task service distribution is a key factor in determining whether replication helps. If the service distribution is log-convex, then adding maximum replication reduces both latency (waiting time plus service time) as well as cost. And if it is log-concave, then less redundancy, and early cancellation of redundant tasks is more effective.

The rest of the chapter is organized as follows. In Section 2.2 we describe the system model, and the performance metrics used to compare replication strategies. In Section 2.4 we first consider the case when each task is replicated at all servers, and determine the best way to cancel redundant tasks. In Section 2.5 we generalize to partial replication and gain insights into the number of replicas, choice and servers, and when to cancel the redundant replicas.
2.2 Problem Formulation

2.2.1 System Model

Consider a distributed system with \( n \) statistically identical servers. Tasks arrive to the system at rate \( \lambda \) per second according to a Poisson process\(^1\). All incoming tasks are assigned to first-come first-served queues at one or more servers. The number of replicas and how they are issued and canceled is same for all tasks. The replication strategy is defined concretely in Section 2.2.2 below.

After a task reaches the head of its queue, the time taken to serve it can be random due to various factors such as disk seek time, network congestion, and sharing of computing resources between multiple processes. We model it by the service time \( X > 0 \), with cumulative distribution function (CDF) \( F_X(x) \) and assume that it is i.i.d. across requests and servers. Dependence of service time across servers can be modeled by adding a constant to service time \( X \). We use \( \bar{F}_X(x) = \Pr(X > x) \) to denote the tail distribution (inverse CDF) of \( X \). And the notation \( X_{k:n} \) stands for the \( k^{th} \) smallest of \( n \) i.i.d. random variables \( X_1, X_2, \ldots, X_n \).

2.2.2 Replication Strategy

We focus on three parameters \((r, \pi, c)\) of a replication strategy: the number of replicas \( r \), choice of servers \( \pi \) and the cancellation policy \( c \). Each task is replicated at \( r \) out of the \( n \) servers. The servers are chosen according to a scheduling policy \( \pi \).

We focus on ‘symmetric’ scheduling policies \( \pi \), defined formally as follows.

**Definition 1** (Symmetric Scheduling Policy). A scheduling policy is said to be symmetric if the expected fraction of tasks assigned to each server is equal across the servers.

Examples of symmetric policies illustrated in Fig. 2-1 are:

---
\(^1\)The Poisson assumption is required only for the exact analysis and bounds on latency. Other results on comparing different replication strategies holds for any arrival process.
Figure 2-1: Examples of symmetric scheduling policies for $r = 2$ and $n = 4$.

Figure 2-2: Illustration of the cancel-on-finish and cancel-on-finish policies for $r = 2$ and $n = 3$.

- **Group-based random**: This policy holds when $r$ divides $n$. The $n$ servers are divided into $n/r$ groups of $r$ servers each. Each task is replicated across all servers in one of these groups, chosen uniformly at random.

- **Uniform Random**: Each task is replicated at any $r$ out of $n$ servers, chosen uniformly at random.

Note that these two policies are ‘stateless’: they do not require information about the state of the servers (queue lengths, memory load etc.) or about the task size and resource requirements. Another stateless symmetric policy is round-robin scheduling. Some common state-aware policies that are also symmetric include join-the-shortest-queue, least-work-left, and power-of-choice scheduling.

The third parameter of the replication strategy $(r, \pi, c)$ is the cancellation policy.
c. We consider the following two cancellation policies illustrated in Fig. 2-2:

- **Cancel-on-finish**: When any one replica of a task is served, all other replicas are canceled and abandon their queues immediately.

- **Cancel-on-start**: When any one replica of a task reaches the head of its queue and starts service, all other replicas are canceled and abandon their queues immediately. If multiple replicas start service simultaneously, we retain any one chosen uniformly at random.

The cancel-on-start strategy has been previously explored in [35] and it is shown to be effective in reducing latency, without increasing load on the system.

**Remark 1** (Relation to Power-of-choice Scheduling). *Power-of-choice scheduling proposed by Mitzenmacher in [29] is closely related to the replication strategy for any r, with π = uniform random scheduling and c = cancel-on-start. In power-of-r scheduling, a task is assigned to the shortest of r randomly chosen queues. Instead joining the shortest, we assign the task to all r queues, and retain the earliest replica that starts service. As a result the cancel-on-start policy is able to find the queue with the ‘least work left’ among the r queues. Thus cancel-on-start will give lower latency than power-of-r scheduling.*

Although we focus on these three parameters \((r, \pi, c)\) here, there can be more general replication strategies. For example, instead of issuing replicas upfront, we can delay some of them to save the computing time spent by servers. Our analysis also provides insights into whether delaying replicas improves the performance of the system for a given task service distribution \(\bar{F}_X\) (see Section 2.5.3).

### 2.2.3 Performance Metrics

We now define the metrics of the latency and cost that are used to compare different replication strategies \((r, \pi, c)\). Our objective in the rest of the chapter will be to find the strategy that gives the best latency-cost trade-off.
**Definition 2** (Expected Latency). *The expected latency \( E[T] \) is defined as the expected time from the arrival of a task until any one replica is served. It includes the waiting time in queue and the time spent at the servers until the task is served.*

Although \( E[T] \) is a good indicator of the average behavior, system designers are often interested in the tail \( Pr(T > t) \) of the latency. For many queueing problems, determining the distribution of response time \( T \) requires the assumption of exponential service time. In order to consider arbitrary, non-exponential service time distribution \( F_X \), we settle for analyzing the expected latency \( E[T] \) here. In Section 4.1.1 we give preliminary insights on extending our analysis to determine the distribution of \( T \).

**Definition 3** (Expected Computing Cost). *The expected computing cost \( E[C] \) is the expected total time spent by the servers task and its replicas.*

Note that \( E[C] \) does not include the time spent in the queue. Thus, if we use the cancel-on-start policy that cancels replicas before they start service, then \( E[C] = E[X] \) for any \( r \) and \( \pi \). On the other hand, the cancel-on-finish policy may result in higher \( E[C] \) because multiple servers may spend redundant time serving replicas of the same task. In computing-as-a-service frameworks such as Amazon Web Services (AWS), the expected computing cost is proportional to money spent on renting machines from the cloud.

Although we focus on \( E[C] \) to account for the cost of redundancy, other practical costs can be accounted for as follows:

- In practice there will be a non-zero delay in canceling replicas when a task starts or finishes service. The cancellation delay can be added to the \( E[C] \) as additional time spent by the servers.

- The signaling overhead of making Remote-Procedure Calls (RPCs) to issue and cancel redundant tasks is proportional to the number of replicas \( r \). To account for it, we can impose an upper limit on \( r \leq r_{\text{max}} \).
2.3 Preliminary Concepts

We now present some preliminary concepts that are vital for understanding the results presented in the rest of the chapter.

2.3.1 Using $E[C]$ to Compare Systems

Since the cost metric $E[C]$ is the expected time spent by servers on each task, higher $E[C]$ implies higher expected waiting time for subsequent tasks. As the arrival rate $\lambda$ increases, the waiting time becomes a dominant part of the latency. The maximum supported arrival rate $\lambda$ can be expressed in terms of $E[C]$ as given by the following claim.

**Claim 1** ($\lambda_{\text{max}}$ in terms of $E[C]$). For a system of $n$ servers with a given replication strategy $(r,\pi,c)$, and any arrival process with rate $\lambda$, the maximum $\lambda$ such that expected latency $E[T] < \infty$ is

$$\lambda_{\text{max}} = \frac{n}{E[C]} \quad (2.1)$$

*Proof of Claim 1.* For a symmetric policy, the mean time spent by each server per task is $E[C]/n$. Thus the server utilization is $\rho = \lambda E[C]/n$. To keep the system stable such that $E[T] < \infty$, the server utilization must be less than 1. The result in (2.1) follows from this.  

**Definition 4** (Service Capacity $\lambda_{\text{max}}^\ast$). The service capacity of the system $\lambda_{\text{max}}^\ast$ is defined as the maximum $\lambda_{\text{max}}$ over all replication strategies $(r,\pi,c)$.

**Definition 5** (High and Low Traffic Regimes). When $\lambda \to \lambda_{\text{max}}^\ast$, the system is said to be in the high traffic regime, such that expected waiting time in queue dominates the latency $E[T]$. When $\lambda \to 0$, the system is said to be in the low traffic regime, such that expected waiting time tends to zero and $E[T]$ only comprises of the expected service time.

From Claim 1 and Definition 4 we can imply that $E[C]$ can be used to compare different replication policies in the high traffic regime, as given by Corollary 1 below.
Corollary 1. Given two symmetric strategies \((r, \pi, c)\) and \((r', \pi', c')\), the strategy that has lower \(E[C]\), also has lower \(E[T]\) in the high traffic regime \((\lambda \rightarrow \lambda_{\text{max}}^*)\).

Corollary 1 serves as a powerful technique to compare different replication strategies in Section 2.5.3.

2.3.2 Log-concavity of \(\bar{F}_X\)

If we replicate a task at \(r\) idle servers and wait for any 1 copy to finish, the expected computing cost \(E[C] = rE[X_{1,r}]\), where \(X_{1,r} = \min(X_1, X_2, \ldots, X_r)\), the minimum of \(r\) i.i.d. realizations of random variable \(X\). The behavior of this function \(rE[X_{1,r}]\) depends on when the tail distribution \(\bar{F}_X\) of service time is ‘log-concave’ or ‘log-convex’. Log-concavity of \(\bar{F}_X\) is defined formally as follows.

Definition 6 (Log-concavity and log-convexity of \(\bar{F}_X\)). The tail distribution \(\bar{F}_X\) is said to be log-concave (log-convex) if \(\log \Pr(X > x)\) is concave (convex) in \(x\) for all \(x \in [0, \infty)\).

For brevity, when we say \(X\) is log-concave (log-convex), we mean that \(\bar{F}_X\) is log-concave (log-convex). Lemma 1 below gives how \(rE[X_{1,r}]\) varies with \(r\) for log-concave (log-convex) \(\bar{F}_X\). It is central to proving several key results in this chapter.

Lemma 1. If \(X\) is log-concave (log-convex), then \(rE[X_{1,r}]\) is non-decreasing (non-increasing) in \(r\).

The proof of Lemma 1 can be found in Appendix A.

The numerical results in this chapter use the shifted exponential, and hyperexponential as examples of log-concave and log-convex distributions respectively. The shifted exponential, denoted by \(\text{ShiftedExp}(\Delta, \mu)\) is an exponential with rate \(\mu\), plus a constant shift \(\Delta \geq 0\). The hyper-exponential distribution, denoted by \(\text{HyperExp}(\mu_1, \mu_2, p)\) is a mixture of two exponentials with rates \(\mu_1\) and \(\mu_2\) where the exponential with rate \(\mu_1\) occurs with probability \(p\). Interestingly, the exponential distribution \(\text{Exp}(\mu)\) is both log-concave and log-convex. It is a special case of the shifted
exponential when $\Delta = 0$. Similarly, it is a special case of the hyper exponential distribution when $\mu_1 = \mu_2 = \mu$.

Log-concave distributions like the shifted exponential are more common in practical systems. Log-convex service times although less common, occur when there is high variability in task service time. For example, CPU service times are often approximated by the hyperexponential distribution. Many practical systems also have service times that are neither log-concave nor log-convex. We use the Pareto distribution $\text{Pareto}(x_m, \alpha)$ as an example of a distribution that is neither log-concave nor log-convex. The Pareto distribution has been observed to fit service times in data centers [7, 51]. Its tail distribution is given by,

$$
\Pr(X > x) = \begin{cases} 
(x_m/x)^\alpha & x \geq x_m, \\
1 & \text{otherwise}.
\end{cases}
$$

(2.2)

Log-concavity of $X$ implies that $X$ is ‘new-better-than-used’, a notion considered in [46]. Other names for new-better-than-used distributions are ‘light-everywhere’ in [48] and ‘new-longer-than-used’ in [49]. Many random variables with log-concave (log-convex) $\bar{F}_X$ are also light (heavy) tailed respectively, but neither property implies the other. Unlike the tail of a distribution which characterizes how the maximum $\mathbb{E}[X_{n:n}]$, behaves for large $n$, log-concavity (log-convexity) of characterizes the behavior of the minimum $\mathbb{E}[X_{1:n}]$, which is of primary interest in this work.

Some properties of log-concavity relevant to this work are given in Appendix A. We refer readers to [52] for more properties and examples of log-concave distributions.

2.3.3 Relative Task Start Times

Since the replicas of each task experience different waiting times in their respective queues, they may start service at different times. The relative start times of the replicas is an important factor affecting the latency and cost. We denote the relative start times by $t_1 \leq t_2 \leq \cdots t_n$ where $t_1 = 0$ without loss of generality. For instance, if $r = 3$ replicas of task start at absolute times 3, 4 and 7, then their relative start
times are \( t_1 = 0, t_2 = 4 - 3 = 1 \) and \( t_3 = 7 - 3 = 4 \). If we launch \( r < n \) replicas of each task, then \( t_{r+1}, \cdots t_n \) are infinite.

Let \( S \) be the time from when the earliest replica starts service, until any one replica finishes. It is the minimum of \( X_1 + t_1, X_2 + t_2, \cdots X_n + t_n \), where \( X_i \) are i.i.d. The tail distribution of \( S \) is given by

\[
\Pr(S > s) = \prod_{i=1}^{n} \Pr(X > s - t_n) \tag{2.3}
\]

The computing cost \( C \) can be expressed in terms of \( S \) and \( t_i \) as follows.

\[
C = S + (S - t_2)^+ + \cdots + (S - t_n)^+. \tag{2.4}
\]

Using (2.4) we get several crucial insights in the rest of the chapter. For instance, in Section 2.5 we show that when \( \bar{F}_X \) is log-convex, having \( t_1 = t_2 = \cdots = t_n = 0 \) gives the lowest \( \mathbb{E}[C] \). Then using Claim 1 we can infer that \( r = n \) with cancel-on-finish is optimal when \( \bar{F}_X \) is log-convex.

### 2.4 Full Replication (\( r = n \))

In this section we analyze the latency and cost with full replication \( r = n \), and compare the two cancellation policies: cancel-on-finish and cancel-on-start. Since we replicate each task at all \( n \) servers, the choice of servers \( \pi \) is trivial. From this analysis we get the insight that cancel-on-start is better if \( \bar{F}_X \) is log-concave. On the other hand, if \( \bar{F}_X \) is log-convex, using cancel-on-finish is better.

#### 2.4.1 Latency-Cost Analysis

**Lemma 2.** If we launch \( r = n \) replicas of each task and cancel-on-finish, the latency \( T \) of the system is equivalent in distribution to that of an \( M/G/1 \) queue with service time \( X_{1:n} \).

**Proof.** Consider the first task that arrives when all servers are idle. The \( n \) replicas
Figure 2-3: When \( r = n \) and \( c = \) cancel-on-finish, the system is equivalent to an M/G/1 queue with service time \( X_{1:n} \), the minimum of \( n \) i.i.d. random variables \( X_1, X_2, \ldots, X_n \).

start service at their respective servers simultaneously. The earliest replica finishes after time \( X_{1:n} \), and all others are canceled immediately. So, the replicas of the subsequent task also start simultaneously at the \( n \) servers as illustrated in Fig. 2-3. Thus, the arrival and departure events, and as a result the latency \( T \) is equivalent in distribution to an M/G/1 queue with service time \( X_{1:n} \).

Theorem 1. If we launch \( r = n \) replicas of each task and cancel-on-finish, the expected latency and computing cost are given by

\[
\mathbb{E}[T] = \mathbb{E}[T_{M/G/1}] = \mathbb{E}[X_{1:n}] + \frac{\lambda \mathbb{E}[X_{1:n}^2]}{2(1 - \lambda \mathbb{E}[X_{1:n}])} \tag{2.5}
\]

\[
\mathbb{E}[C] = n \cdot \mathbb{E}[X_{1:n}] \tag{2.6}
\]

where \( X_{1:n} = \min(X_1, X_2, \ldots, X_n) \) for i.i.d. \( X_i \sim F_X \).

Proof. By Lemma 2, the latency for \( r = n \) and cancel-on-finish is equivalent in distribution to an M/G/1 queue with service time \( X_{1:n} \). The expected latency of an M/G/1 queue is given by the Pollaczek-Khinchine formula (2.5). The expected cost \( \mathbb{E}[C] = n \mathbb{E}[X_{1:n}] \) because each of the \( n \) servers spends \( X_{1:n} \) time on each task. This can also be seen by noting that \( S = X_{1:n} \) when \( t_i = 0 \) for all \( i \), and thus \( C = nX_{1:n} \) in (2.4).

In Corollary 2 and Corollary 3 we characterize how \( \mathbb{E}[T] \) and \( \mathbb{E}[C] \) vary with \( n \). The behavior of \( \mathbb{E}[C] \) follows from Lemma 1.
Corollary 2. For any service distribution $F_X$, the expected latency $E[T]$ in Theorem 1 is non-increasing with $n$.

Corollary 3. If $F_X$ is log-concave (log-convex), then $E[C]$ is non-decreasing (non-increasing) in $n$.

Figure 2-4: The service time $X \sim \Delta + \text{Exp}(\mu)$ (log-concave), with $\mu = 0.5$, $\lambda = 0.25$. As $n$ increases along each curve, $E[T]$ decreases and $E[C]$ increases. Only when $\Delta = 0$, latency reduces at no additional cost.

Figure 2-5: The service time $X \sim \text{HyperExp}(0.4, \mu_1, \mu_2)$ (log-convex), with $\mu_1 = 0.5$, different values of $\mu_2$, and $\lambda = 0.5$. Expected latency and cost both reduce as $n$ increases along each curve.

Fig. 2-4 and Fig. 2-5 show the expected latency versus cost for log-concave and log-convex $F_X$ respectively. In Fig. 2-4, the arrival rate $\lambda = 0.25$, and $X$ is shifted
exponential $\text{ShiftedExp}(\Delta, 0.5)$, with different values of $\Delta$. For $\Delta > 0$, there is a trade-off between expected latency and cost. Only when $\Delta = 0$, that is, $X$ is a pure exponential (which is generally not true in practice), we can reduce latency without any additional cost. In Fig. 2-5, arrival rate $\lambda = 0.5$, and $X$ is hyperexponential $\text{HyperExp}(0.4, 0.5, \mu_2)$ with different values of $\mu_2$. We get a simultaneous reduction in $\mathbb{E}[T]$ and $\mathbb{E}[C]$ as $n$ increases. The cost reduction is steeper as $\mu_2$ increases.

Let us now analyze full replication ($r = n$) with the cancel-on-start cancellation policy, where we cancel redundant tasks as soon as any task reaches the head of its queue. Intuitively, cancel-on-start can save computing cost, but the latency could increase due to the loss of diversity advantage provided by retaining redundant tasks.

**Lemma 3.** If we launch $r = n$ replicas of each task and cancel-on-start, the latency $T$ of the system is equivalent in distribution to that of an $M/G/n$ queue with service time $X$.

**Proof.** With the cancel-on-start cancellation policy, as soon as any replica of a task reaches the head of its queue, all others are canceled immediately. The redundant replicas help find the queue with the least work left, and exactly one replica of each task is served by the first server that becomes idle. Thus, as illustrated in Fig. 2-6, the latency is equivalent in distribution to an $M/G/n$ queue.

**Theorem 2.** If we launch $r = n$ replicas of task and cancel-on-start, the expected latency and computing cost are given by

\begin{align}
\mathbb{E}[T] &= \mathbb{E}[T^{M/G/n}], \\
\mathbb{E}[C] &= \mathbb{E}[X],
\end{align}

where $T^{M/G/n}$ is the response time of an $M/G/n$ queueing system with service time $X \sim F_X$.

The proof of Theorem 2 follows directly from Lemma 3. The exact analysis of mean response time $\mathbb{E}[T^{M/G/n}]$ has long been an open problem in queueing theory.
Figure 2-6: When \( r = n \) and \( c = \text{cancel-on-start} \), the system is equivalent to an \( M/G/n \) queueing system with each server taking time \( X \sim F_X \) to serve task, i.i.d. across servers and tasks.

A well-known approximation given by [53] is,

\[
\mathbb{E}[T_{M/G/n}] \approx \mathbb{E}[X] + \frac{\mathbb{E}[X^2]}{2\mathbb{E}[X]^2}\mathbb{E}[W_{M/M/n}] \tag{2.9}
\]

where \( \mathbb{E}[W_{M/M/n}] \) is the expected waiting time in an \( M/M/n \) queueing system with load \( \rho = \lambda \mathbb{E}[X]/n \). It can be evaluated using the Erlang-C model [54, Chapter 14]. and is given by

\[
\mathbb{E}[W_{M/M/n}] = \frac{\rho(n\rho)^n}{n!(1-\rho)^2\lambda} \left( \sum_{i=0}^{n-1} \frac{(n\rho)^i}{i!} + \frac{(n\rho)^n}{n!(1-\rho)} \right)^{-1}. \tag{2.10}
\]

### 2.4.2 Cancel-on-finish or Cancel-on-start?

Using Theorem 1 and Theorem 2 we can now compare the cancel-on-finish and cancel-on-start policies. First let us compare the computing cost \( \mathbb{E}[C] \) with the two cancelation policies. Corollary 4 below follows from Lemma 1.

**Corollary 4.** If \( \bar{F}_X \) is log-concave (log-convex), then \( r = n \) and cancel-on-start gives lower (higher) \( \mathbb{E}[C] \) than \( r = n \) with cancel-on-finish.

Next we compare the latency \( \mathbb{E}[T] \) in two extreme traffic regimes: low traffic \( (\lambda \to 0) \) and high traffic \( (\lambda \to \lambda_{\text{max}}^*) \), where \( \lambda_{\text{max}}^* \) is the service capacity of the system introduced in Definition 4.
Figure 2-7: For $r = n = 4$ and service time $X \sim \text{ShiftedExp}(2, 0.5)$ which is log-concave, the cancel-on-start policy is better in the high traffic regime, as given by Corollary 5.

Figure 2-8: For $r = n = 4$ and $X \sim \text{HyperExp}(0.1, 1.5, 0.5)$, which is log-convex, the cancel-on-start policy is worse in both low and high traffic regimes, as given by Corollary 5.

**Corollary 5.** Cancel-on-finish gives lower $\mathbb{E}[T]$ than cancel-on-start in low traffic for any $X$. In high traffic, cancel-on-start gives lower (higher) $\mathbb{E}[T]$ than cancel-on-finish if $F_X$ is log-concave (log-convex).

The low traffic insights in Corollary 5 follow by substituting $\lambda = 0$ in Theorem 1 and Theorem 2. By Corollary 1, in the high traffic regime, the system with lower $\mathbb{E}[C]$ has lower $\mathbb{E}[T]$. Thus the high traffic insights in Corollary 5 follow from Corollary 4.
Fig. 2-7 and Fig. 2-8 illustrate Corollary 5. Fig. 2-7 shows a comparison of $\mathbb{E}[T]$ with the cancel-on-finish and cancel-on-start cancellation policies for $r = n = 4$, and service time $X \sim \text{ShiftedExp}(2, 0.5)$. We observe that cancel-on-start gives lower $\mathbb{E}[T]$ in the high traffic regime. In Fig. 2-8 we observe that when $X$ is $\text{HyperExp}(0.1, 1.5, 0.5)$ which is log-convex, cancel-on-start is worse in both small and large traffic regimes.

![Figure 2-9](image)

Figure 2-9: For the full replication of tasks at $n = 4$ servers, with shifted exponential service time $X = \text{ShiftedExp}(\Delta, 0.5)$, cancel-on-start gives lower latency for larger $\Delta$. The task arrival rate $\lambda = 0.25$.

In general, cancel-on-start is better when $X$ is less variable (lower coefficient of variation). For example, a comparison of $\mathbb{E}[T]$ with cancel-on-finish and cancel-on-start as $\Delta$, the constant shift of service time $\text{ShiftedExp}(\Delta, \mu)$ varies is illustrated in Fig. 2-9. When $\Delta$ is small, there is more randomness in the service time of a task, and hence keeping redundant tasks running gives more diversity, and thus lower $\mathbb{E}[T]$. But as $\Delta$ increases, task service times are more deterministic due to which it is better to cancel the redundant tasks early.

### 2.5 Partial Replication ($r \leq n$)

For applications with a large number of servers $n$, full replication of each task can be expensive due to the network cost of issuing and cancel the redundant tasks. In
this section, we analyze the latency and cost with partial replication \((r \leq n)\) and determine the best replication strategy in different regimes.

### 2.5.1 Latency-Cost Analysis: Group-based policy

The latency and cost with partial replication is hard in general, but is tractable for the group-based random scheduling policy. Recall that in the group-based random policy, each task is replicated across one of \(n/r\) groups chosen uniformly at random. Then each group behaves like an independent system of \(r\) servers with full replication, and arrival rate \(\lambda r/n\). Thus, the expected latency and cost with cancel-on-finish and cancel-on-start are given by Lemma 4 and Lemma 5 below. Their proof follows from Theorem 1 and Theorem 2, with \(n\) replaced by \(r\) and \(\lambda\) replaced by \(\lambda r/n\) respectively.

**Lemma 4** \((\pi = \text{group-based random}, c = \text{cancel-on-finish})\). *If each task is replicated at \(r\) servers according to the group-based random policy, and tasks are canceled according to the cancel-on-finish policy, then the expected latency and cost are given by*

\[
\mathbb{E}[T] = \mathbb{E}[X_{1:r}] + \frac{\lambda r \mathbb{E}[X_{1:r}^2]}{2(n - \lambda r \mathbb{E}[X_{1:r}] )} \quad (2.11)
\]

\[
\mathbb{E}[C] = r \mathbb{E}[X_{1:r}] \quad (2.12)
\]

From Corollary 1 and (2.15) we can infer that the maximum arrival rate \(\lambda\) that can be supported when each task is replicated at \(r\) servers and \(c = \text{cancel-on-finish}\) is,

\[
\lambda_{max} = \frac{n}{\mathbb{E}[C]} = \frac{n}{r \mathbb{E}[X_{1:r}]} \quad (2.13)
\]

**Lemma 5** \((\pi = \text{group-based random}, c = \text{cancel-on-start})\). *If each task is replicated at \(r\) servers according to the group-based random policy, and tasks are canceled according*
to the cancel-on-start policy, then the expected latency and cost are given by

\[ E[T] = E[T^{M/G/r}] \]  
\[ E[C] = E[X] \]  

where \( T^{M/G/r} \) is the response time of an \( M/G/r \) queueing system with arrival rate \( \lambda r/n \) and service time distribution \( F_X \).

Using Lemma 4 and Lemma 5 we can find the number of replicas \( r \), and the cancellation policy that gives the best latency-cost trade-off for any given service distribution \( F_X \) and arrival rate \( \lambda \). For example, Fig. 2-10 shows the latency versus cost trade-off for \( n = 12 \) servers, and task service time \( X \sim \text{Pareto}(1,2.2) \). The number of replicas \( r \), which is also the size of each group increases along each curve, and different curves correspond to different values of arrival rate \( \lambda \). As the arrival rate \( \lambda \) increases, replicating each task costs more and also increases the queueing delay. Thus the optimal \( r^* \) decreases as \( \lambda \) increases.

Figure 2-10: Latency versus cost for \( n = 12 \) servers with \( c = \text{cancel-on-finish} \), \( r \) increasing as 1, 2, 3, 4, 6, and 12 along each curve. The task service time \( X \sim \text{Pareto}(1,2.2) \). As \( \lambda \) increases the replicas increase queueing delay. Thus the optimal \( r^* \) that minimizes \( E[T] \) shifts downward as \( \lambda \) increases.
2.5.2 Bounds on expected cost $E[C]$

For other non-group-based symmetric policies, it is difficult to directly analyze of $E[T]$ and $E[C]$ because the replicas of the task can start service at different times in their respective queues. Instead, we develop bounds on $E[C]$ for log-concave and log-convex $\bar{F}_X$, via which we can infer the best replication strategy in Section 2.5.3.

The scheduling policy $\pi$ and cancellation policy $c$ determine the relative starting times of the tasks $0 = t_1 \leq t_2 \leq \cdots \leq t_n$. For instance, if $c = \text{cancel-on-start}$, $t_1 = 0$ and all other $t_i$ are infinity because only one task enters service. In another instance if $\pi = \text{group-based random}$, and $c = \text{cancel-on-finish}$ as considered in Section 2.5.1, $t_i = 0$ for $1 \leq i \leq r$, and $t_{i+1}, \ldots, t_n$ are infinite. For other symmetric policies the relative task start times are random. Theorem 3 below gives bounds on $E[C]$ that are independent of the relative task start times.

**Theorem 3.** Suppose a task is replicated at $r$ out of $n$ servers according to any symmetric scheduling policy. For any relative task start times $t_i$, $E[C]$ can be bounded as follows.

\[
\begin{align*}
    rE[X_{1:r}] &\geq E[C] \geq E[X] \quad \text{if $\bar{F}_X$ is log-concave} \\
    E[X] &\geq E[C] \geq rE[X_{1:r}] \quad \text{if $\bar{F}_X$ is log-convex}
\end{align*}
\]

(2.16) (2.17)

If $t_i = 0$ for all $1 \leq i \leq n$, $E[C] = nE[X_{1:n}]$ for any $F_X$. In the other extreme case, when $t_1 = 0$ and $t_2 = t_3 = \cdots = t_n = \infty$, $E[C] = E[X]$ for any $F_X$.

To prove Theorem 3 we take expectation on both sides in (2.4), and show that for log-concave and log-convex $\bar{F}_X$, we get the bounds in (2.16) and (2.17), which are independent of the relative task start times $t_i$. The detailed proof is given in Appendix B.

In Fig. 2-11 we show the bounds on $E[C]$ alongside simulation values for different scheduling policies, when $X$ is ShiftedExp$(0.25, 0.5)$ (log-concave). We observe that the upper bound $rE[X_{1:r}]$ is tight for group-based random scheduling (plotted only when $r$ divided $n = 6$). The upper bound is slightly loose for other scheduling policies.
The upper and lower bounds coincide at $r = 1$ and $r = n$. Similarly for log-convex the actual $\mathbb{E}[C]$ is close to its lower bound $r\mathbb{E}[X_{1,r}]$.

In the sequel, we use the bounds in Theorem 3 to gain insights into the best replication strategy $(r, \pi, c)$ when $F_X$ is log-concave or log-convex.

### 2.5.3 Optimal Replication strategy

In this section, our objective is to determine the replication strategy $(r, \pi, c)$ that achieve the best latency-cost trade-off. In particular, we study two extreme traffic regimes: low traffic ($\lambda \to 0$) and high traffic ($\lambda \to \lambda_{\text{max}}^*$), where $\lambda_{\text{max}}^*$ is the service capacity of the system introduced in Definition 4.

**Low Traffic Regime ($\lambda \to 0$)**

In the low traffic regime with $\lambda \to 0$, the waiting time in queue tends to zero. Thus all replicas of a task start service at the same time, irrespective of the scheduling policy $\pi$. We only consider the cancel-on-finish strategy here; cancel-on-start is equivalent to $r = 1$ with cancel-on-finish in low traffic. The expected latency and cost are then
given by

\[ \mathbb{E}[T] = \mathbb{E}[X_{1:r}] \]  
(2.18)

\[ \mathbb{E}[C] = r \mathbb{E}[X_{1:r}] \]  
(2.19)

From (2.18) it follows that the maximum redundancy strategy, \( r = n \) with cancel-on-finish, minimizes latency \( \mathbb{E}[T] \) for any service distribution \( F_X \). The expected cost \( \mathbb{E}[C] \) in (2.19) however may increase or decrease depending upon the log-concavity of \( F_X \) as given by Lemma 1. If \( F_X \) is log-concave (log-convex), then \( r = 1 \) \( (r = n) \) minimizes the cost.

**High Traffic Regime** \((\lambda \to \lambda_{max}^*)\)

The bounds on \( \mathbb{E}[C] \) in Section 2.5.2, together with Corollary 1 serve as a powerful tool to compare different strategies in the high traffic regime. The replication strategy that minimizes \( \mathbb{E}[C] \) also minimizes \( \mathbb{E}[T] \) in high traffic.

**Theorem 4** (Optimal Replication Strategy). For log-convex \( \bar{F}_X \), \( r = n \) with cancel-on-finish is optimal. For log-concave \( \bar{F}_X \), \( r = n \) with cancel-on-start is optimal in high traffic.

*Proof.* By Corollary 1, the optimal replication strategy in high traffic is the one that minimizes \( \mathbb{E}[C] \). For log-convex \( \bar{F}_X \), \( r = n \) with cancel-on-finish achieves the lower bound \( \mathbb{E}[C] = n \mathbb{E}[X_{1:n}] \) in (2.17) with equality. Thus, \( r = n \) with cancel-on-finish is the optimal strategy in the high traffic regime.

For log-concave \( \bar{F}_X \), both \( r = 1 \) with cancel-on-finish and \( r = n \) with cancel-on-start achieve the lower bound \( \mathbb{E}[C] = \mathbb{E}[X] \) in (2.16) with equality. However, \( r = n \) with cancel-on-start gives lower latency because the redundant tasks help find the shortest queue in the system.

Due to the network cost of issuing and canceling the replicas, there may be an upper limit \( r \leq r_{max} \) on the number of replicas. The optimal strategy under this constraint is given by Lemma 6 below.
Lemma 6 (Optimal Strategy under $r \leq r_{\text{max}}$). For log-convex $\bar{F}_X$, $r = r_{\text{max}}$ with cancel-on-finish is optimal. For log-concave $\bar{F}_X$, $r = r_{\text{max}}$ with cancel-on-start is optimal in high traffic.

The proof is similar to Theorem 4 with $n$ replaced by $r_{\text{max}}$.

The bounds on $\mathbb{E}[C]$ also help determine the optimal policy $(r, \pi, c)$ when some parameters are fixed. For example, if only cancel-on-finish is possible, then the optimal $r$ for any symmetric scheduling policy $\pi$ is given by the following lemma.

Lemma 7 (Optimal $r$ given $c =$cancel-on-finish). For any symmetric policy $\pi$ and $c =$cancel-on-finish, $r = 1$ ($r = n$) is optimal in high traffic for log-concave (log-convex) $\bar{F}_X$.

Proof. If $\bar{F}_X$ is log-convex, it follows from Theorem 4 that the optimal strategy is $r = n$. For log-concave $\bar{F}_X$, both $r = 1$ with cancel-on-finish and $r = n$ with cancel-on-start achieve the lower bound $\mathbb{E}[C] = \mathbb{E}[X]$ in (2.17) with equality. But since $c$ can only be cancel-on-finish, $r = 1$ is optimal. $\square$

In Fig. 2-12 and Fig. 2-13 we plot $\mathbb{E}[T]$ versus $\lambda$ for different values of $r$. Each task is assigned to $r$ out of $n = 6$ servers according to the group-based random policy. For each curve, the $\lambda$ at which latency goes to infinity is given by,

$$\lambda_{\text{max}} = \frac{n}{r\mathbb{E}[X_{1:r}]} \quad (2.20)$$

In Fig. 2-12 the service time distribution is ShiftedExp($\Delta, \mu$) (which is log-concave) with $\Delta = 1$ and $\mu = 0.5$. When $\lambda \to 0$, more redundancy (higher $r$) gives lower $\mathbb{E}[T]$, but in the high traffic regime, $r = 1$ gives lowest $\mathbb{E}[T]$. On the other hand in Fig. 2-13, for a log-convex distribution HyperExp($p, \mu_1, \mu_2$), in the high traffic regime $\mathbb{E}[T]$ decreases as $r$ increases.

Remark 2. Lemma 7 was previously proven for new-better-than-used (new-worse-than-used) instead of log-concave (log-convex) $\bar{F}_X$ in [46, 48], using a combinatorial argument. Using Theorem 3, we get an alternative, and arguably simpler proof of
Figure 2-12: For $X \sim \text{ShiftedExp}(1, 0.5)$ which is log-concave, less (more) replicas gives lower expected latency in the low (high) $\lambda$ regime.

Figure 2-13: For $X \sim \text{HyperExp}(p, \mu_1, \mu_2)$ with $p = 0.1$, $\mu_1 = 1.5$, and $\mu_2 = 0.5$ which is log-convex, more replicas (larger $r$) gives lower expected latency for all $\lambda$.

\textit{this result. Our version is somewhat weaker because log-concavity implies new-better-than-used but the converse is not true in general (see Property 3 in Appendix A).}

Given $r$ and $c=\text{cancel-on-finish}$, we can also compare different policies $\pi$ of choosing the $r$ servers for each task. The choice of the $r$ servers determines the relative starting times of the tasks. If all the $r$ tasks start at the same time (true for the group-based random policy), $E[C] = rE[X_{1,r}]$. By comparing with the bounds in Theorem 3 that hold for any relative task start times we get the following result.
Lemma 8 (Choosing $\pi$ given $r$, and $c = \text{cancel-on-finish}$). Given $r$, if $\bar{F}_X$ is log-concave (log-convex), the symmetric policy that results in the tasks starting at the same time ($t_i = 0$ for all $1 \leq i \leq r$) results in higher (lower) $\mathbb{E}[T]$ in the high traffic regime than one that results in $0 < t_i < \infty$ for one or more $i$.

Figure 2-14: For service distribution $\text{ShiftedExp}(1,0.5)$ which is log-concave, uniform random scheduling (which staggers relative task start times) gives lower $\mathbb{E}[T]$ than group-based random for all $\lambda$. The system parameters are $n = 6$, $r = 2$.

Figure 2-15: For service distribution $\text{HyperExp}(0.1,1.5,0.5)$ which is log-convex, group-based scheduling gives lower $\mathbb{E}[T]$ than uniform random in the high $\lambda$ regime. The system parameters are $n = 6$, $r = 2$.

Lemma 8 is illustrated in Fig. 2-14 and Fig. 2-15 for $n = 6$ and $r = 2$. The $r$ tasks may start at different times with the uniform random policy, whereas they
always start simultaneously with the group-based random policy. Thus, in the high $\lambda$ regime, that uniform random policy results lower latency for log-concave $F_X$, as observed in Fig. 2-14. But for log-convex $F_X$, group-based forking is better in the high $\lambda$ regime as seen in Fig. 2-15. For low $\lambda$, uniform random policy is better for any $F_X$ because it gives lower expected waiting time in queue.

**Remark 3.** Lemma 8 helps compare a group-based policy with a non-group-based policy, but not two non-group-based policies. In general a policy that ‘stagers’ the relative task start times to a larger extent is better (worse) for log-concave (log-convex) $F_X$. But the exact nature of the staggering of task start times that results in better latency-cost trade-off remains to be understood.

![Figure 2-16: Diversity scheduling policy that staggers task start times](image)

For example, a policy that staggers the task start times is illustrated in Fig. 2-16. The replicas of each task to queues that have different tasks waiting in front.

**Remark 4** (Delaying replicas). *Instead of issuing all replicas of a task upfront, the replicas could be delayed. Depending on the waiting time in each queue, these delays can result in relative task start times $0 = t_1 \leq t_2 \leq \cdots \leq t_r$ of the replicas. Then the bounds of $\mathbb{E}[C]$ in Theorem 3 can be used to infer whether delaying replicas improves the latency-cost performance of the replication strategy.*
Log-concave service time | Log-convex service time
---|---
Latency-optimal | Latency-optimal | Cost-optimal | Cost-optimal
Number of replicas $r$ | Low $\lambda$: $r = n$, High $\lambda$: $r = 1$ | $r = 1$ | $r = n$ | $r = n$
When to cancel the replicas? | Low $\lambda$: Cancel-on-finish, High $\lambda$: Cancel-on-start | Cancel-on-start | Cancel-on-finish | Cancel-on-finish

Table 2.1: Summary of insights on how to replicate tasks and cancel them

2.6 Concluding Remarks

2.6.1 Summary

In cloud systems, the large-scale sharing of a pool of commodity servers results in random fluctuations in server response time. Also, there is limited centralized monitoring of the server loads, and the size of incoming computing tasks. As a result, we need scheduling policies that can handle service time variability and ensure fast execution of tasks, with little or no knowledge of the state of the system. In this work, we study the effectiveness of task replication in coping with service variability and reducing latency.

Intuitively, replicating tasks at multiple servers and waiting for the earliest copy reduces latency, but uses additional resources such as computing time at the servers. Replication can also increase queueing delay for subsequent tasks. We analyze the impact of redundancy on two metrics: the latency (expected service plus waiting time in queue) $\mathbb{E}[T]$, and the computing cost (total expected server time spent per job) $\mathbb{E}[C]$. Using these metrics our objective is to determine the best replication strategy: the number of replicas $r$, choice of servers $\pi$ and cancellation policy $c$.

We identify that the log-concavity of service time is a key factor governing the choice of a redundancy strategy. The main insights are summarized in Table 2.1. Surprisingly, for log-convex service distributions, more redundancy reduces both latency and cost. Thus replication in fact improves the efficiency of the system of servers. On the other hand, for log-concave service time, more redundancy is bad in the high
traffic regime. Thus it is better to cancel redundant tasks early, or launch fewer replicas to begin with. Also, our computing cost metric \( \mathbb{E}[C] \) serves as a powerful tool to compare different redundancy strategies under high traffic.

### 2.6.2 Future Directions

Several generalizations of the system model have been studied in recent works, while others open for future research. In Chapter 4 we describe some of these research directions, and present preliminary insights on two directions of particular interest to us: considering heterogeneous servers, and scheduling task replication when the service time \( F_X \) is unknown.

In Chapter 3 we study one such generalization studied in depth. Consider a job with many parallel tasks, such that all tasks need to finish to complete the job. Then the slowest tasks, or the stragglers become a bottleneck. In Chapter 3 we develop an understanding of how to best replicate these slowest tasks, or ‘stragglers’ to minimize latency with little or no additional resource usage.

Another generalization is to consider ‘coding’ of tasks instead of replication such that any \( k \) out of \( n \) tasks are sufficient to complete the job. Part II analyzes the interplay between latency and cost by introducing and analyzing the \((n,k)\) fork-join system.
Chapter 3

Straggler Replication in Parallel Computing

3.1 Introduction

In Chapter 2 we considered replication of tasks in parallel computing at the task level, and determined the best way to replicate assuming that all tasks use the same replication strategy. Computing frameworks such as MapReduce/Hadoop [33] and Apache Spark [55] employ massive parallelization by dividing a large job into many tasks that can be executed parallelly on different machines. These frameworks can be used to run optimization and machine learning algorithms that can be easily divided into independent parallel tasks, for example alternating direction method of multipliers (ADMM) [56] and Markov Chain Monte-Carlo (MCMC) [57].

A key challenge in executing a job that consists of a large number of parallel tasks is the latency in waiting for the slowest tasks, or the “stragglers” to finish. As pointed out in [7, Table 1], the latency of executing many parallel tasks could be significantly larger (140 ms) than the median latency of a single task (1 ms). MapReduce and Apache Spark launch a “backup” copy of the straggling tasks to speed up the job [33,58]. This is also referred to as “speculative execution”. A line of systems work [34,35,58] and references therein further developed this idea. For example, Apache Spark implements “speculative execution” to allow relaunching slow
running tasks [59].

While task replication has been studied in systems literature and also adopted in practice, there is not much work on mathematical analysis of replication strategies. In this chapter we develop a mathematical framework to analyze such straggler replication strategies. In particular, the choice of a straggler replication strategy involves optimizing the following aspects:

- Fractions of remaining tasks declared as stragglers
- How many replicas to launch for each straggler
- Whether to kill original copy or not

We characterize how these aspects impact the trade-off between latency and computing cost, and identify regimes where replicating a small fraction of tasks drastically reduces latency while also saving computing cost. These insights allow one to apply optimization to search for scheduling policies based on one’s sensitivity to computing latency and computing cost.

### 3.1.1 Organization

The rest of this chapter is organized as follows. In Section 3.2 we introduce notation, formulate the problem, and define performance metrics used in this chapter. In Section 3.3 we provide an analysis of single-fork task replication policies and defer all proofs to Appendix D. Then in Section 3.4 we describe an algorithm that finds a good scheduling policy for execution time distributions that are not analytically tractable (e.g., empirical distributions from real-world traces). In Section 3.5 we conclude with a discussion of the implications and future perspectives.

### 3.2 Problem Formulation

We now describe the system model, and propose the performance metrics used to evaluate a task replication strategy.
3.2.1 Notation

First, we define some notation used in this chapter. Lower-case letters (e.g., $x$) denote a particular value of the corresponding random variable, which is denoted in upper-case letters (e.g., $X$). We denote the cumulative distribution function (c.d.f.) of $X$ by $F_X(x)$. Its complement, the tail distribution is denoted by $\bar{F}_X(x) \triangleq 1 - F_X(x)$. We denote the upper end point of $F_X$ by

$$\omega(F_X) \triangleq \sup \{ x : F_X(x) < 1 \} . \quad (3.1)$$

For i.i.d. random variables $X_1, X_2, \cdots, X_n$, we define $X_{j:n}$ as the $j$-th order statistic, i.e., the $j$-th smallest of the $n$ random variables.

3.2.2 System Model

We consider a job consisting of $n$ parallel tasks, where $n$ is large$^{1}$ and each task is assigned to a different machine. We use the probability distribution $F_X$ to model the random variation in machine response time due to factors such as congestion, queueing, virtualization, and competing jobs being run on the same machines, and assume this execution time distribution is independent and identically distributed (i.i.d.) across machines. The identical assumption of $F_X$ implies tasks in this job are assigned to machines with processing power proportional to task size, with the simplest case being a group of homogeneous tasks are assigned to a group of homogeneous machines. The independent assumption of $F_X$ could be satisfied when machine response times fluctuate independently over time, or when each new task (or new replica) is assigned to a new machine that is not previously used to run tasks of the current job. Note that we treat the variability that $F_X$ captures as an exogenous factor from a user’s perspective—in general a user renting machines from a cloud computing service has little or no control over other jobs that share the resources.$^{2}$

$^{1}$Analysis of real-world trace data shows that it is common for a job to contain hundreds or even thousands of tasks [51].

$^{2}$A system designer may be able to influence this variability by adjusting the resource sharing among different jobs, another interesting direction that is beyond the scope of this work.
3.2.3 Scheduling Policy

A scheduling policy or scheduler assigns one or more replicas of each task to different machines, possibly at different time instants. The scheduler receives instantaneous feedback notifying it when a machine finishes its assigned task. There is no intermediate feedback indicating the status of processing of a task. Upon receiving notification that at least one replica of each of the $n$ tasks has finished, the scheduler kills all the other replicas immediately. We focus our attention on a set of policies called single-fork policies, defined as follows.

**Definition 7** (Single-fork scheduling policy). A single-fork scheduling policy $\pi(p,r)$ launches all $n$ tasks at time $0$. It waits until $(1-p)n$ tasks finish. For each of the remaining $pn$ straggling tasks, it chooses one of the following two actions:

- **replicate and keep the original copy** ($\pi_{\text{keep}}(p,r)$): launch $r$ new replicas;
- **replicate and kill the original copy** ($\pi_{\text{kill}}(p,r)$): kill the original copy and launch $r + 1$ new replicas.

When the earliest replica of a task finishes, all the other remaining replicas of the same task are terminated.

Note that in both scenarios there are a total of $r + 1$ replicas running after the forking point. Fig. 3-1 illustrates these two cases of keeping or killing the original copy of a task. For simplicity of notation we assume that $p$ is such that $pn$ is an integer. We note that $p = 0$ corresponds to running $n$ tasks in parallel and waiting for all to finish, which is the baseline case without any replication or killing any original tasks.

**Remark 5** (Backup tasks in MapReduce). The idea of “backup” tasks in Google’s MapReduce [33], and “speculative execution” in Apache Spark [59] corresponds to a single-fork policy with $r = 1$ and $\pi_{\text{keep}}$. The value of $p$ is tuned dynamically and hence not specified in [33]. The `spark.speculation.quantile` configuration corresponds to $p$ in the single-fork policy.
3.2.4 Performance Metrics

We now define the latency and cost metrics used to compare straggler replication policies and understand when and how replication is useful.

**Definition 8** (Expected latency). Given a scheduling policy, the expected latency $\mathbb{E} [T]$ is the expected value of $T$, the time taken for at least one replica of each of the $n$ tasks to finish. It can be expressed as

$$\mathbb{E} [T] = \mathbb{E} \left[ \max_{i \in \{1, 2, \ldots, n\}} T_i \right],$$

where $T_i$ is the time when at least one replica of task $i$ finishes. More specifically, suppose the scheduler launches $r$ replicas of each of the $n$ tasks at times $t_{i,j}$ for $j = 0, 1, 2, \ldots, r$, then

$$T_i = \min_{0 \leq j \leq r} (t_{i,j} + X_{i,j}),$$

where $X_{i,j}$ are i.i.d. draws from the execution time distribution $F_X$. 

Although we focus on single-fork policies in this chapter, the analysis can be generalized to multi-fork policies, where new replicas of straggling tasks are launched at multiple times during the execution of the job [60, Section 6.4]. Although forking multiple times can give a better latency-cost trade-off, the additional cost of launching and killing replicas may outweigh the incremental benefit.
Definition 9 (Expected cost). The expected computing cost $\mathbb{E}[C]$ is the sum of the running times of all machines, normalized by $n$, the number of tasks in the job. The running time is the time from when the task is launched on a machine, until it finishes, or is killed by the scheduler. More specifically, suppose the scheduler launches $r$ replicas of each of the $n$ tasks at times $t_{i,j}$ for $j = 0, 1, 2, \ldots, r$, then

$$C \triangleq \frac{1}{n} \sum_{i=1}^{n} \sum_{j=0}^{r} (T_i - t_{i,j})^+,$$

where $T_i$ is given in (3.3) and $(x)^+ = \max(0, x)$.

Infrastructure as a Service (IaaS) providers such as Amazon Web Services (AWS), Microsoft Azure, and Google Cloud Platform charge users by the time and the number of machines used. Then the money spent by a user to rent the machines is proportional to our cost metric $\mathbb{E}[C]$.

Fig. 3-2 illustrates the execution of a job with two tasks, and evaluation of the corresponding latency $T$ and cost $C$. Given two tasks, we launch two replicas of task 1 $t_{1,1} = 0$ and $t_{1,2} = 2$, and two replicas of task 2 at $t_{2,1} = 0$ and $t_{2,2} = 5$. The task execution times are $X_{1,1} = 8$, $X_{1,2} = 7$, $X_{2,1} = 11$, and $X_{2,2} = 5$. Machine $M_1$ finishes the task first at time $t = 8$, $T_1 = 8$ and the second replica running on $M_2$ is terminated before it finishes executing. Similarly, machine $M_4$ finishes task 2 at time $T_2 = 10$, and the replica running on $M_3$ is terminated. Thus the latency of the job is $T = \max\{T_1, T_2\} = 10$. The cost is the sum of all running times normalized by $n$, i.e., $C = (8 + 6 + 10 + 5)/2 = 14.5$.

### 3.3 Single-fork policy analysis

In this section we analyze the trade-off between the performance metrics $\mathbb{E}[T]$ and $\mathbb{E}[C]$ for the single-fork policy defined in Definition 7. This analysis gives the insight that the choice of the best single fork policy $\pi(p, r)$ depends on two key characteristics of $F_X$: 1) whether the tail is heavy, light or exponential, and 2) whether the distribution is new-longer-than-used, new-shorter-than-used or neither. In Section 3.3.2 we
Figure 3-2: Illustration of $T$ and $C$ for a job with two tasks, and two replicas of each task. The latency $T = \max(8, 10) = 10$, and the computing cost is $C = (8 + 6 + 10 + 5)/2 = 14.5$.

demonstrate this insight that Shifted exponential and Pareto distributions that have been observed in cloud computing frameworks. All proofs are deferred to Appendix D.

### 3.3.1 Performance characterization

As defined in Definition 7, under the single-fork policy, a task is a “straggler” if it has not finished execution by the time of “forking”. The amount of additional time after the “fork” point needed for a straggling task to complete depends on the number of replicas $r$ and whether we kill or keep the original copy. We called this residual execution time and denote it by random variable $Y$. Its distribution $F_Y$ can be expressed in terms of $F_X$ as given by Lemma 9 below.

**Lemma 9** (Residual execution time of stragglers). As $n \to \infty$, the tail distribution $\bar{F}_Y$ of the residual execution time (after the forking point) of each of the $pn$ straggling tasks is

$$
\bar{F}_Y (y) = \begin{cases} 
\bar{F}_X (y)^{r+1} & \text{for } \pi_{\text{kill}} (p, r), \\
\frac{1}{p} \bar{F}_X (y)^r \bar{F}_X (y + F_X^{-1}(1-p)) & \text{for } \pi_{\text{keep}} (p, r), 
\end{cases} 
$$

(3.5) given that $p > 0$ and $y \geq 0$.

The proof of Lemma 9 is given in Appendix D. For example, if we kill the original
copy and choose \( r = 2 \), the tail of distribution \( \tilde{F}_Y = \tilde{F}_X^2 \), because two identical replicas with distribution \( F_X \) are launched at the forking point. For a job with a large number of tasks \( n \), the expected latency and cost can be expressed in terms of \( F_X \), \( F_Y \) and the single-fork policy parameters \( p \) and \( r \) as given by Theorem 5 below.

**Theorem 5** (Single-Fork Latency and Cost). *For a computing job with \( n \) tasks, and task execution time distribution \( F_X \), the latency and cost metrics as \( n \to \infty \) are*

\[
\begin{align*}
\mathbb{E}[T] &= F_X^{-1}(1 - p) + \mathbb{E}[Y_{pn;pn}], \\
\mathbb{E}[C] &= \int_0^{1-p} F_X^{-1}(h)dh + pF_X^{-1}(1 - p) + (r + 1)p \cdot \mathbb{E}[Y],
\end{align*}
\]

where \( F_Y \) is specified in Lemma 9 and \( \mathbb{E}[Y_{pn;pn}] \) is the expected maximum of \( pn \) i.i.d. random variables drawn from \( F_Y \).

Note that the choice of keeping or killing the original copy impacts the latency and cost metrics purely through the distribution of \( Y \) (as shown in (3.5)), and hence is not explicitly mentioned in Theorem 5.

A key observation from Theorem 5 is that the execution time before forking, \( F_X^{-1}(1 - p) \), is a quantity independent with respect to \( n \) and monotonically non-increasing with \( p \), while the execution time after forking, \( \mathbb{E}[Y_{pn;pn}] \), is monotonically non-decreasing with \( pn \). In certain regimes, increasing \( p \) (and with proper choice of \( r \)), the time reduction in first stage outweighs the time increase in the second stage, reducing the overall execution latency. We now give a sketch of the proof of Theorem 5. A detailed proof can be found in Appendix D.

**Proof Sketch of Theorem 5**. The latency \( T \) of a single fork policy \( \pi(p,r;n) \) can be decomposed into \( T^{(1)} \), the time to execute the first \((1 - p)n\) tasks, and \( T^{(2)} \), the time to execute the \( pn \) straggling tasks. The expected value of \( T^{(1)} \) is

\[
\mathbb{E}[T^{(1)}] = \mathbb{E}[X_{(1-p)n;n}] \approx F_X^{-1}(1 - p) \text{ for large } n,
\]

where (3.8) follows from the Central Value Theorem (Theorem 14) which states that the \((1-p)n)\text{th} \) order statistic concentrates sharply around \( F_X^{-1}(1 - p) \) as \( n \to \infty \).
The second part of the latency, \( T^{(2)} \), is the maximum of the residual time \( Y \) for each of the \( pm \) straggling tasks finish. Thus, \( \mathbb{E}[T^{(2)}] = \mathbb{E}[Y_{pn;pn}] \). The behavior of the maximum order statistic of a large number of random variables is given by the Extreme Value Theorem Theorem 16, and its behavior as \( n \to \infty \) depends on the domain of attraction of \( X \) and is given by Lemma 10 below. The domain of attraction \( \text{DA} \) of \( X \) in turn depends on its tail behavior (exponential, heavy or light). For example, exponentially decaying distributions belong to \( \text{DA} (\Lambda) \) while heavy-tailed distributions belong to \( \text{DA} (\Phi_\xi) \).

Similarly, the expected cost \( \mathbb{E}[C] \) can be evaluated by decomposing it into two parts: before and after the replication of straggling tasks. The details can be found in the proof in Appendix D.

\[ \mathbb{E}[Y_{pn;pn}] = \begin{cases} \tilde{a}_{pn}\gamma_{EM} + \tilde{b}_{pn} & F_X \in \text{DA} (\Lambda), \\ \tilde{a}_{pn}\Gamma \left( 1 - \frac{1}{(r+1)\xi} \right) & F_X \in \text{DA} (\Phi_\xi), \\ \tilde{b}_{pn} - \tilde{a}_{pn}\Gamma \left( 1 + \frac{1}{(1-\xi)(r+1)\xi} \right) & F_X \in \text{DA} (\Psi_\xi). \end{cases} \]

where we set \( l = 0 \) for \( \pi_{\text{kill}} \) and \( l = 1 \) for \( \pi_{\text{keep}} \), and \( \text{DA} (\cdot) \) denotes domain of attraction, which can be determined for a distribution using Lemma 23 and Theorem 15. The terms \( \tilde{a}_{pn} \) and \( \tilde{b}_{pn} \) are the normalizing constants of \( F_Y \) given in Theorem 16, \( \gamma_{EM} \) is the Euler-Mascheroni constant,

\[ \gamma \triangleq \int_{1}^{\infty} \left( \frac{1}{[x]} - \frac{1}{x} \right) \, dx \approx 0.577, \quad (3.9) \]

and \( \Gamma(\cdot) \) is the Gamma function,

\[ \Gamma(t) \triangleq \int_{0}^{\infty} x^{t-1}e^{-x} \, dx. \quad (3.10) \]

To decide whether to kill or to keep the original copy of the straggling task, we are essentially comparing the additional time needed for the original time to finish
and the completion time for a new copy. This depends on \( F_X(\cdot) \) and in Lemma 11 we identify distributions \( F_X \) for which killing the original task is better than keeping the original task for any \( r \) and \( p \), and vice versa.

**Lemma 11** (Whether to kill or keep original task). *If \( X \) satisfies the new-longer-than-used property, that is,

\[
\Pr(X > x + a | X > a) \leq \Pr[X > x] \text{ for all } x, a \geq 0, \tag{3.11}
\]

\( \pi_{\text{keep}}(p, r) \) gives lower latency \( \mathbb{E}[T] \) than \( \pi_{\text{kill}}(p, r) \) for any \( r \) and \( p \). Similarly, if \( X \) is new-shorter-than-used with the reverse inequality in (3.11), \( \pi_{\text{kill}}(p, r) \) leads to lower \( \mathbb{E}[T] \). In addition, for the asymptotic case \( n \to \infty \), we can apply Theorem 5 and relax the condition in (3.11) to

\[
\Pr(X > x + F_X^{-1}(1 - p) | X > F_X^{-1}(1 - p)) \leq \Pr[X > x] \text{ for all } x \geq 0. \tag{3.12}
\]

To prove this result we observe that when \( X \) is new-longer-than-used, \( Y \) (defined in (3.5)) with \( \pi_{\text{kill}}(p, r) \) stochastically dominates the case of keeping the original task. The detailed proof is presented in Appendix D.

**Remark 6.** *The notions ‘new-longer-than-used’ and ‘new-shorter-than-used’ are closely related to log-concave and log-convex distributions defined Chapter 2. All log-concave (log-convex) distributions are new-longer-than-used (new-shorter-than-used), but the converse is not true. Thus, if \( X \) is log-concave (log-convex) then \( \pi_{\text{kill}}(p, r) \) gives lower latency than \( \pi_{\text{keep}}(p, r) \) for any \( r \) and \( p \).

Thus, the hyper-exponential distribution which is log-convex is also new-shorter-than-used, and the shifted exponential distribution which is log-concave is also new-longer-than-used. In [61] ‘new-longer-than-used’ is called ‘new-better-than-used’ in the context of residual life-time. Note that these notions are related to light and heavy-tailed distributions but neither implies the other. For example, the Pareto distribution is a heavy-tailed distribution, but is neither new-shorter-than-used nor new-longer-than-used.
3.3.2 Examples of the Effect of Tail Distribution

By Theorem 5 the scaling of \( E[Y_{pn:pn}] \) with \( n \) depends on whether the task service time \( X \) is heavy, light or exponential tailed. And by Lemma 11, we know that the choice between \( \pi_{\text{kill}} \) or \( \pi_{\text{keep}} \) is governed by whether \( X \) is new-longer-than-used or new-shorter-than used.

In this section we consider two execution time distributions: Shifted exponential and Pareto, for which the latency-cost trade-off in Theorem 5 is tractable. The shifted exponential distribution has an exponential tail, while Pareto distribution has a heavy tail. The shifted exponential distribution is new-longer-than-used. The tail \( \Pr(X > x) \) of the Pareto distribution is new-shorter-than-used for \( x \geq x_m \), but not otherwise. Thus, Pareto is neither new-longer-than-used nor new-shorter-than-used. For these two distributions we demonstrate how the tail, and the residual life of the service time distribution affect the choice of the best single-fork policy.

**Shifted exponential execution time**

Consider that the task execution time distribution \( F_X \) is a *shifted exponential distribution* \( \text{ShiftedExp}(\Delta, \mu) \). Its tail distribution function is given by

\[
\Pr(X > x) = \begin{cases} 
  e^{-\mu(x-\Delta)} & \text{for } x \geq \Delta, \\
  1 & \text{otherwise.} 
\end{cases}
\]  

(3.13)

The shifted exponential distribution has an exponentially decaying tail. It is lower bounded by a constant \( \Delta \), aiming to capture the delay due to machine start-up or task initialization. Due to this constant \( \Delta \), the shifted exponential distribution is new-longer-than-used. The special case \( \Delta = 0 \) corresponds to the pure exponential distribution, which is both new-longer-than-used and new-shorter-than-used, which implies that it is memoryless.

**Theorem 6.** For a computing job with \( n \) tasks, if the execution time distribution of
Figure 3-3: Comparison of the expected latency $\mathbb{E}[T]$ obtained from simulation (points) and analytical calculations (lines) for the shifted exponential distribution $\text{ShiftedExp}(1, 1)$.

Each task is $\text{ShiftedExp}(\Delta, \mu)$, then as $n \to \infty$, the latency and cost metrics are

$$
\mathbb{E}[T] = \begin{cases} 
\frac{2r+1}{r+1} \Delta + \frac{1}{(r+1)\mu} \left( \ln n - r \ln p + \gamma_{EM} \right) & \text{for } \pi_{\text{keep}}(p, r), \\
2\Delta + \frac{1}{(r+1)\mu} \left( \ln n - r \ln p + \gamma_{EM} \right) & \text{for } \pi_{\text{kill}}(p, r)
\end{cases},
$$

(3.14)

$$
\mathbb{E}[C] = \begin{cases} 
\Delta + \frac{1}{\mu} + p \left( \Delta + r \frac{(1-e^{-\mu \Delta})}{\mu} \right) & \text{for } \pi_{\text{keep}}(p, r), \\
\Delta + \frac{1}{\mu} + p(r + 2)\Delta & \text{for } \pi_{\text{kill}}(p, r)
\end{cases},
$$

(3.15)

where $\gamma_{EM}$ is the Euler-Mascheroni constant defined in (3.9).

Fig. 3-3 compares the latency obtained from Monte-Carlo simulation and analytical calculations for the shifted exponential distribution, indicating that the latency obtained from analytical calculation is very close to the simulated performance for $n \geq 100$, especially for the case with killing the original task.

We can draw the following observations from Theorem 6. Given $r$ and whether we kill or keep the original task, replicating earlier (larger $p$) gives an $\Theta(\ln p)$ decrease in latency, and a linear increase the cost. This is also illustrated in Figures 3-4a and 3-4b for execution time distribution $\text{ShiftedExp}(1, 1)$ and $n = 400$. Fig. 3-4c illustrates the latency-cost trade-off.

For the special case of $\Delta = 0$ by Theorem 6, the cost $\mathbb{E}[C] = 1/\mu$, which is
independent of $p$ and $r$. But latency always reduces with $r$ and $p$. This suggests that we can achieve arbitrarily low latency without any increase in cost. However, in practice the minimum time to complete a task is non-zero. Thus, pure exponential task service time is not a useful model for the purpose of analyzing task replication.

![Graphs showing expected latency and cost](image_url)

Figure 3-4: Characterization for ShiftedExp $(1, 1)$ and $n = 400$, by varying $p$ in the range of $[0.05, 0.95]$. 
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Figure 3-5: Comparison of the expected latency $\mathbb{E}[T]$ obtained from simulation (points) and analytical calculations (lines) for the Pareto distribution $\text{Pareto}(2, 2)$.

**Pareto execution time**

The tail distribution function of the Pareto distribution $\text{Pareto}(\alpha, x_m)$ is

$$
\Pr(X > x) \triangleq \begin{cases}
(x_m/x)^\alpha, & x \geq x_m, \\
1 & \text{otherwise}
\end{cases}
$$

(3.16)

It has been observed to fit task execution time distributions in data centers [7, 51]. The Pareto distribution has a heavy-tail that decays polynomially. Pareto is neither new-longer-than-used nor new-shorter-than-used.

**Theorem 7.** For a computing job with $n$ tasks, if the execution time distribution of each task is $\text{Pareto}(\alpha, x_m)$, then as $n \rightarrow \infty$, the latency and cost metrics are

$$
\mathbb{E}[T] = x_m p^{-1/\alpha} + \Gamma \left( 1 - \frac{1}{(r + 1)\alpha} \right) \tilde{a}_{pm},
$$

(3.17)

$$
\mathbb{E}[C] = x_m \frac{\alpha}{\alpha - 1} - x_m \frac{p^{1-1/\alpha}}{\alpha - 1} + (r + 1)p\mathbb{E}[Y].
$$

(3.18)

The values of $\tilde{a}_{pm}$ and $\mathbb{E}[Y]$ depend on the whether we choose to keep or kill the original task, and are given as follows.
**Case 1: Killing the original task**

\[
\tilde{a}_{pn} = (pn)^{\frac{1}{(r+1)\alpha}} x_m, \quad (3.19)
\]

\[
\mathbb{E}[Y] = \frac{(r+1)\alpha}{(r+1)\alpha - 1} x_m. \quad (3.20)
\]

**Case 2: Keeping the original task**

The term \(\tilde{a}_{pn}\) is the solution to

\[
n^{1/\alpha}x_{m}^{r+1} = x_{m}p^{-1/\alpha}\tilde{a}_{pn}^{r} + \tilde{a}_{pn}^{r+1}. \quad (3.21)
\]

and \(\mathbb{E}[Y]\) is evaluated numerically as discussed in the proof.

Similar to Fig. 3-3, Fig. 3-5 compares the latency obtained from simulation and analytical calculations for the Pareto distribution, which again demonstrates the effectiveness of the asymptotic theory. Based on Theorem 7, we can derive how \(\mathbb{E}[T]\) scales with \(n\) in the following corollary.

**Corollary 6.** For a computing job with \(n\) tasks, if the execution time distribution of each task is \(\text{Pareto}(\alpha, x_m)\), then the expected latency satisfies

\[
\mathbb{E}[T] = \Theta\left(n^{1/(\alpha(r+1))}\right).
\]

Corollary 6 indicates that

- the heavier the tail (smaller \(\alpha\)), the faster \(\mathbb{E}[T]\) grows with \(n\);

- the latency reduction due to redundancy \(r\) diminishes as \(r\) increases due to the \(1/(r+1)\) factor in the exponent.

In Figures 3-6a and 3-6b we plot the expected latency and cost as \(p\) varies, for different values of \(r\). The black dot is the baseline case \((p = 0)\), where no replication is used and we simply wait for the original copies of all \(n\) tasks to finish. Note that \(r = 0\) and keeping the original copy is also equivalent to the baseline case, and thus not plotted in the figures. The diminishing return of increasing \(r\) in terms of latency
reduction is clearly demonstrated. In addition, we observe that a small amount of replication (small $p$ and $r$) can reduce latency significantly in comparison with the baseline case. But as $p$ increases further, the latency may increase (as observed for $r = 0$) because of the second term in (3.6).

Intuition suggests that replicating earlier (larger $p$) and more (higher $r$) will increase the cost $E[C]$. But Figures 3-6a and 3-6b show that this is not necessarily true.
Since we kill replicas of task when one of its replicas finish, there could in fact be a saving in the computing cost. However this benefit diminishes as $p$ and $r$ increase above a certain threshold.

Fig. 3-6c shows the latency versus the computing cost for different values of $r$, with $p$ varying along each curve. Depending upon the latency requirement and limit on the cost, one can choose an appropriate operating point on this trade-off. This plot again demonstrates the non-intuitive phenomenon that it is possible to reduce latency (from 70 to about 15 for $r = 1$ and $r = 2$ cases) and computing cost simultaneously.

## 3.4 Empirical execution time distributions

In certain practical systems it may be difficult to fit the empirical behavior of the task execution time to a well-characterized distribution, thus making the latency-cost analysis using the framework presented in Section 3.3 difficult. In this section we propose an algorithm to estimate the latency and cost from the empirical distribution of task execution time. Applying our algorithm to the Google Cluster Trace data [62], we show that it is possible to improve upon the performance of the default replication policy in MapReduce-style frameworks.

### 3.4.1 Latency and Cost Estimation

To estimate the latency and cost from empirical execution time samples, we apply the bootstrapping method [63] that uses the empirical distribution as an approximation of the true distribution.

Since the performance metrics $\mathbb{E}[T]$ and $\mathbb{E}[C]$ are functions of both $X$ and $Y$, we need samples for both $X$ and $Y$. Drawing samples of $Y$ is more involved, especially for the case of killing the original task. To handle this, we leverage our analysis in Lemma 9 and compute $\hat{F}_Y(\cdot)$ based on (3.5), thus avoiding excessive sampling. We present the algorithm for performance characterization in Algorithm 3.1.

By Theorem 14, the standard deviation of the error in estimating $\mathbb{E}[C]$ and $\tilde{T}_1$, first term in $\mathbb{E}[T]$, converges to zero as $O(1/\sqrt{mn})$, where $m$ is the number of times the
Algorithm 3.1 Latency and cost estimation

**INPUT:** \( x = [x_1, x_2, \ldots, x_n] \), \( n \) task execution duration samples (no replication, no original task killing)

Compute the empirical c.d.f. \( \hat{F}_X(x) \) from \( x \)

Compute c.d.f. \( \hat{F}_Y(y) \) using (3.5)

for \( i = 1, 2, \ldots, m \) do

Draw \( n \) samples \( \hat{x} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n] \) from \( \hat{F}_X \)

Sort \( \hat{x} \) in ascending order: \( [\hat{x}(1), \hat{x}(2), \ldots, \hat{x}(n)] \)

\( k \leftarrow n(1 - p); \ k' \leftarrow np \)

\( \tilde{T}_1^{(i)} \leftarrow \hat{x}(k) \) (the \( k \)-th smallest sample in \( \hat{x} \))

\( \tilde{C}_1^{(i)} \leftarrow \sum_{j=1}^{k} \hat{x}(j) \)

Draw \( k' \) samples \( \hat{y} = [\hat{y}_1, \hat{y}_2, \ldots, \hat{y}_{k'}] \) from \( \hat{F}_Y \)

\( \tilde{T}_2^{(i)} \leftarrow \max_{1 \leq j \leq k'} \hat{y}_j \)

\( Y_{sum}^{(i)} \leftarrow \sum_{j=1}^{k'} \hat{y}_j \)

\( \tilde{C}_2^{(i)} \leftarrow pn\tilde{T}_1^{(i)} + (r + 1)Y_{sum}^{(i)} \)

\( \tilde{T}^{(i)} \leftarrow \tilde{T}_1^{(i)} + \tilde{T}_2^{(i)} \)

\( \tilde{C}^{(i)} \leftarrow \frac{1}{n} \left[ \tilde{C}_1^{(i)} + \tilde{C}_2^{(i)} \right] \)

end for

\( \bar{T} \leftarrow \text{mean of } \tilde{T}^{(i)} \text{ for } i = 1, 2, \ldots, m \)

\( \bar{C} \leftarrow \text{mean of } \tilde{C}^{(i)} \text{ for } i = 1, 2, \ldots, m \)

**OUTPUT:** \([\bar{T}, \bar{C}]\)

sampling procedure is repeated. And generally \( \tilde{T}_2 \), the maximum order statistic term in \( \mathbb{E}[T] \), converges to zero as \( O(1/\sqrt{m}) \). Thus, the estimation of \( \tilde{C} \) is more robust than that of \( \bar{T} \). Nonetheless, with large enough \( m \), we can make the estimation errors of both metrics small enough.

### 3.4.2 Demonstration using Google Cluster Trace

The Google Cluster Trace data [62] gives timestamps of events such as SCHEDULE, EVICT, FINISH, FAIL, KILL etc. for each of the tasks of computing jobs that are run on Google’s cluster machines. In this section we apply Algorithm 3.1 to two jobs in the Google Cluster Trace, and observe performance trade-offs in task execution distribution based on real-world data.

In our demonstration we only consider tasks with SCHEDULE and FINISH times, as we would like to obtain samples that represent a normal execution (not killed or
In a few rare cases, a task is associated with multiple SCHEDULE and FINISH events due to duplicate execution. For these we choose to keep the first occurrences in each event category.

We choose two jobs (Job ID 6252284914 and 6252315810) with different number of tasks. For each task in a job, we obtain the task execution time by calculating the time difference between SCHEDULE and FINISH. The normalized histograms of the task execution times of the two jobs are shown in Fig. 3-7a and Fig. 3-7b respectively. Both the distributions indicate heavy tail behavior of the task execution time, where the heavy tail is more pronounced in Fig. 3-7a. In addition, to show the importance of stragglers, we modify the trace for Job 6252315810 by removing the 3 samples with execution time longer than 1400 seconds, leading to the execution time distribution shown in Fig. 3-7c.

We then apply these execution time samples as inputs to Algorithm 3.1 with \( m = 1000 \). By varying the value of \( r \) (\( r \in \{1, 2, 3\} \)) and \( p \) (\( 0 \leq p \leq 0.5 \)), we plot the \( \mathbb{E}[T]-\mathbb{E}[C] \) trade-offs for all three jobs in Figures 3-8 to 3-10.

For the two Google cluster jobs (Job 1 and 2), we observe that a small amount of replication (small \( p \)) reduces both \( \mathbb{E}[T] \) and \( \mathbb{E}[C] \) significantly, demonstrating the effectiveness of replication for real-world execution time distributions. In both cases, it is better to replicate while keeping the original task, because at the “fork” point, the additional time needed for the original copy to finish is more likely to be shorter than the execution time of a new copy. We also observe that for the Job 2 (Job ID 6252315810) with 488 tasks, the distribution is more heavy-tailed compared to the other jobs.
Figure 3-8: The $E[T]$-$E[C]$ trade-off for Job 1 (ID 6252284914) with 1026 tasks. Each pair of adjacent dots corresponds to change in $p$ by 0.01.

6252315810), too much redundancy may hurt, because at some point increasing $p$ actually leads to increases in both $E[T]$ and $E[C]$. However, this phenomenon does not exist for Job 1 (Job ID 6252284914) when $r = 2$ or $r = 3$. We conjecture this is due to the tail in Fig. 3-7a is heavier than that in Fig. 3-7b.

We recall that the back-up tasks option in MapReduce uses $r = 1$ and keeps the original task, and show that for certain jobs it may be more desirable to improve the performance trade-off by using more replicas, such as in Job 1, where a higher $r$ could lead to lower latency $E[T]$ with a slightly higher cost $E[C]$. For example, $\pi_{\text{keep}}(p, r = 1)$ achieves $(E[C], E[T]) = (807, 2008)$, while $\pi_{\text{keep}}(p, r = 2)$ achieves $(E[C], E[T]) = (815, 1798)$. For Job 2, the trade-off improvement via using a higher $r$ is less significant, as Fig. 3-9 indicates. Finally, for both jobs we observe that increasing $r$ has a diminishing effect on the reduction of $E[T]$.

For the tail-shortened trace histogram in Fig. 3-7c, killing the original copy increases the latency, because it is too “impatient”—the original copy is likely to finish before a new copy of the task. On the other hand, if we keep the original copy, adding a small amount of redundancy again can reduce latency and computing cost simultaneously, as shown in Fig. 3-10a. Lastly, Fig. 3-10 indicates that killing and replicating can lead to worse performance trade-off, so one needs to apply replication
We draw the following observations from the above examples:

- Replication often reduces $\mathbb{E}[T]$ and $\mathbb{E}[C]$ simultaneously.
- A small amount of replication usually suffices and too much replication leads to a sharp increase in $\mathbb{E}[C]$. 
• If $F_X$ is new-longer-than-used, we should keep the original task.

### 3.4.3 Scheduling policy selection

With the trade-off between latency $\mathbb{E}[T]$ and computing cost $\mathbb{E}[C]$ provided in Algorithm 3.1, a user can formulate an optimization problem to choose the best scheduling policy based on one’s sensitivity to latency and computing cost. In addition, one can incorporate additional constraints, such as $r_{\text{max}}$, the maximum number of copies to replicate $r$, due to the communication overhead of issuing and canceling tasks.

For example, a latency-sensitive user may choose to define the optimal scheduling policy via the following constrained optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \mathbb{E}[T(\pi)], \\
\text{subject to} & \quad \mathbb{E}[C(\pi)] \leq \mathbb{E}[C(\pi_0)], \\
& \quad r \leq r_{\text{max}},
\end{align*}
\]

(3.22)

where $\pi_0$ is the baseline scheduling policy without replication and $r_{\text{max}}$ the maximum allowed number of copies for a task. On the other hand, a cost-sensitive user may choose to define the optimal scheduling policy via the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \mathbb{E}[T(\pi)] + \lambda n \mathbb{E}[C(\pi)], \\
\text{subject to} & \quad r \leq r_{\text{max}},
\end{align*}
\]

(3.24)

where $\lambda$ indicates the relative importance of computing cost, because $\mathbb{E}[C]$ is approximately proportional to the cost of cloud computing instances. While it is difficult to determine closed-form optimal solutions to (3.22) and (3.24), we observe that constrained optimization methods such as the Constrained Optimization BY Linear Approximation (COBYLA) method [64] are effective in searching for the optimal solution due to the low dimensionality of the search space. In Table 3.1, we present the scheduling policies obtained via these two different optimization formulations.
Table 3.1: Scheduling policy obtained via latency-sensitive optimization in (3.22) and cost-sensitive optimization in (3.24).

3.5 Concluding remarks

3.5.1 Main Implications

Replication of the slowest tasks of a computing job (straggling tasks) has been observed to be highly effective in frameworks such as MapReduce to speed-up job completion. In this chapter we provide a theoretical framework to understand the effect of straggler replication on the job completion latency, and the additional computing time spent on running the replicas.

Using tools from extreme value theory, we characterize the latency-cost trade-off in terms of the task execution time distribution $F_X$. We focus on three parameters of a replication strategy: 1) fraction of slowest tasks of a job that are considered as stragglers, 2) number of replicas of each straggling task, and 3) whether we should kill the original copy of the task and relaunch it on a new machine.

This analysis gives the insight that the scaling of job completion latency with the number of tasks depends on the whether the tail of $F_X$ is heavy, light, or exponential. And, the choice of whether we should kill or keep the original task depends on whether $F_X$ is new-longer-than-used or new-shorter-than-used. For example, if $F_X$ is the shifted exponential distribution, which is new-longer-than-used, then it is better to keep the original task running. Our latency-cost analysis helps identify regimes where replicating a small fraction of stragglers can drastically reduce latency and reduce computing cost as well.

We also propose a bootstrapping-based algorithm to estimate the latency and cost from empirical traces of execution time. Using this algorithm on the Google Cluster Trace data, we demonstrate that careful choice of the replication strategy can improve
the latency-cost trade-off as compared to the default option in MapReduce.

3.5.2 Future Directions

Generalizations of this straggler replication model include considering heterogeneous servers, dependencies between tasks (some tasks need to complete in order to begin others), and taking into account queueing delay of tasks as considered in Chapter 2 for the single task case. Another direction is to analyze approximate computing, where we need only a subset of the tasks of a job to complete, a relevant model for information retrieval and machine learning jobs. This idea is developed in the context of coded distributed storage in Part II. Finally, we aim to develop an algorithm that learns the task execution time distribution $F_X$ online, and uses it to decide when and how many replicas to launch. This has an exploration-exploitation trade-off, similar to the multi-arm bandit problems studied in reinforcement learning [65]. Preliminary insights on this problem are described in the Chapter 4.
Chapter 4

Future Directions

In Chapter 2 we analyze the effect of task replication on queues in cloud systems. Chapter 3 generalizes the model to consider replication of the stragglers in a job with many parallel tasks. In recent years there is a flurry of works building on this idea of using redundancy to reduce delay in cloud systems. In Section 4.1 we describe some of these generalizations of the model considered in Chapter 2. Next we describe preliminary insights on two generalizations of particular interest to us: heterogeneous servers (Section 4.2), and unknown service distributions (Section 4.3). Broader research directions of beyond the realm of cloud infrastructure, such as crowdsourcing are described in Chapter 11.

4.1 Recent Model Generalizations

4.1.1 Exact Analysis of $T$

In Chapter 2 and Chapter 3 the latency metric is $\mathbb{E}[T]$, the expected waiting plus service time. Although the expected value is a good indicator of the average behavior, often system designers are interested in the tail, for example the 99th percentile latency. For a majority of queueing problems, determining the distribution of response time $T$ requires the assumption of exponential service time. Considering the expected latency $\mathbb{E}[T]$ in Chapter 2 allowed us to look at arbitrary service time $F_X$ and dis-
cover that log-concavity is the key property governing the choice of the replication strategy.

The exact analysis of $T$ is tractable in some regimes. For the full replication ($r = n$) case, we can determine the distribution of $T$ using Lemma 2 and Lemma 3. For example, when $r = n$ and cancel-on-finish, $T$ is equivalent in distribution to the latency of an $M/G/1$ queue with service time $X_{1:n}$. Then transform analysis [54, Chapter 25] can be used to determine the distribution of $T$. The Laplace-Stieltjes transform $T(s)$ of the probability density function of $f_T(t)$ of $T$ is given by,

$$T(s) = \frac{sX_{1:n}(s) \left( 1 - \frac{\lambda}{E[X_{1:n}]} \right)}{s - \lambda(1 - X_{1:n}(s))},$$

where $X_{1:n}(s)$ is the Laplace-Stieltjes transform of the service time distribution $f_{X_{1:n}}(x)$.

When $r < n$, the analysis of $T$ is hard in general. An exact analysis of $T$ when each task is replicated at $r < n$ servers chosen uniformly random is presented in [66], albeit for exponential service time. The analysis is highly non-trivial problem even with the exponential service time assumption and requires using a numerical package to solve a set of differential equations.

To go to general service times [49, 67] uses a very interesting approach of determining latency-optimality gaps. For new-better-than-used (NBU) and new-worse-than-used (NWU) service distributions they propose replication strategies and show that their latency $T$ is within a provably small gap from the latency of the optimal scheduling policy. The proof approach uses a series of elegant stochastic ordering arguments. However, it is hard to generalize this arbitrary service distributions beyond the NBU and NWU distributions.

### 4.1.2 Cancellation Overheads

So far we assumed that cancellation of redundant tasks is instantaneous. However in practice there may be a significant delay in cancelling tasks, which can diminish the benefits of replication.
We now present preliminary insights in the low traffic regime where all servers are idle. Consider that a task is replicated at $r$ servers. As soon as one replica finishes, that server contacts other replicas to cancel them. This cancellation process takes $\Delta$ seconds of time at each of the $r$ servers. Then the latency and cost are given by

\[
\mathbb{E}[T] = \min(X_1, X_2, \ldots, X_r) + \Delta \quad (4.2)
\]
\[
\mathbb{E}[C] = r(\min(X_1, X_2, \ldots, X_r) + \Delta) \quad (4.3)
\]

From (4.2) and (4.3), we observe that the latency and cost with cancellation delay is equivalent to that for instantaneous cancellation with service time $X' = X + \Delta$. Adding $\Delta$ makes the effective service time $X'$ ‘more log-concave’. Thus less or no replication would give a better latency-cost trade-off.

Going beyond the low traffic regime and analyzing the effect of cancellation delays in presence of queueing delays is a hard problem. It has been systematically studied in recent work [68] for the two server case with exponential service time. In [68] the cancellation delay is also considered to be an exponential random variable. Building on this work and understanding how cancellation delays affect servers with an arbitrary given distribution $F_X$ is an open problem.

### 4.1.3 Correlated Tasks

In our analysis we assume that the service time $X$ is i.i.d. across tasks and servers. However, in practice the time taken to serve a task is usually proportional to its size. Thus when the same task is assigned to two servers, there would be correlation between their service times.

To account for this, we can replace $X$ by $X' = d + X$, where $d$ is the part of the service time proportional to the size of the task, and $X$ is the random delay due to the server. More generally, $d$ can be a random variable $D$. Analysis of the effect of $D$ is presented in recent work [69]. In the context of storage systems we also studied correlated task service times in [21].
4.1.4 Data Locality

In both Chapter 2 and Chapter 3, we assume that all servers have the data required to execute each task that enters the systems. However very often this is not true in practice because servers may need to fetch the necessary data to run a task and thus take a longer time to finish it. Consider these effects of data locality is a future research direction.

Tasks scheduling policies taking into account these data locality constraints are proposed in [70], without replication of tasks. They consider a hierarchical structure of servers in a data center such that serving a task close to its data (for example within the same rack) results in faster service than at a server that is further away. Analyzing how replication strategies would be affected by these variations in service rates is open problem. A possible first step to approach it is to consider heterogeneous servers as described in Section 4.2.

The effect of data locality constraints on the task can also be considered via heterogeneous task classes, which are analyzed in [40]. Tasks belonging to a particular class can only be assigned to one or more servers that have the necessary data to serve data. Thus some classes of tasks can be replicated more than others. The paper [40] provides an understanding of whether the replication of one class adversely affects another class of tasks that are not replicated.

4.1.5 Coded and Approximate Computing

In Chapter 3 we consider a job with \( n \) parallel tasks such that all tasks need to complete to finish the job. Then the slowest tasks become a bottleneck and we need to apply straggler replication techniques to cut the tail latency.

In the context of storage systems described in Part II, we consider that a file is divided into \( k \) chunks and coded into \( n \) chunks. Then if we request all \( n \) chunks, any \( k \) are sufficient to recover the file. Thus, coding helps avoid the problem the stragglers. Coding can also be applied in the context of cloud computing, as explored in [71,72] recently. In [72], the authors propose methods to ‘code’ in machine learning problems.
such as matrix multiplication, and demonstrate significant latency reductions.

Even without coding over the tasks, there are applications where an approximate result is sufficient to complete a computing job. For example, when stochastic gradient descent is run in a distributed fashion [73], each task corresponds to a gradient update using a small batch of training samples. Then it is not necessary to complete all the tasks for the parameters to reach the desired accuracy. Developing a rigorous understanding of latency in such problems is an open future direction.

4.2 Heterogeneous servers

In this section we describe preliminary insights on scheduling tasks to a set of heterogeneous servers. Task replication on heterogeneous servers has been considered in [67] for NBU and NWU service time distributions. The paper provides the insight that it is optimal to replicate tasks on a set of servers that all have NWU distributions. Conversely, for a set of servers that all have NBU distributions, it is optimal to not replicate tasks. However, whether we can pair one server with a NWU distribution with another that has a NBU distribution is unknown. More generally, scheduling task replication on heterogeneous servers with arbitrary service distributions that may be neither NBU or NWU, is an open problem.

In the sequel we formulate the problem concretely and describe our initial steps towards the solution. We get the insight that servers can be ‘paired’ via replication such that together, their service rate is higher than the sum of the individual servers. Thus, counter-intuitively, task replication can in fact improve the efficiency of the system of servers.

4.2.1 Problem Formulation

Consider a system of $K$ servers, illustrated in Fig. 4-1. The time taken by server $i$ to finish a task assigned to it is a random variable $X_i$, independent and identically distributed across tasks assigned to that server. The service times are also independent across different servers. We consider that there are a large number of tasks $n$ in
a centralized queue. The scheduler can assign each task to one or more idle servers.

The difference between this model and that of Chapter 2 is that for tractability of analysis, we consider a centralized queue of tasks rather than distributed queues at each server. Also, we assume that a large number of tasks are already in the queue instead of considering Poisson task arrivals. There is a centralized scheduler that assigns each task to one or more servers. As soon as one replica finishes, the others are cancelled immediately.

We evaluate the performance of a scheduling policy $\pi$ in terms of the throughput $\bar{R}$ which is defined as follows.

**Definition 10 (Throughput $\bar{R}$).** Let $T_n$ be the time when the $n^{th}$ task departs from the system of $K$ servers. Then the throughput is defined as

$$\bar{R} = \lim_{n \to \infty} \frac{n}{T_n}$$

(4.4)

Our objective is to maximize $\bar{R}$ for $n \to \infty$. In the sequel we show that $\bar{R}$ can be expressed in terms of the expected computing time which is defined as follows.

**Definition 11 (Expected Computing Time $\mathbb{E}[C]$).** The expected computing time $\mathbb{E}[C]$ is the total expected time spent by the servers per task.

**Claim 2.** The throughput-optimal policy has to be a work-conserving, such that it does not allow any server to be idle when one or more tasks are remaining in the central queue.
Proof. Suppose a task has \( r \) replicas that start at times \( 0 = t_1 \leq t_2 \leq \ldots t_r \) at different servers. The time spent by the task in the system is \( S = \min(X_1, X_2 + t_2, \ldots X_r + t_r) \).

Using a non-work-conserving policy that idles one or more of these servers for a non-zero time will strictly increase \( S \). This in turn will result in a strict increase \( T_n \), and thus decrease \( \bar{R} \). Even at the end of the execution when only the last task is left in the system, it is always sub-optimal to let any server idle. The throughput-optimal policy would replicate the last remaining task at all \( K \) servers. Thus, the throughput-optimal policy has to be work-conserving.

\[ \square \]

Claim 3. The scheduling policy that minimizes \( \mathbb{E}[C] \) maximizes the throughput \( \bar{R} \).

Proof. By Claim 2, the total busy time of each server is exactly equal to \( T_n \) under the optimal policy. By law of large numbers and the definition of \( \mathbb{E}[C] \),

\[
\bar{R} = \lim_{n \to \infty} \frac{T_n}{n} = \frac{\mathbb{E}[C]}{K}
\] (4.5)

Thus, the scheduling policy that minimizes \( \mathbb{E}[C] \) also maximizes \( \bar{R} \).

\[ \square \]

4.2.2 Two Server Motivating Example

To illustrate how replication can increase the effective service rate of a system of heterogeneous servers, let us consider the two server case. We compare two task scheduling policies: no replication and full replication illustrated in Fig. 4-2. This comparison provides insights into when it is better to pair the servers via replication.

![Figure 4-2: Illustration of the policies compared in Section 4.2.2](image)

(a) No replication (\( \pi_1 \)): Assign each task to the first idle server

(b) Full replication (\( \pi_2 \)): Assign each task to both servers and wait for one

Figure 4-2: Illustration of the policies compared in Section 4.2.2
No Replication ($\pi_1$)

Each task is assigned to the first available idle server. For this policy, the expected computing cost is given as follows

$$E[C(\pi_1)] = \Pr(\text{Assign to Server 1})E[X_1] + \Pr(\text{Assign to Server 2})E[X_2] \quad (4.6)$$

$$= \frac{E[X_2]}{E[X_1] + E[X_2]}E[X_1] + \frac{E[X_1]}{E[X_1] + E[X_2]}E[X_2] \quad (4.7)$$

$$= \frac{2}{E[X_1] + E[X_2]} \quad (4.8)$$

Full Replication ($\pi_2$)

Each task is assigned to both servers, and as soon as one replica finishes, the other is canceled immediately.

$$E[C(\pi_2)] = 2E[\min(X_1, X_2)] \quad (4.9)$$

Lemma 12. For a large number of tasks $n \to \infty$, the full replication policy $\pi_2$ results in higher throughput than the no replication policy $\pi_1$ if and only if

$$\frac{1}{E[\min(X_1, X_2)]} > \frac{1}{E[X_1]} + \frac{1}{E[X_2]} \quad (4.10)$$

Proof. By comparing $E[C(\pi_1)]$ and $E[C(\pi_2)]$ and applying Claim 3 we get Lemma 12.

Using Lemma 12 we can compare the two policies for any arbitrary distributions of $X_1$ and $X_2$. If $X_1$ and $X_2$ are log-concave or log-convex then we get insights similar to Chapter 2. If $X_1$ and $X_2$ are exponential with rates $\mu_1$ and $\mu_2$ respectively then both sides of (4.10) will be equal. If $X_2$ is log-concave (for eg. shifted exponential), and $X_1$ is exponential then no replication gives higher throughput, as illustrated in Fig. 4-3. Similarly, if $X_2$ is log-convex then the full replication policy $\pi_2$ gives higher throughput as illustrated in Fig. 4-4.

Instead of these two extreme policies: no replication and full replication, we can
Figure 4-3: The no replication strategy gives higher throughput when \( X_1 \sim \text{Exp}(0.5) \) and \( X_2 \sim \Delta + 0.25 \) (which is log-concave). The shift \( \Delta \) increases along the \( x-axis \).

Figure 4-4: The full replication strategy gives higher throughput when \( X_1 \sim \text{Exp}(0.5) \) and \( X_2 \sim \text{HyperExp}(p = 0.3, \mu_1 = 0.5, \mu_2) \) (which is log-convex). The rate \( \mu_2 \) increases along the \( x-axis \).

also replicate tasks in a softer manner. For example, replicas could be added conditionally if a task does not finish in some given time. We propose the following scheduling policy that maximizes the instantaneous service rate of the system of servers.
Definition 12 (Max-rate policy $\pi_R$). Without loss of generality, consider that server 1 finishes its assigned task and becomes idle. At this instant, suppose server 2 has spent $t$ seconds on its current task. Let $X_2'$ be its residual execution time, whose distribution is $\Pr(X_2' > x) = \Pr(X_2 > t + x) / \Pr(X_2 > t)$ for $x, t \geq 0$. Then if

$$\frac{1}{\mathbb{E}[\min(X_1, X_2')]} > \frac{1}{\mathbb{E}[X_1]} + \frac{1}{\mathbb{E}[X_2']} \quad (4.11)$$

add a replica of the task running on server 2. Otherwise, assign a new task from the centralized queue to server 1.

Generalizing this policy to $K > 2$ servers, and determine whether it is throughput-optimal (we conjecture that it is optimal) is open for future research.

4.3 Unknown Service Distribution

In this section we discuss another model generalization of particular interest: how to schedule tasks if the distribution $F_X$ is unknown? Can we learn it online and adapt the scheduling policy? To the best of our knowledge, these questions have not been addressed in previous works.

4.3.1 Statistical Log-concavity Tests

In Chapter 2 we saw that the log-concavity of the task service time $X$ is an important factor in determining whether replication helps. Also in Chapter 3, whether to kill or to keep the original copy of a straggling task depends on whether $X$ is new-longer-than-used or new-shorter-than-used.

If $X$ is not known beforehand, one way to choose the best replication strategy is via statistical tests for log-concavity. One among many such tests presented in [74] is the test for the increasing/decreasing hazard rate property. Given $n$ empirical samples arranged in increasing order $X_{(1)}, X_{(2)}, \ldots, X_{(n)}$, we first define the normalized spacing
between order statistics defined as follows

\[ D_i = (n - i + 1)(X_{(i)} - X_{(i-1)}) \text{, for } i = 1, 2, 3, n \]  

(4.12)

If \( X \) is log-concave, then \( D_i \)'s exhibit a downward trend with \( i \). The Proschan and Pyke test [75] uses this property and declares \( X \) as log-concave if

\[ P_n = \sum_{i<j} 1(D_i > D_j), \]

is greater than some critical value. The function \( 1(E) \) is the indicator random variable which is 1 if event \( E \) occurs, and 0 otherwise. Conversely, by flipping the inequality sign in the indicator function we can test for log-convex distributions, which have the decreasing hazard rate property. Other tests for the increasing/decreasing hazard rate include the Epstein test [76, 77] and the Bickel and Doksum test [78]. Future work includes using such tests to determine the best replication strategy.

More broadly, strict log-concavity or log-convexity of \( X \) may not be necessary for the tests to be effective. Empirical samples may result in the erroneous classification of a ‘near-log-convex’ distribution as log-convex. However, a replication strategy that is optimal for log-convex distributions may still perform very well for such ‘near-log-convex’ distributions. We seek to develop a deeper understanding of how the error in the statistical test affects the performance of the replication strategy inferred from it.

### 4.3.2 Multi-arm bandits

Instead of estimating whether the distribution is log-concave or log-convex, we can try to directly adapt the optimal replication strategy based on empirical samples of service time. We now describe some initial thoughts on this approach.

**Choosing the best arm \( r \)**

Consider a simplified problem where we have \( n \) servers with i.i.d. task service times \( X \), and assume that the arrival rate \( \lambda \to 0 \) such that the queues at the servers are
empty. Each task can be assigned to $r$ out of the $n$ servers. As soon as one replica finishes, the others are canceled immediately. Our objective is to find the optimal $r^*$ that minimizes the cost $r \mathbb{E}[X_{1,r}]$.

If we launch $r$ replicas for $k_r$ tasks we get samples $X_{1,r}^{(1)}, X_{1,r}^{(2)}, \ldots, X_{1,r}^{(k_r)}$ and can use them to estimate $\mathbb{E}[X_{1,r}]$. Thus this can be posed as a multi-arm bandit problem with $n$ arms. The difference from the classic multi-arm bandit problem is that the arms are correlated through the distribution $X$. Samples $X_{1,r}^{(1)}, X_{1,r}^{(2)}, \ldots, X_{1,r}^{(k_r)}$ can be used to generate samples $X_{1,r'}^{(1)}, X_{1,r'}^{(2)}, \ldots$ from arm $r' \neq r$, albeit with more error than drawing samples from arm $r'$ directly.

Future work includes developing an algorithm that converges to the optimal $r^*$ with minimum number of total samples from the $n$ arms. Accounting for the effect of queueing at the servers is a natural generalization of this model.

**Heterogeneous servers**

In Section 4.2 we considered the problem of scheduling task replication on heterogeneous servers with distributions $X_1, X_2, \ldots X_n$. If these distributions are unknown, we can learn them online using a multi-arm bandit approach. In this problem there will be an exploration-exploitation trade-off between finding faster servers by scheduling tasks to them, and exploiting the currently estimated fastest servers and their pairings.
Part II

Fast Content Download from Coded Storage
Chapter 5

Background and Problem Formulation

5.1 Introduction

5.1.1 Motivation

Large-scale cloud storage systems such as Amazon Elastic Block Store (EBS) [79] and Google File System (GoogleFS) [80] have become the backbone of many applications, e.g., searching, e-commerce, and cluster computing. Content files stored on these systems may be simultaneously requested by multiple users. Content download time includes the time taken for a user to compete with the other users for access to the disks, and the time to acquire the data from the disks. Fast content download is important for delay-sensitive applications such as video streaming, VoIP, as well as collaborative tools like Dropbox [81] and Google Docs [82].

In large-scale distributed storage systems, disk failures are the norm and not an exception [7]. To protect the data from disk failures, cloud storage providers today simply replicate content throughout the storage network over multiple disks. In addition to fault tolerance, replication makes the content quickly accessible since multiple users requesting a content can be directed to different replicas. However, replication consumes a large amount of storage space. In data centers that process
massive data, using more storage space implies higher expenditure on electricity, maintenance and repair, as well as the cost of leasing physical space.

Coding, which was originally developed for reliable communication in presence of noise, offers a more efficient way to store data in distributed systems. The main idea behind coding is to add redundancy so that a content, stored on a set of disks, can be reconstructed by reading a subset of these disks. Previous work shows that coding can achieve the same reliability against failures with lower storage space used. It also allows efficient replacement of disks that have to be removed due to failure or maintenance. We show that in addition to reliability and easy repair, coding also gives faster content download because we only have to wait for content download from a subset of the disks.

5.1.2 Previous Work

Research in coding for distributed storage was galvanized by the results reported in [83]. Prior to that work, literature on distributed storage recognized that, when compared with replication, coding can offer huge storage savings for the same reliability levels. But it was also argued that the benefits of coding are limited, and are outweighed by certain disadvantages and extra complexity. Namely, to provide reliability in multi-disk storage systems, when some disks fail, it must be possible to restore either the exact lost data or an equivalent reliability with minimal download from the remaining storage. This problem of efficient recovery from disk failures was addressed in some early work [84]. But in general, the cost of repair regeneration was considered much higher in coded than in replication systems [85], until [83] established existence and advantages of new regenerating codes. This work was then followed by several related papers, for e.g., [86–88] and references therein.

Currently erasure codes are used for ‘cold’ that is, less frequently accessed content for which access delay is not pertinent. However for ‘hot’ or highly accessed content that is frequently requested by many users simultaneously, replication is prevalent. Users can be directed to any one replica of the content. Only recently [39,89,90] was it realized that, in addition to reliability, coding can guarantee the same level of content
accessibility, but with lower storage than replication. In [89], the scenario that when there are multiple requests, all except one of them are blocked and the accessibility is measured in terms of blocking probability is considered. In [90], multiple requests are placed in a queue instead of blocking and the authors propose a scheduling scheme to map requests to servers (or disks) to minimize the waiting time.

Using redundancy in coding for delay reduction has also been studied in the context of packet transmission in [36, 37, 91], and in some content retrieval scenarios [92,93]. Although they share some common spirit, they do not consider the effect of queueing of requests in coded distributed storage systems.

5.1.3 Our Contributions

In this part we present a queueing-theoretic approach to understand the delay in content access from coded distributed storage systems. To analyze the content access delay (waiting time plus service time) we introduce a model called the \((n,k)\) fork-join system. In this system, each download request is assigned to queued at \(n\) servers that store coded chunks. It exits the system when any \(k\) out of \(n\) chunks are read. The \((n,k)\) fork-join system is a fundamental generalization of the \((n,n)\) fork-join system studied in queueing theory literature. The \((n,n)\) fork-join system in which all \(n\) servers have to be read has been extensively studied in queueing and operations research literature [9,10,94]. To the best of our knowledge, we are the first to propose and analysis this queueing model in [20,21].

This work can also be viewed as a generalization of the setup in Chapter 2. In Chapter 2 we launch \(r\) replicas of a task, wait for any one and then cancel the rest. Here, we launch \(n\) tasks of a job and wait for any \(k\) to finish. This setup, although more general, preceded the work in Chapter 2 via our papers [20,21].

5.2 Problem Formulation

We now formally define the fork-join model and its variants, and specify the latency and resource cost metrics. Then in Chapter 6 we analyze the trade-off between
5.2.1 The \((n, k)\) fork-join model and its variants

Consider that a content \(F\) of unit size is divided into \(k\) chunks of equal size. It is encoded to \(n \geq k\) chunks using an \((n, k)\) maximum distance separable (MDS) code, and the coded chunks are stored on \(n\) different servers. MDS codes have the property that any \(k\) out of the \(n\) chunks are sufficient to reconstruct the entire file. An illustrative example with \(n = 3\) servers and \(k = 2\) is shown in Fig. 5-1. The content \(F\) is split into equal blocks \(a\) and \(b\), and stored on 3 servers as \(a\), \(b\), and \(a \oplus b\), the exclusive-or of blocks \(a\) and \(b\). Thus each server stores content of half the size of file \(F\). Downloads from any 2 servers jointly enable reconstruction of \(F\). In this part we show that, in addition to error-correction, we can exploit such codes to reduce the download time of the content.

Consider that download requests arrive according to a Poisson process with rate \(\lambda\). We refer to each request as a ‘job’. Each job can be sent to first-come first-served queues at \(r \geq k\) out of the \(n\) coded chunks. The time taken to download one coded chunk is modeled by the random variable \(X\), with distribution \(F_X\), and is assumed to be i.i.d. across requests and servers. Dependence across servers due to the content size can be modeled by adding a constant proportional to average job size to service time \(X\). For example, some recent work [43,44] on analysis of content download from Amazon S3 observed that \(X\) is shifted exponential, where \(\Delta\) is proportional to the
size of the content and the exponential part is the random delay in starting the data transfer. We use $\bar{F}_X(x) = \Pr(X > x)$ to denote the tail probability function of $X$. We use $X_{k:n}$ is used to denote the $k^{th}$ smallest of $n$ i.i.d. random variables $X_1, X_2, \ldots X_n$.

Since only $k$ out of the $n$ coded chunks are sufficient to recover the content, the redundant requests serve the purpose of providing diversity against queueing and service delays. We refer to each sub-request to a coded chunk as a ‘task’. With this nomenclature, we can now refer to the processing of a download request as a computing job that is divided into $r$ tasks, such that finishing any $k$ tasks is sufficient to complete the job. Thus, going beyond the content download setup, this framework can also be used to estimate the latency of approximate computing.

Depending upon the number of redundant tasks issued and when they are canceled, we can have different queueing models as defined below.

**Definition 13** ($(n, k)$ fork-join system). Each incoming job is forked into $n$ tasks that join a first-come first-serve queue at each of the $n$ servers. When any $k$ tasks finish service, all remaining tasks are canceled and abandon their queues immediately.

Fig. 5-2 illustrates the $(3, 2)$ fork-join system. The job exits the system when any 2 out of 3 tasks are complete. The $k = 1$ case corresponds to the full replication system with cancel-on-finish studied in Chapter 2, where a job is replicated at $n$ servers and we wait for one of the replicas to finish.
Instead of waiting for $k$ tasks to finish, we could cancel the redundant tasks as soon as $k$ tasks start service. A similar idea has been proposed in systems work [35] in the context of parallel computing. This variant, called the $(n,k)$ fork-early-cancel system, is formally defined as follows.

**Definition 14** ($(n,k)$ fork-early-cancel system). 
An incoming job is forked into $n$ tasks that join queues at the $n$ servers. When any $k$ tasks start service, we cancel the redundant tasks immediately. If more than $k$ tasks start service simultaneously, we retain any $k$ chosen uniformly at random. The job is complete when these $k$ tasks finish.

Fig. 5-3 illustrates the $(n,k)$ fork-early-cancel system for $n = 3$ and $k = 2$. The $k = 1$ case corresponds to the full replication system with cancel-on-start studied in Chapter 2. Early cancellation of redundant tasks can possibly save computing cost (formally defined in Section 5.2.2), and also reduce queueing delay for subsequent tasks in the queues.

In another variant, we fork a job to $r$ out of the $n$ servers. We refer to this as the $(n,r,k)$ partial fork-join system defined as follows.

**Definition 15** ($(n,r,k)$ partial fork-join system). Each incoming job is forked into $r \geq k$ out of the $n$ servers. When any $k$ tasks finish service, the redundant tasks are canceled immediately and the job exits the system.
The $r$ servers can be chosen according to a symmetric scheduling policy, for example uniform random, round-robin, least-work-left etc. Launching fewer redundant tasks ($r$ close to $k$) compromises diversity, but we can save 1) the resource cost, and 2) queueing delay for subsequent tasks. Other variants of the fork-join system include a combination of partial forking and early cancellation explored in Chapter 7, or delaying invocation of some of the redundant tasks. Although not studied in detail here, our analysis techniques can be possibly extended to these variants.

### 5.2.2 Performance Metrics

Forking a job (download request) into more redundant tasks (requesting more coded chunks) generally results in additional cost of computing resources. We now define the latency and cost metrics, and analyze their trade-off afterwards in Chapter 6.

**Definition 16 (Latency).** The latency $E[T]$ is defined as the expected time from when a job arrives until when $k$ of its tasks are complete.

Setting $k = 1$ makes the latency definition equivalent to the latency metric in Chapter 2. The cost of redundancy can also be measured in the same way as Chapter 2.

**Definition 17 (Computing Cost).** The computing cost $E[C]$ is the expected total time spent serving the tasks of a job, not including the waiting time in queue.

Claim 1 in Chapter 2 which shows that the maximum supported rate $\lambda_{\text{max}} = n/E[C]$ also holds for this fork-join framework. By applying it, we can determine the rate of download requests that a coded storage system can support.

In addition to the cost of computing time, we consider the storage overhead, and the network cost of launching and canceling redundant requests. Unlike $C$, these do not depend on the service time $X$, but are simply functions of $n$, $r$ and $k$.

- **Storage Overhead:** The storage overhead of a file of unit size coded using an $(n,k)$ MDS code is $s = n/k$ units.
• **Network Cost**: The network cost is defined as the number of redundant tasks. It is equal to $n$ for the $(n, k)$ fork-join and fork-early-cancel systems, and $r$ for the $(n, r, k)$ partial-fork-join system.

### 5.3 Organization

The rest of this part is organized as follows. In Chapter 6, we analyze the latency of the $(n, k)$ fork-join system, and present its trade-off with the computing, storage and network costs. In Chapter 7, we present future directions to generalize the problem setup. In particular, we discuss a generalized fork-join model called the $(n, r_f, r, k)$ fork-join system.
Chapter 6

Latency-Cost Analysis

In this chapter we analyze the latency and cost of the fork-join system and its variants defined in Section 5.2. The latency analysis of fork-join systems is a notoriously hard problem studied in the nineties [8–10]. Even for the traditional fork-join queue ($k = n$ case in Definition 13 with exponential service time), an exact expression for latency can be found only for $n = 2$ [8]. Only bounds are known for general $k$ with exponential $F_X$ [9, 10]. In recent years there is a renewal of interest in fork-join systems due to their application in computing frameworks such as MapReduce.

In Section 6.1 we generalize the latency bounds in [9, 10] to the ($n, k$) fork-join model, and to any arbitrary service time distribution $F_X$. We also present the first bounds on computing cost, which help estimate the maximum arrival rate $\lambda_{\text{max}}$ supported by the system. In Section 6.2 we analyze variants the early cancellation and partial forking variants of the ($n, k$) fork-join model. This section provides insights into the best strategy to assign download requests to the coded chunks, and when to cancel them. All proofs are deferred to Appendix E.

6.1 The ($n, k$) Fork-join system

In this section we give bounds on the latency and computing cost of the ($n, k$) fork-join system. Then we discuss the practical implications of these bounds in helping understand how many users can be served by the coded storage, and how fast they
Figure 6-1: The (3, 2) split-merge system. When one task finishes, that server cannot start working on the next task in queue. Only when \( k = 2 \) tasks are served and the third abandons, the servers can move on to the tasks of job B.

are served. The analysis also helps understand the diversity-parallelism trade-off in choosing the parameter \( k \) of the underlying \((n,k)\) maximum-distance-separable (MDS) code.

## 6.1.1 Bounds on Latency

**Theorem 8.** The latency \( \mathbb{E}[T] \) of the \((n,k)\) fork-join system is bounded as

\[
\mathbb{E}[T] \leq \mathbb{E}[X_{k:n}] + \frac{\lambda \mathbb{E}[X_{k:n}^2]}{2(1 - \lambda \mathbb{E}[X_{k:n}])},
\]

\[
\mathbb{E}[T] \geq \mathbb{E}[X_{k:n}] + \frac{\lambda \mathbb{E}[X_{1:n}^2]}{2(1 - \lambda \mathbb{E}[X_{1:n}])}.
\]

The detailed proof is given in Appendix E. To get the upper bound (6.13), we use a related queueing system called the split-merge system illustrated in Fig. 6-1. In the \((n,k)\) split-merge system, the servers are blocked from serving subsequent jobs until at least \( k \) tasks of the current job are served. Thus, the \((n,k)\) split-merge system gives higher latency than the \((n,k)\) fork-join system. To get the lower bound (6.14), we use the waiting time of the \((n,1)\) fork-join system to lower bound that of the \((n,k)\) fork-join system.

Fig. 6-2 shows the latency bounds and simulation values vs. \( k \) for \( n = 10, \lambda = 0.5, \) and \( X \) following the Pareto distribution with \( x_m = 0.5 \) and \( \alpha = 2.5 \). For \( k = n \), we
expected latency \( E[T] \) versus \( k \), alongside the corresponding simulation values. The service time distribution is \( \text{Pareto}(0.5, 2.5) \) with \( n = 10 \), and \( \lambda = 0.5 \). The \( k = n \) upper bound is evaluated using Lemma 13.

can get a tighter bound than (6.13) by generalizing the approach used in [9].

**Lemma 13** (Tighter Upper bound when \( k = n \)). For the case \( k = n \), another upper bound on latency is given by,

\[
E[T] \leq E[\max (R_1, R_2, \cdots, R_n)],
\]

(6.3)

where \( R_i \) are i.i.d. realizations of the response time \( R \) of an \( M/G/1 \) queue with arrival rate \( \lambda \), service distribution \( F_X \).

Transform analysis [54, Chapter 25] can be used to determine the distribution of \( R \), the response time of an \( M/G/1 \) queue in terms of \( F_X(x) \). The Laplace-Stieltjes transform \( R(s) \) of the probability density function of \( f_R(r) \) of \( R \) is given by,

\[
R(s) = \frac{sX(s) \left( 1 - \frac{\lambda}{E[X]} \right)}{s - \lambda (1 - X(s))},
\]

(6.4)

where \( X(s) \) is the Laplace-Stieltjes transform of the service time distribution \( f_X(x) \). The upper bound in [9] follows as a corollary to Lemma 13.

**Corollary 7** (Equation (2) in [9]). If \( k = n \) and the service time distribution \( F_X \) is
Figure 6-3: Bounds on latency $E[T]$ versus $k$, alongside the corresponding simulation values. The service time distribution is $\text{ShiftedExp}(0.5, 0.75)$ with $n = 10$, and $\lambda = 0.5$. The $k = n$ upper bound is evaluated using Lemma 13.

exponential with rate $\mu > \lambda$, the upper bound is given by

$$E[T] \leq H_n \frac{1}{\mu - \lambda} \quad (6.5)$$

where $H_n$ is the $n^{th}$ harmonic number $\sum_{j=0}^{n} 1/j$.

The lower bound (6.14) can be improved if the service time $F_X$ is shifted exponential.

**Lemma 14** (Tighter Lower Bound for Shifted Exponential $F_X$). The latency $E[T]$ is lower bounded by,

$$E[T] \geq \Delta + \frac{1}{n\mu} + \frac{\lambda \left( \left( \Delta + \frac{1}{n\mu} \right)^2 + \left( \frac{1}{n\mu} \right)^2 \right)}{2 \left( 1 - \lambda \left( \Delta + \frac{1}{n\mu} \right) \right)} + \sum_{j=1}^{k-1} \frac{1}{(n-j)\mu - \lambda} + \frac{1}{\mu - \lambda} \quad (6.6)$$

When $F_X$ is exponential, the lower bound on latency which is given in [21] follows as a corollary to Lemma 14 by setting $\Delta = 0$.

**Corollary 8** (Theorem 2 in [21]). If the service time distribution $F_X$ is exponential
with rate $\mu > \lambda$, the latency $E[T]$ is bounded below as

$$E[T] \geq \sum_{j=0}^{k-1} \frac{1}{(n-j)\mu - \lambda}$$  \hspace{1cm} (6.7)

### 6.1.2 Bounds on Computing Cost

**Theorem 9.** The computing cost $E[C]$ of the $(n,k)$ fork-join system is bounded as

$$E[C] \leq (k-1)E[X] + (n-k+1)E[X_{1:n-k+1}]$$ \hspace{1cm} (6.8)

$$E[C] \geq \sum_{i=1}^{k} E[X_i:n] + (n-k)E[X_{1:n-k+1}]$$ \hspace{1cm} (6.9)

The main idea behind proving Theorem 9 is our observation that for each job, some $n-k+1$ of its tasks start service simultaneously, which allowed us to analyze them separately. The bounds are tight for $k = 1$ and $k = n$ as seen in Fig. 6-4.

Fig. 6-4 shows the bounds alongside simulation plot of the computing cost $E[C]$ when $F_X$ is Pareto$(x_m, \alpha)$ with $x_m = 0.5$ and $\alpha = 2.5$. The arrival rate $\lambda = 0.5$, and $n = 10$ with $k$ varying from 1 to 10 on the x-axis. We observe that the bounds on
$E[C]$ are tight for $k = 1$ and $k = n$, which can also be inferred from (6.15) and (6.16). In Fig. 6-5 we plot the bounds for $F_X = \text{ShiftedExp}(\Delta, \mu)$, with $\Delta = 0.5$ and $\mu = 0.75$ and all other parameters being same as in Fig. 6-4. When $F_X$ is shifted exponential, the upper bound is in fact tight for all $k$, $1 \leq k \leq n$ and equals $n\Delta + k/\mu$. This can be proved using the memoryless property of the exponential tail.

The bounds on the computing cost $E[C]$ given by Theorem 9 allow us to get bounds on the maximum arrival rate $\lambda_{\text{max}} = n/E[C]$ of download requests that the coded storage system is able to support. And the latency bounds in Theorem 8 help estimate the queueing plus service delay experienced by users.

### 6.1.3 Choosing $k$: The Diversity-Parallelism Trade-off

In Fig. 6-2 the expected latency $E[T]$ increases with $k$, because we need to wait for more tasks to complete, and the service time $X$ is independent of $k$. But in most computing and storage applications, the service time $X$ is decreases as $k$ increases because each task becomes smaller. We refer to this as the ‘parallelism benefit’ of splitting a job into more tasks. But as $k$ increases, we lose the ‘diversity benefit’ provided by having to wait only for a subset of the tasks to finish. Thus, there is a
diversity-parallelism trade-off in choosing the optimal $k^*$ that minimizes $\mathbb{E}[T]$.

Figure 6-6: Expected latency versus $k$ for task service time $X \sim \text{ShiftedExp}(\Delta/k, 1.0)$, and arrival rate $\lambda = 0.5$. As $k$ increases, we lose diversity but the parallelism benefit is higher because each task is smaller.

Figure 6-7: Expected cost versus $k$ for task service time $X \sim \text{ShiftedExp}(\Delta/k, 1.0)$, and arrival rate $\lambda = 0.5$. As $k$ increases, we lose diversity but the parallelism benefit is higher because each task is smaller.

We demonstrate this diversity-parallelism trade-off in Fig. 6-6 for service time $X \sim \text{ShiftedExp}(\Delta_k, \mu)$, with $\mu = 1.0$, and $\Delta_k = \Delta/k$. As $k$ increases, we lose diversity but the parallelism benefit is higher because each task is smaller. As $\Delta$ increases, the optimal $k^*$ shifted upward because the service distribution becomes
‘less random’ and so there is less diversity benefit. Fig. 6-7 shows the corresponding computing cost $E[C]$ as $k$ varies. We observe that for small $k$, both $E[T]$ and $E[C]$ decrease with $k$. Thus, choosing the right $k$ can reduce both latency and cost.

We can also observe the diversity-parallelism trade-off mathematically in the low traffic regime, for $X \sim \text{ShiftedExp}(\Delta/k, \mu)$. If we take $\lambda \to 0$ in (6.14) and (6.13), both bounds coincide and we get,

$$
\lim_{\lambda \to \infty} E[T] = E[X_{k:n}] = \frac{\Delta}{k} + \frac{H_n - H_{n-k}}{\mu},
$$

where $H_n = \sum_{i=1}^{n} 1/i$, the $n^{th}$ harmonic number. The parallelism benefit comes from the first term in (6.10), which reduces with $k$. The diversity of waiting for $k$ out of $n$ tasks causes the second term to increase with $k$. The optimal $k^*$ that minimizes (6.10) strikes a balance between these two opposing trends.

![Figure 6-8: Expected latency versus storage overhead for task service time $X \sim \text{ShiftedExp}(\Delta/k, \mu)$, and arrival rate $\lambda = 0.5$. For a storage overhead of less than 2, we get a significant latency reduction.](image)

Fig. 6-8 shows the trade-off between latency $E[T]$ and storage overhead $n/k$. The task service time $X \sim \text{ShiftedExp}(\Delta/k, 1.0)$, and arrival rate $\lambda = 0.5$. As $k$ decreases, $E[T]$ decreases because we need to wait for fewer tasks, but the storage overhead increases. When $k$ decreases from 10 to 5, the storage overhead is 2 units. Thus, at the expense of this additional storage cost, we get a significant latency reduction.
6.2 Variants of the \((n, k)\) fork-join system

We now analyze the latency and cost of the two fork-join variants defined in Section 5.2. Comparing the variants with the \((n, k)\) fork-join system helps determine the best policy to issue and cancel redundant tasks.

6.2.1 The \((n, k)\) fork-early-cancel system

**Theorem 10** (Latency-Cost with Early Cancellation). The cost \(\mathbb{E}[C]\) and an upper bound expected latency \(\mathbb{E}[T]\) with early cancellation is given by

\[
\mathbb{E}[C] = k \mathbb{E}[X] \quad (6.11)
\]

\[
\mathbb{E}[T] \leq \mathbb{E}[\max(R_1, R_2, \cdots, R_k)] \quad (6.12)
\]

where \(R_i\) are i.i.d. realizations of \(R\), the response time of an \(M/G/1\) queue with arrival rate \(\lambda k/n\) and service distribution \(F_X\).

The Laplace-Stieltjes transform of the response time \(R\) of an \(M/G/1\) queue with service distribution \(F_X(x)\) and arrival rate is same as (6.4), with \(\lambda\) replaced by \(\lambda k/n\).

![Figure 6-9: Upper bound on latency \(\mathbb{E}[T]\) with early cancellation versus \(k\), alongside the corresponding simulation values. The service time distribution is \(\text{ShiftedExp}(0.5, 0.75)\) with \(n = 10\), and \(\lambda = 0.5\).](image-url)
Figure 6-10: Expected latency $\mathbb{E}[T]$ versus computing cost $\mathbb{E}[C]$ as $k$ varies. The task service time $X \sim \text{HyperExp}(0.1, 1.5, 0.5)$ and arrival rate $\lambda = 0.5$. For such log-convex distributions, the $(n, k)$ fork-join performs better for all $k$.

Fig. 6-9 shows the upper bound on $\mathbb{E}[T]$ with early cancellation, alongside the simulation values. The number of servers $n = 10$, the service time distribution is $\text{ShiftedExp}(0.5, 0.75)$, and $\lambda = 0.5$.

By comparing the cost $\mathbb{E}[C] = k\mathbb{E}[X]$ in (6.11) to the bounds in Theorem 9 without early cancellation, we can get insights into when early cancellation is effective for a given service time distribution $F_X$. For example, when $\bar{F}_X$ is log-convex, the upper bound in (6.15) is smaller than $k\mathbb{E}[X]$. Thus we can infer that early cancellation is not effective when $X$ is log-convex, as demonstrated in Fig. 6-10. This insight also matches with that in Fig. 2-8 for the $k = 1$ case.

### 6.2.2 The $(n, r, k)$ partial-fork-join system

Instead of forking each download request (job) to all $n$ coded chunks (dividing the job into $n$ tasks), we can use partial forking. This variant is referred to as $(n, r, k)$ partial fork-join system as defined in Definition 15. Since the latency-cost analysis of $(n, k)$ fork-join system is hard as seen in Section 6.1.1 and Section 6.1.2, the analysis of its generalization, the $(n, r, k)$ partial-fork-join is even harder. However it is possible for a group-based scheduling policy as given by Lemma 15 below.
Lemma 15. Consider that the \( n \) servers are divided into \( n/r \) groups of \( r \geq k \) servers each, assuming \( r \) divides \( n \). Each incoming job is forked to the one of the groups chosen uniformly at random. Then latency and cost can be bounded as follows

\[
\mathbb{E}[T] \leq \mathbb{E}[X_{k:r}] + \frac{\lambda r \mathbb{E}[X_{k:r}^2]}{2(n - \lambda r \mathbb{E}[X_{k:r}])}, \tag{6.13}
\]

\[
\mathbb{E}[T] \geq \mathbb{E}[X_{k:r}] + \frac{\lambda r \mathbb{E}[X_{k:r}^2]}{2(n - \lambda r \mathbb{E}[X_{1:r}])}, \tag{6.14}
\]

\[
\mathbb{E}[C] \leq (k - 1)\mathbb{E}[X] + (r - k + 1)\mathbb{E}[X_{1:r-k+1}], \tag{6.15}
\]

\[
\mathbb{E}[C] \geq \sum_{i=1}^{k} \mathbb{E}[X_{i:r}] + (r - k)\mathbb{E}[X_{1:r-k+1}], \tag{6.16}
\]

Proof. Each group of \( r \) servers behaves like an independent \((r,k)\) fork-join system with arrival rate \( \lambda r/n \). Then using Theorem 8 and Theorem 9 we get the above bounds for the \((n,r,k)\) partial-fork-join system.

These bounds can help determine the optimal \( r \) for a given \( X, k, \) and \( \lambda \).

6.3 Concluding Remarks

In this chapter we presented a latency-cost analysis of the \((n,k)\) fork-join system and its two variants: the \((n,k)\) fork-early-cancel and \((n,r,k)\) partial-fork-join systems, defined in Chapter 5. These bounds help understand how many users can be supported by a coded storage systems, and how fast they can be served. They also provide insights into the choice of the parameter \( k \) on the underlying \((n,k)\) code. The insights on how the service distribution \( X \) affects the redundancy strategy are similar to Chapter 2. Log-concave distributions benefit less from redundancy (smaller \( k \)).
Chapter 7

Future Directions

In this chapter we present future research directions generalizing the problem setup in Chapter 5. In Section 7.1 we propose and analyze the \((n, r_f, r, k)\) model, which is a combination of the \((n, k)\) fork-early-cancel and \((n, r, k)\) partial-fork-join systems. As an alternative to the \((n, k)\) MDS codes studied in our work, in Section 7.2 and Section 7.3 we discuss the use of other erasure codes for fast content download.

7.1 The \((n, r_f, r, k)\) fork-join model

We introduce a general fork-join variant that is a combination of the partial fork introduced in Section 5.2, and partial early cancellation of redundant tasks. This model helps formulate a redundancy strategy to minimize the latency, subject to computing and network cost constraints. This strategy can also be used on traces of task service time when a closed-form expressions of \(F_X\) and its order statistics are not known.

**Definition 18** \(((n, r_f, r, k)\) fork-join system). For a system of \(n\) servers and a job that requires \(k\) tasks to complete, we do the following:

- **Fork the job to** \(r_f\) **out of the** \(n\ **servers.**

- **When any** \(r \leq r_f\ **tasks are at the head of queues or in service already, cancel all other tasks immediately.** If more than** \(r\ **tasks start service simultaneously,**
retain \( r \) randomly chosen ones out of them.

- When any \( k \leq r \) tasks finish, cancel all remaining tasks immediately.

Note that \( k \) tasks may finish before some \( r \) start service, and thus we may not need to perform the partial early cancellation in the second step above.

The \( r_f - r \) tasks that are canceled early, help find \( r \) queues out of the \( r_f \) with the least work left, thus reducing waiting time. From the \( r \) tasks retained, waiting for any \( k \) to finish provides diversity and hence reduces service time.

The special cases \((n,n,n,k),(n,n,k,k)\) and \((n,r,r,k)\) correspond to the \((n,k)\) fork-join and \((n,k)\) fork-early-cancel and \((n,r,k)\) partial-fork-join systems respectively.

### 7.1.1 Choosing Parameters \( r_f \) and \( r \)

We propose a strategy to choose \( r_f \) and \( r \) to minimize expected latency \( \mathbb{E}[T] \), subject to a computing cost constraint is \( \mathbb{E}[C] \leq \gamma \), and a network cost constraint is \( r_f \leq r_{\text{max}} \). We impose the second constraint because forking to more servers results in higher network cost of remote-procedure-calls (RPCs) to launch and cancel the tasks.

**Claim 4** (General Redundancy Strategy). Good heuristic choices of \( r_f \) and \( r \) to minimize \( \mathbb{E}[T] \) subject to constraints \( \mathbb{E}[C] \leq \gamma \) and \( r_f \leq r_{\text{max}} \) are

\[
\begin{align*}
  r_f^* &= r_{\text{max}}, \\
  r^* &= \arg\min_{r \in [0,r_{\text{max}}]} \hat{T}(r), \quad \text{s.t.} \quad \hat{C}(r) \leq \gamma
\end{align*}
\]

where \( \hat{T}(r) \) and \( \hat{C}(r) \) are estimates of the expected latency \( \mathbb{E}[T] \) and cost \( \mathbb{E}[C] \), defined as follows:

\[
\begin{align*}
  \hat{T}(r) &\triangleq \mathbb{E}[X_{k;r}] + \frac{\lambda r \mathbb{E}[X^2_{k;r}]}{2(n - \lambda r \mathbb{E}[X_{k;r}])}, \\
  \hat{C}(r) &\triangleq r \mathbb{E}[X_{k;r}].
\end{align*}
\]
To justify the strategy above, observe that for a given \( r \), increasing \( r_f \) gives higher diversity in finding the shortest queues and thus reduces latency. Since \( r_f - r \) tasks are canceled early before starting service, \( r_f \) affects \( \mathbb{E}[C] \) only mildly, through the relative task start times of \( r \) tasks that are retained. So we conjecture that it is optimal to set \( r_f = r_{\text{max}} \) in (7.1), the maximum value possible under network cost constraints. Changing \( r \) on the other hand does affect both the computing cost and latency significantly. Thus to determine the optimal \( r \), we minimize \( \hat{T}(r) \) subject to constraints \( \hat{C}(r) \leq \gamma \) and \( r \leq r_{\text{max}} \) as given in (7.2).

The estimates \( \hat{T}(r) \) and \( \hat{C}(r) \) are obtained by generalizing Lemma 4 for group-based random forking to any \( k \), and \( r \) that may not divide \( n \). When the order statistics of \( F_X \) are hard to compute, or \( F_X \) itself is not explicitly known, \( \hat{T}(r) \) and \( \hat{C}(r) \) can be also be found using empirical traces of \( X \).

The sources of inaccuracy in the estimates \( \hat{T}(r) \) and \( \hat{C}(r) \) are as follows.

1. For \( k > 1 \), the latency estimate \( \hat{T}(r) \) is a generalization of the split-merge queueing upper bound in Theorem 8. Since the bound becomes loose as \( k \) increases, the error \( |\hat{T}(r) - \mathbb{E}[T]| \) increases with \( k \).

2. The estimates \( \hat{T}(r) \) and \( \hat{C}(r) \) are by definition independent of \( r_f \), which is not true in practice. As explained above, for \( r_f > r \), the actual \( \mathbb{E}[T] \) is generally less than \( \hat{T}(r) \), and \( \mathbb{E}[C] \) can be slightly higher or lower than \( \hat{C}(r) \).

3. Since the estimates \( \hat{T}(r) \) and \( \hat{C}(r) \) are based on group-based forking, they consider that all \( r \) tasks start simultaneously. Variability in relative task start times can result in actual latency and cost that are different from the estimates. For example, from Theorem 3 we can infer that when \( F_X \) is log-concave (log-convex), the actual computing cost \( \mathbb{E}[C] \) is less than (greater than) \( \hat{C}(r) \).

The factor (1) above is the largest source of inaccuracy, especially for larger \( k \) and \( \lambda \). Since the estimate \( \hat{T}_r \) is an upper bound on the actual latency, the \( r^* \) and \( r_f^* \) recommended by the strategy are smaller than or equal to their optimal values. Factors (2) and (3) only affect the relative task start times and generally result in a smaller error in estimating \( \mathbb{E}[T] \) and \( \mathbb{E}[C] \).
7.1.2 Simulation Results

We now present simulation results comparing the proposed strategy given in Claim 4 with the \((n, r, k)\) partial-fork-join system with \(r\) varying from \(k\) to \(n\). The service time distributions considered here are neither log-concave nor log-convex, thus making it hard to directly infer the best redundancy strategy using the analysis presented in the previous sections.

In Fig. 7-1 the service time \(X \sim \text{Pareto}(1, 2.2)\), \(n = 10\), \(k = 1\), and arrival rate \(\lambda = 0.25\). The computing and network cost constraints are \(\mathbb{E}[C] \leq 5\) and \(r_f \leq 7\) respectively. We observe that the proposed strategy gives a significant latency reduction as compared to the no redundancy case \((r = k\) in the \((n, r, k)\) partial-fork-join system). Subject to the computing and network cost constraints, \(r = 4\) minimizes the latency of the \((n, r, k)\) partial-fork-join system. We observe that the proposed strategy gives a latency-cost trade-off very close to that of the best partial-fork-join system. Using partial early cancellation \((r_f > r)\) in the proposed strategy gives a slight reduction in latency in comparison with the best \((n, r, k)\) partial-fork-join system. The cost \(\mathbb{E}[C]\) increases slightly, but remains less than \(\gamma\).

![Figure 7-1: The latency-cost trade-off of the proposed redundancy strategy is close to that of the best \((n, r, k)\) partial-fork-join system. Service time \(X \sim \text{Pareto}(1, 2.2)\), and the cost constraints are \(\mathbb{E}[C] \leq 5\) and \(r \leq r_f \leq 7\) The first constraint is active in this example.](image)
Figure 7-2: The latency-cost trade-off of the proposed redundancy strategy is close to that of the best \((n, r, k)\) partial-fork-join system. The service time \(X\) is an equiprobable mixture of \(\text{Exp}(2)\) and \(\text{ShiftedExp}(1, 1.5)\), and the cost constraints are \(\mathbb{E}[C] \leq 2\) and \(r \leq r_f \leq 5\). The second constraint is active in this example.

In Fig. 7-2 we show a case where the cost \(\mathbb{E}[C]\) does not always increase with the amount of redundancy \(r\). The task service time \(X\) is a mixture of an exponential \(\text{Exp}(2)\) and a shifted exponential \(\text{ShiftedExp}(1, 1.5)\), each occurring with equal probability. All other parameters are same as in Fig. 7-1. The proposed strategy found using Claim 4 is \(r^* = r^*_f = r_{\text{max}} = 5\), limited by the \(r_f \leq r_{\text{max}}\) constraint rather than the \(\mathbb{E}[C] \leq \gamma\) constraint. It coincides with the best \((n, r, k)\) partial-fork-join system.

### 7.2 Availability Codes

In this part we considered that the content is coded using an \((n, k)\) maximum distance separable (MDS) code. MDS codes provide reliability against failure of any \(n - k\) out of the \(n\) servers. However, repairing a failed node can be expensive because \(k\) chunks need to downloaded from other servers. This can cost a prohibitive amount of network bandwidth. Regenerating codes proposed in [5, 86] allow low-cost repair with minimum amount of data communicated over the network. Locally repairable codes [95, 96] minimize the number of nodes accessed to repair failed nodes.
Due to these properties erasure codes are starting to be used at a large-scale in cloud storage systems. However, they are mostly used to store ‘cold’ or less frequently accessed data. As more ‘hot’ data is erasure-coded in cloud systems, ensuring fast content access is important, in addition to reliability and easy repair. This calls for codes that are designed for fast content download. One such class of codes is proposed in [11], building on locally repairable codes. These codes allow parallel reads from disjoint sets of nodes, while still maintaining a high code rate. A code is said to have \((r,t)\)-availability if the content distributed across on \(n\) nodes can be recovered from \(t\) disjoint groups of \(r\) nodes each.

Recently [12] analyzed the delay of these codes using our fork-join queueing framework. To alleviate the difficulty of analysis encountered in [12], we plan to focus on maximizing the request arrival rate \(\lambda_{\text{max}}\) that a coded storage system can support. The analysis of \(\lambda_{\text{max}}\) would be more tractable than \(E[T]\). We believe that [11,12] are only the beginning of the construction and analysis of codes for fast content download from distributed storage.

### 7.3 Multiple Fountains

In the codes discussed so far, an entire chunk of the content is downloaded from \(k\) out of the \(n\) chunks. Partially downloaded chunks cannot be used to decode the file. If the content is coded using a rateless fountain code [97,98], then such decoding would be possible. For example, suppose a content file consisting of \(K\) packets. We can create \(M\) coded combinations using a fountain code such that any \(K\) (slightly more than \(K\) in practice) packets are sufficient to decode the file. The \(M\) coded combinations can be distributed across \(n\) servers. Then, downloading \(k_1, k_2, \ldots, k_n\) packets each from the servers such that \(k_1 + k_2 + \cdots + k_n \geq K\) is sufficient to decode the file. A future direction is to analyze the delay and determine the optimal way to store and request coded packets from the servers.
Part III

Erasure Coding for Smooth Streaming
Chapter 8

Effect of Block-wise Feedback in Point-to-point Streaming

8.1 Introduction

8.1.1 Motivation

A recent report [99] shows that 62% of the Internet traffic in North America comes from real-time streaming applications. Unlike traditional file transfer where only total delay matters, streaming imposes delay constraints on each individual packet. Further, many applications require in-order playback of packets at the receiver. Packets received out of order are buffered until the missing packets in the sequence are successfully decoded. In audio and video applications some packets can be dropped without affecting the streaming quality. However, other applications such as remote desktop, and collaborative tools such as Dropbox [81] and Google Docs [82] have strict order constraints on packets, where packets represent instructions that need to be executed in order at the receiver.

Thus, there is a need to develop transmission schemes that can ensure in-order packet delivery to the user, with efficient use of available bandwidth. To ensure that packets are decoded in order, the transmission scheme must give higher priority to older packets that were delayed, or received in error. However, repeating old packets
instead of transmitting new packets results in a loss in the overall rate of packet delivery to the user, i.e., the throughput. Thus there is a fundamental trade-off between throughput and in-order decoding delay.

The throughput loss incurred to achieve smooth in-order packet delivery can be significantly reduced if the source receives feedback about packet losses. Then the source can adapt its future transmission strategy to strike the right balance between old and new packets. In this chapter we study this interplay between feedback and the throughput-smoothness trade-off.

### 8.1.2 Previous Work

When there is immediate and error-free feedback, it is well understood that a simple Automatic-repeat-request (ARQ) scheme is both throughput and delay optimal. But only a few papers in literature have analyzed streaming codes with delayed or no feedback. Fountain codes [97] are capacity-achieving erasure codes, but they are not suitable for streaming because the decoding delay is proportional to the size of the data. Streaming codes without feedback for constrained channels such as adversarial and cyclic burst erasure channels were first proposed in [100], and also extensively explored in [101, 102]. The thesis [100] also proposed codes for more general erasure models and analyzed their decoding delay. These codes are based upon sending linear combinations of source packets; indeed, it can be shown that there is no loss in restricting the codes to be linear.

However, decoding delay does not capture in order packet delivery, which is required for streaming applications. This aspect is captured in the delay metrics in [103] and [104], which consider that packets are played in-order at the receiver. The authors in [103] analyze the playback delay of real-time streaming for uncoded packet transmission over a channel with long feedback delay. In [104, 105] we show that the number of interruptions in playback scales \( \Theta(\log n) \) for a stream of length \( n \).

In this chapter we use a metric called smoothness exponent to measure the quality of streaming. We aim to understand how the frequency of feedback about erasures affects the design of codes to ensure smooth point-to-point streaming. In Section 8.2
and Section 8.3 we describe the system model, and preliminary concepts respectively. Then we consider the extreme cases of immediate feedback and no feedback in Section 8.4 and Section 8.5 respectively. In Section 8.6 we propose coding schemes for the general case of block-wise feedback after every $d$ slots. The longer proofs are deferred to Appendix F.

8.2 System Model

8.2.1 Source and Channel Model

The source has a large stream of packets $s_1, s_2, \cdots, s_n$ to be transmitted to a user over a point-to-point channel. The encoder creates a coded packet $y_n = f(s_1, s_2 \cdots s_n)$ in each slot $n$ and transmits it over the channel. The encoding function $f$ is known to the receiver. For example, if $y_n$ is a linear combination of the source packets, the coefficients are included in the transmitted packet so that the receiver can use them to decode the source packets from the coded combination. Without loss of generality, we can assume that $y_n$ is a linear combination of the source packets. The coefficients are chosen from a large enough field such that the coded combinations are independent with high probability.

Each coded combination is transmitted to the user over an i.i.d. erasure channel such that every transmitted packet is received successfully with probability $p$, and otherwise received in error and discarded. An erasure channel is a good model when encoded packets have a set of checksum bits that can be used to verify with high probability whether the received packet is error-free.

8.2.2 Packet Delivery

The application at the user requires the stream of packets to be in order. Packets received out of order are buffered until the missing packets in the sequence are decoded. We assume that the buffer is large enough to store all the out-of-order packets. Every time the earliest undecoded packet is decoded, a burst of in-order decoded packets is
delivered to the application. For example, suppose that \( s_1 \) has been delivered and \( s_3, s_4, s_6 \) are decoded and waiting in the buffer. If \( s_2 \) is decoded in the next slot, then \( s_2, s_3 \) and \( s_4 \) are delivered to the application.

8.2.3 Feedback Model

We consider that the source receives block-wise feedback about channel erasures after every \( d \) slots. Thus, before transmitting in slot \( kd + 1 \), for all integers \( k \geq 1 \), the source knows about the erasures in slots \( (k-1)d+1 \) to \( kd \). It can use this information to adapt its transmission strategy in slot \( kd + 1 \). Block-wise feedback can be used to model a half-duplex communication channel where after every \( d \) slots of packet transmission, the channel is reserved to send \( d \) bits of feedback to the source about the status of decoding. The extreme case \( d = 1 \), corresponds to immediate feedback when the source has complete knowledge about past erasures. And when \( d \to \infty \), the block-wise feedback model converges to the scenario where there is no feedback to the source. Note that the feedback can be used to estimate \( p \), the success probability of the erasure channel, when it is unknown to the source. Thus, the coding schemes we propose for \( d < \infty \) are universal; they can be used even when the channel quality of unknown to the source.

8.3 Preliminaries

8.3.1 Notions of Packet Decoding

We now define some notions of packet decoding that aid the presentation and analysis of coding schemes in the following chapters.

**Definition 19** (Innovative Packets). A coded packet is said to be innovative if it is linear independent with respect to the coded packets received by the user until that time.

**Definition 20** (Seen Packets). The transmitted marks a packet \( s_k \) as “seen” by a
user when it knows that the user has successfully received a coded combination that only includes $s_k$ and packets $s_i$ for $1 \leq i < k$.

Since the packets are required strictly in-order, the transmitter can stop including $s_k$ in coded packets when it is seen by the user. This is because the user can decode $s_k$ once all $s_i$ for $i < k$ are decoded.

### 8.3.2 Throughput and Delay Metrics

We now define the metrics for throughput and smoothness of in-order packet delivery.

**Definition 21** (Throughput). If $I_n$ is the number of packets delivered in-order to a user until time $n$, the throughput is defined as,

$$\tau = \lim_{n \to \infty} \frac{I_n}{n}. \quad (8.1)$$

The maximum possible throughput is $\tau = p$, where $p$ is the success probability of the erasure channel. The receiver application may require a minimum level of throughput. For example, if applications with playback require $\tau$ to be greater than the playback rate. The bandwidth required is proportional to $1/\tau$.

The throughput captures the overall rate at which packets are delivered, irrespective of their delays. If the channel did not have any erasures, packet $s_k$ would be delivered to the user in slot $k$. The random erasures, and absence of immediate feedback about past erasures results in variation in the time at which packets are delivered. We capture the burstiness in packet delivery using the following delay metric.

**Definition 22** (Smoothness Exponent). Let $D_k$ be in-order decoding delay of packet $s_k$, the earliest time at which all packets $p_1, \cdots p_k$ are decoded. The smoothness exponent $\gamma^{(s)}_k$ is defined as the asymptotic decay rate of $D_k$, which is given by

$$\gamma^{(s)}_k = - \lim_{n \to \infty} \frac{\log P(D_k > n)}{n}. \quad (8.2)$$
The relation (8.2) can also be stated as \( \Pr(D > n) \doteq e^{-n\gamma} \) where \( \doteq \) stands for asymptotic equality defined in [106, Page 63]. For simplicity of analysis we define another delay exponent, the inter-delivery defined as follows. Theorem 11 shows the equivalence of the smoothness and the inter-delivery exponent for time-invariant schemes.

**Definition 23** (Inter-delivery Exponent). Let \( T_1 \) be the first inter-delivery time, that is, the first time instant when one or more packets are decoded in-order. The inter-delivery exponent \( \lambda \) is defined as the asymptotic decay rate of \( T_1 \), which is given by

\[
\lambda = - \lim_{n \to \infty} \frac{\log \Pr(T_1 > n)}{n}
\]  

(8.3)

In this work we focus on time-invariant transmission schemes where the coding strategy is fixed across blocks of transmission, formally defined as follows.

**Definition 24** (Time-invariant schemes). A time-invariant scheme is represented by a vector \( x = [x_1, \cdots x_d] \) where \( x_i \), for \( 1 \leq i \leq d \), are non-negative integers such that \( \sum_i x_i = d \). In each block we transmit \( x_i \) independent linear combinations of the \( i \) lowest-index unseen packets in the stream, for \( 1 \leq i \leq d \).

The above class of schemes is referred to as time-invariant because the vector \( x \) is fixed across all blocks. Note that there is no loss of generality in restricting the length of the vector \( x \) to \( d \). This is because each block can provide only up to \( d \) innovative coded packets, and hence there is no advantage in adding more than \( d \) unseen packets to the stream in a given block.

**Theorem 11.** For a time-invariant scheme, the smoothness exponent \( \gamma_k^{(s)} \) of packet \( s_k \) for any \( k \leq \infty \) is equal to \( \lambda \), the inter-delivery exponent.

The proof is given in Appendix F. As a result of this equivalence between \( \gamma_k^{(s)} \) and \( \lambda \), we study the trade-off between throughput \( \tau \) and the inter-delivery exponent \( \lambda \) in the rest of this chapter.
8.4 Immediate Feedback

We first consider the extreme case of immediate feedback \((d = 1)\), where the source has complete knowledge of past erasures before transmitting each packet. We can show that a simple automatic-repeat-request (ARQ) scheme is optimal in both \(\tau\) and \(\lambda\). In this scheme, the source transmits the lowest index unseen packet, and repeats it until the packet successfully goes through the channel.

Since a new packet is received in every successful slot, the throughput \(\tau = p\), the success probability of the erasure channel. The ARQ scheme is throughput-optimal because the throughput \(\tau = p\) is equal to the information-theoretic capacity of the erasure channel [106]. Moreover, it also gives the optimal the inter-delivery exponent \(\lambda\) because one in-order packet is decoded in every successful slot. To find \(\lambda\), first observe that the tail distribution of the time \(T_1\), the first inter-delivery time is,

\[
\Pr(T_1 > n) = (1 - p)^n
\]  

(8.4)

Substituting this in Definition 23 we get the exponent \(\lambda = -\log(1 - p)\). Thus, the trade-off for the immediate feedback case is \((\tau, \lambda) = (p, -\log(1 - p))\).

From this analysis of the immediate feedback case we can find limits on the range of achievable \((\tau, \lambda)\) for any feedback delay \(d\). Since a scheme with immediate feedback can always simulate one with delayed feedback, the throughput and delay metrics \((\tau, \lambda)\) achievable for any feedback delay \(d\) must lie in the region \(0 \leq \tau \leq p\), and \(0 \leq \lambda \leq -\log(1 - p)\).

8.5 No Feedback

Now we consider the other extreme case \((d = \infty)\), corresponding to when there is no feedback to the source. We propose a coding scheme that gives the best \((\tau, \lambda)\) trade-off among the class of full-rank codes, defined as follows.

**Definition 25** (Full-rank Codes). In slot \(n\) we transmit a linear combination of all packets \(s_1\) to \(s_{V[n]}\). We refer to \(V[n]\) as the transmit index in slot \(n\).
Figure 8-1: The trade-off between inter-delivery exponent $\lambda$ and throughput $\tau$ with success probability $p = 0.6$ for the immediate feedback ($d = 1$) and no feedback ($d = \infty$) cases.

**Conjecture 1.** Given transmit index $V[n]$, there is no loss of generality in including all packets $s_1$ to $s_{V[n]}$.

We believe this conjecture is true because the packets are required in-order at the receiver. Thus, every packet $s_j$, $j < V[n]$ is required before packet $s_{V[n]}$ and there is no advantage in excluding $s_j$ from the combination. Hence we believe that there is no loss of generality in restricting our attention to full-rank codes. A direct approach to verifying this conjecture would involve checking all possible channel erasure patterns.

**Theorem 12.** The optimal throughput-smoothness trade-off among full-rank codes is $(\tau, \lambda) = (r, D(r \parallel p))$ for all $0 \leq r < p$. It is achieved by the coding scheme with $V[n] = \lceil rn \rceil$ for all $n$.

The term $D(r \parallel p)$ is the binary information divergence function, which is defined for $0 < p, r < 1$ as

$$D(r \parallel p) = r \log \frac{r}{p} + (1 - r) \log \frac{1 - r}{1 - p},$$

(8.5)

where $0 \log 0$ is assumed to be 0. As $r \to 0$, $D(r \parallel p)$ converges to $-\log(1 - p)$, which is the best possible $\lambda$ as given in Section 8.4.
Fig. 8-1 shows the \((\tau, \lambda)\) trade-off for the immediate feedback and no feedback cases, with success probability \(p = 0.6\). The optimal trade-off with any feedback delay \(d\) lies in between these two extreme cases.

### 8.6 General Block-wise Feedback

We now analyze the \((\tau, \lambda)\) trade-off with general block-wise feedback delay of \(d\) slots. We restrict our attention to the class of time-invariant coding schemes defined in Section 8.3.2.

Given a vector \(x\), define \(p_d\), as the probability of decoding the first unseen packet during the block, and \(S_d\) as the number of innovative coded packets that are received during that block. We can express \(\tau_x\) and \(\lambda_x\) in terms of \(p_d\) and \(S_d\) as,

\[
(\tau_x, \lambda_x) = \left( \frac{\mathbb{E}[S_d]}{d}, -\frac{1}{d} \log(1 - p_d) \right), \tag{8.6}
\]

where we get throughput \(\tau_x\) by normalizing the \(\mathbb{E}[S_d]\) by the number of slots in the slots. We can show that the probability \(\text{Pr}(T_1 > kd)\) of no in-order packet being decoded in \(k\) blocks is equal \((1 - p_d)^k\). Substituting this in (8.3) we get \(\lambda_x\).

**Example 1.** Consider the time-invariant scheme \(x = [1, 0, 3, 0]\) where block size \(d = 4\). That is, we transmit 1 combination of the first unseen packet, and 3 combinations of the first 3 unseen packets. Fig. 8-2 illustrates this scheme for one channel realization. The probability \(p_d\) and \(\mathbb{E}[S_d]\) are,

\[
p_d = p + (1 - p) \binom{3}{1} p^3 (1 - p)^0 = p + (1 - p)p^3, \tag{8.7}
\]

\[
\mathbb{E}[S_d] = \sum_{i=1}^{3} i \cdot \binom{4}{i} p^i (1 - p)^{4-i} + 3p^4 = 4p - p^4, \tag{8.8}
\]

where in (8.8), we get \(i\) innovative packets if there are \(i\) successful slots for \(1 \leq i \leq 3\). But if all 4 slots are successful we get only 3 innovative packets. We can substitute (8.7) and (8.8) in (8.6) to get the \((\tau, \lambda)\) trade-off.
Remark 7. Time-invariant schemes with different $\mathbf{x}$ can be equivalent in terms of the $(\tau, \lambda)$. In particular, given $x_1 \geq 1$, if any $x_i = 0$, and $x_{i+1} = w \geq 1$, then the scheme is equivalent to setting $x_i = 1$ and $x_{i+1} = w - 1$, keeping all other elements of $\mathbf{x}$ the same. This is because the number of independent linear combinations in the block, and the probability of decoding the first unseen is preserved by this transformation. For example, $\mathbf{x} = [1, 1, 2, 0]$ gives the same $(\tau, \lambda)$ as $\mathbf{x} = [1, 0, 3, 0]$.

In Section 8.4 we saw that with immediate feedback, we can achieve $(\tau, \lambda) = (p, -\log(1 - p))$. However, with block-wise feedback we can achieve optimal $\tau$ (or $\lambda$) only at the cost of sacrificing the optimality of the other metric. We now find the best achievable $\tau$ (or $\lambda$) with optimal $\lambda$ (or $\tau$).

Claim 5 (Cost of Optimal Exponent $\lambda$). With block-wise feedback after every $d$ slots, and inter-delivery exponent $\lambda = -\log(1 - p)$, the best achievable throughput $\tau = (1 - (1 - p)^d)/d$.

Proof. If we want to achieve $\lambda = -\log(1 - p)$, we require $p_d$ in (8.6) to be equal to $1 - (1 - p)^d$. The only scheme that can achieve this is $\mathbf{x} = [d, 0, \cdots, 0]$, where we transmit $d$ copies of the first unseen packet. The number of innovative packets $S_d$ received in every block is 1 with probability $1 - (1 - p)^d$, and zero otherwise. Hence, the best achievable throughput is $\tau = (1 - (1 - p)^d)/d$ with optimal $\lambda = -\log(1 - p)$. □

This result gives us insight on how much bandwidth (which is proportional to
$1/\tau$) is needed for a highly delay-sensitive application that needs $\lambda$ to be as large as possible.

**Claim 6 (Cost of Optimal Throughput $\tau$).** With block-wise feedback after every $d$ slots, and throughput $\tau = p$, the best achievable inter-delivery exponent is $\lambda = -\log(1 - p)/d$.

**Proof.** If we want to achieve $\tau = p$, we need to guarantee an innovation packet in every successful slot. The only time invariant scheme that ensures this is $x = [1, 0, \cdots, 0, d-1]$, or its equivalent vectors $x$ as given by Remark 7. With $x = [1, 0, \cdots, 0, d-1]$, the probability of decoding the first unseen packet is $p_d = p$. Substituting this in (8.6) we get $\lambda = -\log(1 - p)/d$, the best achievable $\lambda$ when $\tau = p$. □

Tying back to Fig. 8-1, Claim 5 and Claim 6 correspond to moving leftwards and downwards along the dashed lines from the optimal trade-off $(p, -\log(1 - p))$. From Claim 5 and Claim 6 we see that both $\tau$ and $\lambda$ are $\Theta(1/d)$, keeping the other metric optimal.

Next we want to find the coding scheme that maximizes $\lambda$ for any given throughput $\tau$. We first prove that any convex combination of achievable points $(\tau, \lambda)$ can be achieved.

**Lemma 16 (Combining of Time-invariant Schemes).** By randomizing between time-invariant schemes $x^{(i)}$ for $1 \leq i \leq B$, we can achieve the throughput-smoothness trade-off given by any convex combination of the points $(\tau_{x^{(i)}}, \lambda_{x^{(i)}})$.

The proof of Lemma 16 is deferred to Appendix F. The main implication of Lemma 16 is that, to find the best $(\tau, \lambda)$ trade-off, we only have to find the points $(\tau_x, \lambda_x)$ that lie on the convex envelope of the achievable region spanned by all possible $x$.

For general $d$, it is hard to search for the $(\tau_x, \lambda_x)$ that lie on the optimal trade-off. We propose a set of time-invariant schemes that are easy to analyze and give a good $(\tau, \lambda)$ trade-off. In Theorem 13 we give the $(\tau, \lambda)$ trade-off for the proposed codes and show that for $d = 2$ and $d = 3$, it is the best trade-off among all time-invariant schemes.
**Definition 26** (Proposed Codes for general $d$). For general $d$, we propose using the time-invariant schemes with $x_1 = a$ and $x_{d-a+1} = d - a$, for $a = 1, \cdots d$.

In other words, in every block of $d$ slots, we transmit the first unseen packet $a$ times, followed by $d - a$ combinations of the first $d - a + 1$ unseen packets. These schemes span the $(\tau, \lambda)$ trade-off as $a$ varies from 1 to $d$, with a higher value of $a$ corresponding to higher $\lambda$ and lower $\tau$. In particular, observe that the $a = d$ and $a = 1$ codes correspond to codes given in the proofs of Claim 5 and Claim 6.

**Theorem 13** (Throughput-Smoothness Trade-off for General $d$). The codes proposed in Definition 26 give the trade-off points

\[
(\tau, \lambda) = \left( \frac{1 - (1 - p)^a + (d - a)p}{d}, -\frac{a}{d} \log(1 - p) \right).
\]  

(8.9)

for $a = 1, \cdots d$.

**Proof.** To find the $(\tau, \lambda)$ trade-off points, we first evaluate $\mathbb{E}[S_d]$ and $p_d$. With probability $1 - (1 - p)^a$ we get 1 innovative packet from the first $a$ slots in a block. The number of innovative packets received in the remaining $d - a$ slots is equal to the number of successful slots. Thus, the expected number of innovative coded packets received in the block is

\[
\mathbb{E}[S_d] = 1 - (1 - p)^a + (d - a)p \tag{8.10}
\]

If the first $a$ slots in the block are erased, the first unseen packet cannot be decoded, even if all the other slots are successful. Hence, we have $p_d = 1 - (1 - p)^a$. Substituting $\mathbb{E}[S_d]$ and $p_d$ in (8.6), we get the trade-off in (8.9). \hfill \Box

By Lemma 16, we can achieve any convex combination of the $(\tau, \lambda)$ points in (8.9). In Lemma 17 we show that for $d = 2$ and $d = 3$ this is the best trade-off among all time-invariant schemes.

**Lemma 17.** For $d = 2$ and $d = 3$, the codes proposed in Definition 26 give the best $(\tau, \lambda)$ trade-off among all time-invariant schemes.
Throughput $\tau$  
Inter-delivery Exponent $\lambda$  

- $d = 1$
- $d = 2$
- $d = 3$
- $d = 10$
- $d = 50$
- $d = 100$
- $d = \infty$
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$(r, D(r \| p))$

$[1,0,2]$
$[1,1]$
$[2,0]$
$[3,0,0]$
$[2,1,0]$

Figure 8-3: The throughput-smoothness trade-off of the suggested coding schemes in Definition 26 for $p = 0.6$ and various values of block-wise feedback delay $d$. The trade-off becomes significantly worse as $d$ increases. The point labels on the $d = 2$ and $d = 3$ trade-offs are $x$ vectors of the corresponding codes.

The proof is given in Appendix F. Fig. 8-3 shows the trade-off given by (8.9) for different values of $d$. We observe that the trade-off becomes significantly worse as $d$ increases. Thus we can imply that frequent feedback to the source is important in delay-sensitive applications to ensure fast in-order delivery of packets. As $d \to \infty$, and $a = \alpha d$, the trade-off converges to $((1 - \alpha)p, -\alpha \log(1 - p))$ for $0 \leq \alpha \leq 1$, which is the line joining $(0, -\log(1 - p))$ and $(p, 0)$. It does not converge to the $(r, D(r \| p))$ curve without feedback because we consider that $d$ goes to infinity slower than the $n$ used to evaluate the asymptotic exponent of $\Pr(T_1 > n)$.

By Lemma 17 the proposed codes are optimal for $d = 2$ and $d = 3$ among all time-invariant schemes. Numerical results suggest that even for general $d$ these schemes give a trade-off that is close to the best trade-off among all time-invariant schemes.

8.7 Concluding Remarks

In this chapter, we consider the problem of streaming over an erasure channel when the packets are required in-order, and investigate the trade-off between the throughput
and the smoothness of in-order packet delivery. Our analysis shows that frequent feedback about channel erasures drastically improves the smoothness, for the same throughput. We present a spectrum of coding schemes that span different points on the throughput-smoothness trade-off. Depending upon the delay-sensitivity and bandwidth limitations of the applications, one can choose a suitable operating point on this trade-off. In the next chapter we generalize to the multicast scenario, where the source wants to transmit the stream to multiple users over a shared channel. Chapter 10 we discuss other generalizations and future research directions.
Chapter 9

Multicast Streaming with Immediate Feedback

9.1 Introduction

In Chapter 8 we studied the effect of feedback delay on the throughput-smoothness trade-off in point-to-point streaming. When there are multiple users, in addition to the throughput-smoothness trade-off of each user, there is a trade-off between the different users depend upon how the source prioritizes them. Even the immediate feedback case becomes non-trivial. In this chapter we study this multicast scenario and gain understanding of how the source can strike a balance between giving priority to different users.

The use of network coding in multicast packet transmission has been studied in [107–112]. The authors in [107] use as a delay metric the number of coded packets that are successfully received, but do not allow immediate decoding of a source packet. For two users, the paper shows that a greedy coding scheme is throughput-optimal and guarantees immediate decoding in every slot. However, optimality of this scheme has not been proved for three or more users. In [108], the authors analyze decoding delay with the greedy coding scheme in the two user case. However, both these delay metrics do not capture the aspect of in-order packet delivery.

In-order packet delivery for multicast with immediate feedback is considered in
[109–111]. These works consider that packets are generated by a Poisson process and are greedily added to all future coded combinations. Another related work is [112] which also considers Poisson packet generation in a two-user multicast scenario and derives the stability condition for having finite delivery delay. However, in practice the source can use feedback about past erasures to decide which packets to add to the coded combinations, instead of just greedy coding over all generated packets.

In Section 9.2 we generalize the system model in Chapter 8 to the multicast scenario. In Section 9.3 we identify the structure of coding schemes required to simultaneously satisfy the requirements of multiple users. In Section 9.4 we use this structure to find the best coding scheme for the two user case, where one user is always given higher priority. In Section 9.5 we generalize this scheme to allow tuning the level of priority given to each user. The analysis of both these cases is based on a new Markov chain model of packet decoding. We propose coding schemes which allow us to tune the level of priority given to each user and hence achieve different points on its throughput-smoothness trade-off. The longer proofs are deferred to Appendix G.

9.2 System Model

The system model is a generalized version of that in Section 8.2. Instead of a single user, the source is transmitting a common packet stream \( s_1, s_2, \ldots, s_n \) to \( K \) users \( U_1, U_2, \ldots, U_K \). We consider an i.i.d. erasure channel to each user such that every transmitted packet is received successfully at user \( U_k \) with probability \( p_k \), and otherwise received in error and discarded. The erasure events are independent across the users.

The throughput and smoothness metrics are same as in Section 8.3. We denote the throughput and smoothness exponent of user \( U_k \) by \( \tau_k \) and \( \lambda_k \) respectively. In addition to the notions of packet decoding defined in Section 8.3 we define one additional notion of the ‘required’ packet of each user.

**Definition 27** (Required packet). _The required packet of \( U_i \) is its earliest undecoded packet. Its index is denoted by \( r_i \)._
In other words, $s_{r_i}$ is the first unseen packet of user $U_i$. For example, if packets $s_1$, $s_3$ and $s_4$ have been decoded at user $U_i$, its required packet $s_{r_i}$ is $s_2$.

Instead of considering block-wise feedback to the source, we focus on the immediate feedback ($d = 1$) case. This feedback can be used to estimate $p_i$ for $1 \leq i \leq K$, the success probabilities of the erasure channels, when they are unknown to the source. The case of general feedback delay $d$ is hard to analyze and open for future work.

Remark 8. For the no feedback case ($d = \infty$) we can extend Theorem 12 to show that the optimal throughput-smoothness trade-off for user $U_k$, $k = 1, 2, \cdots K$ among full-rank codes is $(\tau_k, \lambda_k) = (r, D(r \| p_k))$, if $0 \leq r \leq p_k$. If $r > p_k$ then $\lambda_k = 0$ for user $U_k$. Since we are transmitting a common stream, the rate $r$ of adding new packets is same for all users.

9.3 Structure of Coding Schemes

The best possible trade-off is $(\tau_i, \lambda_i) = (p_i, -\log(1 - p_i))$, and it can be achieved when there is only one user, and the source uses a simple Automatic-repeat-request (ARQ) protocol where it keeps retransmitting the earliest undecoded packet until that packet is decoded. In this chapter our objective is to design coding strategies to maximize $\tau$ and $\lambda$ for the two user case. For two or more users we can show that it is impossible to achieve the optimal trade-off $(\tau, \lambda) = (p_i, -\log(1 - p_i))$ simultaneously for all users. We now present code structures that maximize throughput and inter-delivery exponent of the users.

Claim 7 (Include only Required Packets). In a given slot, it is sufficient for the source to transmit a combination of packets $s_{r_i}$ for $i \in \mathcal{I}$ where $\mathcal{I}$ is some subset of $\{1, 2, \cdots K\}$.

Proof. Consider a candidate packet $s_c$ where $c \neq r_i$ for any $1 \leq i \leq K$. If $c < r_i$ for all $i$, then $s_c$ has been decoded by all users, and it need not be included in the combination. For all other values of $c$, there exists a required packet $s_{r_i}$ for some $i \in \{1, 2, \cdots K\}$ which, if included instead of $s_c$, will allow more users to decode their
required packets. Hence, including that packet instead of \( s_c \) gives a higher smoothness exponent \( \lambda \).

**Claim 8** (Include only Decodable Packets). *If a coded combination already includes packets \( s_i \), with \( i \in \mathcal{I} \), and \( U_j, j \notin I \) has not decoded all \( s_i \) for \( i \in \mathcal{I} \), then a scheme that does not include \( s_j \) in the combination gives a better throughput-smoothness trade-off than a scheme that does.*

*Proof.* If \( U_j \) has not decoded all \( s_i \) for \( i \in \mathcal{I} \), the combination is innovative but does not help decoding an in-order packet, irrespective of whether \( s_j \) is included in the combination. However, if we do not include packet \( s_j \), \( U_j \) may be able to decode one of the packets \( s_i \), \( i \in \mathcal{I} \), which can save it from out-of-order packet decoding in a future slot. Hence excluding \( s_j \) gives a better throughput-smoothness trade-off.

**Example 2.** Suppose we have three users \( U_1, U_2, \) and \( U_3 \). User \( U_1 \) has decoded packets \( s_1, s_2, s_3 \) and \( s_5 \), user \( U_2 \) has decoded \( s_1, s_3 \), and \( s_4 \), and user \( U_3 \) has decoded \( s_1, s_2 \), and \( s_5 \). The required packets of the three users are \( s_4 \), \( s_2 \) and \( s_3 \) respectively. By Claim 7, the optimal scheme should transmit a linear combination of one or more of these packets. Suppose we construct combination of \( s_4 \) and \( s_2 \) and want to decide whether to include \( s_3 \) or not. Since user \( U_3 \) has not decoded \( s_4 \), we should not include \( s_3 \) as implied by Claim 8.

The choice of the initial packets in the combination is governed by a priority given to each user in that slot. Claims 7 and 8 imply the following code structure for the two user case.

**Proposition 1** (Code Structure for the Two User Case). *Every achievable trade-off between throughput and inter-delivery exponent can be obtained by a coding scheme where the source transmits \( s_{r_1}, s_{r_2} \) or the exclusive-or, \( s_{r_1} \oplus s_{r_2} \) in each slot. It transmits \( s_{r_1} \oplus s_{r_2} \) if and only if \( r_1 \neq r_2 \), and \( U_1 \) has decoded \( s_{r_2} \) or \( U_2 \) has decoded \( s_{r_1} \).*

In the rest of this chapter we analyze the two user case and focus on coding schemes as given by Proposition 1.
Time | Sent | $U_1$ | $U_2$
---|---|---|---
1 | $s_1$ | $s_1$ | X
2 | $s_2$ | X | $s_2$
3 | $s_1 \oplus s_2$ | $s_2$ | $s_1$
4 | $s_3$ | $s_3$ | X
5 | $s_4$ | $s_4$ | $s_4$

Figure 9-1: Illustration of the optimal coding scheme when the source always give priority to user $U_1$. The third and fourth columns show the packets decoded at the two users. Cross marks indicate erased slots for the corresponding user.

### 9.4 Optimal Performance for One of Two Users

In this section we consider that the source always gives priority to one user, called the primary user. We determine the best achievable throughput-smoothness trade-off for a secondary user that is “piggybacking” on such a primary user. For simplicity of notation, let $a \triangleq p_1 p_2$, $b \triangleq p_1 (1 - p_2)$, $c \triangleq (1 - p_1) p_2$ and $d \triangleq (1 - p_1)(1 - p_2)$, the probabilities of the four possible erasure patterns.

Without loss of generality, suppose that $U_1$ is the primary user, and $U_2$ is the secondary user. Recall that ensuring optimal performance for $U_1$ implies achieving $(\tau_1, \lambda_1) = (p_1, -\log(1 - p_1))$. While ensuring this, the best throughput-smoothness trade-off for user $U_2$ is achieved by the coding scheme given by Claim 9 below.

**Claim 9 (Optimal Coding Scheme).** A coding scheme where the source transmits $s_{r_1} \oplus s_{r_2}$ if $U_2$ has already decoded $s_{r_1}$, and otherwise transmits $s_{r_1}$, gives the best achievable $(\tau_2, \lambda_2)$ trade-off while ensuring optimal $(\tau_1, \lambda_1)$.

**Proof.** Since $U_1$ is the primary user, the source must include its required packet $s_{r_1}$ in every coded combination. By Proposition 1, if the source transmits $s_{r_1} \oplus s_{r_2}$ if $U_2$ has already decoded $s_{r_1}$, and transmits $s_{r_1}$ otherwise, we get the best achievable throughput-smoothness trade-off for $U_2$. \qed

Fig. 9-1 illustrates this scheme for one channel realization.

Packet decoding at the two users with the scheme given by Claim 9 can be modeled by the Markov chain shown in Fig. 9-2. The state index $i$ can be expressed in terms of the number of gaps in decoding of the users, defined as follows.
Figure 9-2: Markov chain model of packet decoding with the coding scheme given by Claim 9, where $U_1$ is the primary user. The state index $i$ represents the number of gaps in decoding of $U_2$ minus that for $U_1$. The states $i'$ are the advantage states where $U_2$ gets a chance to decode its required packet.

**Definition 28** (Number of Gaps in Decoding). The number of gaps in $U_i$’s decoding is the number of undecoded packets of $U_i$ with indices less than $r_{\text{max}} = \max_i r_i$.

In other words, the number of gaps is the amount by which a user $U_i$ lags behind the user that is leading the in-order packet decoding. The state index $i$, for $i \geq -1$ is equal to the number of gaps in decoding at $U_2$, minus that for $U_1$. Since the source gives priority to $U_1$, it always has zero gaps in decoding, except when there is a $c = p_2(1 - p_1)$ probability erasure in state 0, which causes the system goes to state $-1$. The states $i'$ for $i \geq 1$ are called “advantage” states and are defined as follows.

**Definition 29** (Advantage State). The system is in an advantage state when $r_1 \neq r_2$, and $U_2$ has decoded $s_{r_1}$ but $U_1$ has not.

By Claim 9, the source transmits $s_{r_1} \oplus s_{r_2}$ when the system is in an advantage state $i'$, and it transmits $s_{r_1}$ when the system is in state $i$ for $i \geq -1$. We now describe the state transitions of this Markov chain. First observe that with probability $d = (1 - p_1)(1 - p_2)$, both users experience erasures and the system transitions from any state to itself. When the system is in state $-1$, the source transmits $s_{r_1}$. Since $s_{r_1}$ has been already decoded by $U_2$, the probability $c = p_2(1 - p_1)$ erasure also keeps the system in the same state. If the channel is successful for $U_1$, which occurs with
probability \( p_1 = a + b \), it fills its decoding gap and the system goes to state 0.

The source transmits \( s_{r_1} \) in any state \( i, i \geq 1 \). With probability \( a = p_1 p_2 \), both users decode \( s_{r_1} \), and hence the state index \( i \) remains the same. With probability \( b = p_1 (1 - p_2) \), \( U_1 \) receives \( s_{r_1} \) but \( U_2 \) does not, causing a transition to state \( i + 1 \). With probability \( c = (1 - p_1) p_2 \), \( U_2 \) receives \( s_{r_1} \) and \( U_1 \) experiences an erasure due to which the system moves to the advantage state \( i' \). When the system is an advantage state, having decoded \( s_{r_1} \) gives \( U_2 \) an advantage because it can use \( s_{r_1} \oplus s_{r_2} \) transmitted in the next slot to decode \( s_{r_2} \). From state \( i' \), with probability \( a \), \( U_1 \) decodes \( s_{r_1} \) and \( U_2 \) decodes \( s_{r_2} \), and the state transitions to \( i - 1 \). With probability \( c \), \( U_2 \) decodes \( s_{r_2} \), but \( U_1 \) does not decode \( s_{r_1} \). Thus, the system goes to state \((i - 1)' \), except when \( i = 1 \), where it goes to state 0.

**Claim 10.** The Markov chain in Fig. 9-2 is positive-recurrent and has unique steady-state distribution if and only if \( b < c \), which is equivalent to \( p_1 < p_2 \).

**Lemma 18** (Trade-off for the Piggybacking user). When the source always gives priority to user \( U_1 \) it achieves the optimal trade-off \((\tau_1, \lambda_1) = (p_1, -\log(1 - p_1)) \). The scheme in Claim 9 gives the best achievable \((\tau_2, \lambda_2) \) trade-off for piggybacking user \( U_2 \). The throughput \( \tau_2 \) is given by

\[
\tau_2 = p_1 \quad \text{if } p_2 > p_1.
\]  

(9.1)

If \( p_2 \leq p_1 \), \( \tau_2 \) cannot be evaluated using our Markov chain analysis. The inter-delivery exponent of \( U_2 \) for any \( p_1 \) and \( p_2 \) is given by

\[
\lambda_2 = -\log \left( \max \left( \frac{(1 - c + d + \sqrt{(1 - c + d)^2 + 4(bc + cd - d)})}{2}, 1 - p_1 \right) \right).
\]  

(9.2)

In Fig. 9-3 we plot the inter-delivery exponent \( \lambda_2 \) versus \( p_2 \), which increases from \( p_1 \) to 1 along each curve. The inter-delivery exponent \( \lambda_2 \) increases with \( p_2 \), but saturates at \(-\log(1 - p_1)\), the inter-delivery exponent \( \lambda_1 \) of the primary user. Since \( U_2 \) is the
secondary user it cannot achieve faster in-order delivery than the primary user $U_1$.

### 9.5 General Throughput-Smoothness Trade-offs

For the general case, we propose coding schemes that can be combined to tune the priority given to each of the two users and achieve different points on their throughput-smoothness trade-offs.

Let $r_{\text{max}} = \max(r_1, r_2)$ and $r_{\text{min}} = \min(r_1, r_2)$, where $r_1$ and $r_2$ are the indices of the required packets of the two users. We refer to the user with the higher index $r_i$ as the leader(s) and the other user as the lagger. Thus, $U_1$ is the leader and $U_2$ is the lagger when $r_1 > r_2$. If $r_1 = r_2$, without loss of generality we consider $U_1$ as the leader.

**Definition 30 (Priority-$(q_1, q_2)$ Codes).** If the lagger $U_i$ has not decoded packet $s_{r_{\text{max}}}$, the source transmits $s_{r_{\text{min}}}$ with probability $q_i$ and $s_{r_{\text{max}}}$ otherwise. If the lagger has decoded $s_{r_{\text{max}}}$, the source transmits $s_{r_{\text{max}}} \oplus s_{r_{\text{min}}}$.

Note that the code given in Claim 9, where the source always gives priority to user
Figure 9-4: Markov chain model of packet decoding with the priority-\( (q_1, q_2) \) coding scheme given by Definition 30. The state index \( i \) represents the number of gaps in decoding if \( U_2 \) compared to \( U_1 \) and \( q_i \) is the probability of giving priority to the \( U_i \) when it is the lagger, by transmitting its required packet \( s_{r_i} \) and

\( U_1 \) is a special case of priority-\( (q_1, q_2) \) codes with \( (q_1, q_2) = (1, 0) \). Another special case is \( (q_1, q_2) = (0, 0) \) which is a greedy coding scheme that always favors the user which is ahead in in-order delivery. The greedy coding scheme ensures throughput optimality to both users, i.e. \( \tau_1 = p_1 \) and \( \tau_2 = p_2 \).

**Remark 9.** A generalization of priority-\( (q_1, q_2) \) codes is to consider priorities \( q_1^{(i)} \) and \( q_2^{(i)} \) that depend on the state \( i \) of the Markov chain. A special case of this is \( q_1^{(i)} = 1 \) for all states \( i \geq -M \), and \( q_2^{(j)} = 1 \) for all states \( j \leq N \) for integers \( M, N > 0 \). This scheme corresponds to putting hard boundaries on both sides of the Markov chain. It was analyzed in [24].

The Markov model of packet decoding with a priority-\( (q_1, q_2) \) code is as shown in Fig. 9-4, which is a two-sided version of the Markov chain in Fig. 9-2. Same as in Fig. 9-2, the index \( i \) of a state \( i \) of the Markov chain is the number of gaps in decoding of \( U_2 \) minus that for \( U_1 \). User \( U_1 \) is the leader when the system is in state \( i \geq 1 \) and \( U_2 \) is the leader when \( i \leq -1 \), and both users are leaders when \( i = 0 \). The system is in the advantage state \( i' \) if packet is decoded by the lagger but not the leader. For simplicity of representation we define the notation \( \bar{d} \equiv 1 - d \), \( \bar{q}_1 \equiv 1 - q_1 \) and \( \bar{q}_2 \equiv 1 - q_2 \).
Figure 9-5: Plot of the throughput-smoothness trade-off for \(q_1 = 1\) and as \(q_2\) varies. The success probabilities \(p_1 = 0.5\) and \(p_2 = 0.4\).

**Lemma 19** \(((\tau, \lambda) \text{ Trade-offs with Priority-}(q_1, q_2) \text{ codes})\). Let \(\mu = \pi_{i-1}/\pi_i\) for \(i \leq -1\). Then the priority-\((q_1, q_2)\) codes given by Definition 30 give the following throughput for \(U_2\).

\[
\tau_2 = p_2 \left(1 - \frac{q_1 \pi_{-1}}{1 - \mu}\right) \quad \text{if } \mu < 1 \tag{9.3}
\]

If \(\mu > 1\) then \(\tau_2\) cannot be evaluated using our Markov chain analysis. On the other hand, the inter-delivery exponent can be evaluated for any \(\mu\) as given by

\[
\lambda_2 = \log \max \left(d + q_1c + \bar{q}_1b, \right.

\[
\left(2d + \bar{q}_2a + b + \sqrt{(2d + \bar{q}_2a + b)^2 - 4(d(b + d) + \bar{q}_2(da - bc))}\right)

\[
\left(2\right)\quad \text{if } \mu < 1 \tag{9.4}
\]

Similarly, let \(\rho = \pi_{i+1}/\pi_i\) for \(i \geq 1\). If \(\rho < 1\), the expressions for throughput \(\tau_1\) and inter-delivery exponent \(\lambda_1\) of \(U_1\) are same as (9.3) and (9.4) with \(b\) and \(c\), and \(q_1\) and \(q_2\) interchanged, \(\pi_{-1}\) replaced by \(\pi_1\), and \(\mu\) replaced by \(\rho\).

Fig. 9-5 shows the throughput-smoothness trade-offs of the two users as \(q_2\) varies,
When \( q_1 = 1 \), \( p_1 = 0.5 \) and \( p_2 = 0.4 \). To stabilize the right-side of the Markov chain in Fig. 9-4 for these parameters we require \( q_2 \) to be at least 0.25. As \( q_2 \) increases from 0.26 to 1 in Fig. 9-5 we observe that \( U_2 \) gains in smoothness, at the cost of the smoothness of \( U_1 \). Also, both users lose throughput when \( q_2 \) increases.

In Fig. 9-6 we show the effect of increasing \( q_1 \) and \( q_2 \) simultaneously for different values of \( p_1 = p_2 \). As \( q_1 = q_2 \) increases, we get a better inter-delivery exponent for both users, but at the cost of loss of throughput.

### 9.6 Concluding Remarks

In this chapter we consider the problem where multiple users request a packet stream from the source over a shared channel with immediate feedback. While different users decode different sets of packets, the source has to simultaneously ensure smooth decoding at all of them. We study the inter-dependence of the throughput-smoothness trade-offs for the two user case, and develop coding schemes to tune the priority given to each user. A future research direction is to generalize the analysis beyond two users, and also consider the effect of delayed feedback about erasures.
Chapter 10

Future Directions

In Chapter 8 and Chapter 9 we studied the interplay between throughput and smoothness of streaming communication, and developed erasure codes that achieve a good trade-off. In this chapter we discuss generalizations of the system model and future research directions.

10.1 Model Generalizations

10.1.1 Finite Buffer

There can be two types of buffers at the receiver: the decoding buffer and the playback buffer. The decoding buffer collects coded combinations received over the erasure channel. Once enough combinations are received, the packets are decoded and sent to the playback buffer. The playback buffer is drained at a constant rate at which packets are played. Interruptions in playback occur when the playback buffer becomes empty. In Chapter 8 and Chapter 9 we do not have a playback buffer: bursts of packets are delivered to the application as soon as they are decoded in order. A playback buffer is considered in [104, 105, 113]. Our analysis on the growth of playback delay gives insights into the required size of playback buffer.

Interesting future directions include considering one or both of these buffers being finite in size. In [113] we considered the case of a finite playback buffer, where we
proposed a dynamic bandwidth scheme called the buffer refill scheme. However, determining the optimal packet transmission scheme is open for future work.

10.1.2 Dynamic Bandwidth

Instead of fixed bandwidth $b$ packets per slot, if the bandwidth can be dynamically adjusted, we can potentially better throughput-smoothness performance. Dynamic bandwidth allows the source to better adapt future transmissions to feedback about erasures. For example, when a large number of consecutive packets are erased, the source can use more bandwidth to fill those gaps in decoding. Moreover, if the channel has memory such that erasures occur in bursts, dynamic bandwidth can be used to develop a water-pouring [2] type transmission strategy. Dynamic bandwidth was also considered in [103] for uncoded streaming transmission. Analyzing and developing erasure codes with dynamic bandwidth is open for future research.

10.1.3 Packet Dropping

In audio or video streaming, there is significant correlation between subsequent packets. Thus the quality perceived by the user remains unaffected if some packets are dropped. If packet dropping is permitted, then the source can use the limited available bandwidth to transmit new packets instead of attempting to fill older gaps in decoding. Thus, careful packet dropping can result in higher throughput for the same smoothness perceived by the user. Choice of which packets to drop such that the quality of streaming is maintained is an interesting future direction.

10.1.4 Streaming from Distributed Sources

In practical systems often there are multiple sources, for example caches in a peer-to-peer network, that store the streaming data fully or in parts. The sources may have different bandwidth limitations, and erasure probabilities while transmitting coded packets to the user in each slot. Using the diversity of sources we can improve the delay in decoding each individual packet. The throughput improvement of such coded
caching strategies has been explored in a line of recent works [114–116]. However the analysis of smoothness of packet delivery from such distributed systems remains unexplored. We aim extend the work on point-to-point streaming to consider how to best store and combine the information received from each of the sources.

10.2 Alternate Smoothness Metrics

To capture the smoothness of packet delivery to the users, we considered smoothness exponent $\lambda$, defined as the exponent of the in-order decoding delay $D_k$. We found it particular tricky to come up with the best suited delay metric to evaluate the quality of streaming. We now discuss some alternate metrics that are also meaningful for streaming applications. In some regimes these metrics can be expressed in terms of the smoothness exponent $\lambda$.

10.2.1 Playback Delay

When packets are being generated in real-time at the source and played back at a constant rate at the receiver, playback delay (defined as the number of interrupted slots) is a good metric of the streaming quality. The authors in [103] analyze the playback delay of real-time streaming for uncoded packet transmission over a channel with long feedback delay.

In [104,105] we show that the number of interruptions in playback scales $\Theta(\log n)$ for a stream of length $n$. We then proposed codes that minimize the pre-log term for the no feedback and immediate feedback cases. For the no feedback case, the playback delay grows as $(1/\lambda) \cdot \log n$, where $\lambda = D(r\|p)$, the smoothness exponent. Recent work [113] shows that if the stream is available beforehand (non real-time), it is possible to guarantee constant number of interruptions, independent of $n$.

When the feedback to the source is delayed by $d$ slots, the analysis of playback delay becomes complicated, and is open for future research. In [105] we present some preliminary insights on this problem. We express the playback delay in terms of a random walk between two boundaries at a distance $d$ from each other.
10.2.2 In-order Delivery Delay

For applications such as Dropbox and remote desktop, the packets are required in-order, but are not played back at a constant rate. For example, a burst of in-order instructions delivered to a remote desktop can be executed almost instantaneously. Instead of playback delay, in-order delivery delay $D_k$ is a good metric for such applications. In-order delivery delay is analyzed in [14] for the no feedback case. In [13] the authors present bounds on the mean and variance of the in-order delivery delay when the source receives delayed feedback about packet erasures.

In Chapter 8 and Chapter 9 we consider the exponent of the in-order delivery delay $D_k$ as the smoothness metric. Instead, we can also analyze the expected value of in-order delivery delay. We refer to this as the ‘smoothness index’ and analyze it for multicast streaming with immediate feedback in [24].

10.2.3 Probability of Interruption

In [117] the authors consider the probability of interruption in playback as the delay metric. They study the trade-off between the throughput and the probability of interruption due to buffer underflow. For our system model, the probability of buffer underflow is same the probability of the inter-delivery delay $T$ exceeding the size of the buffer. Thus the probability of interruption is proportional to $e^{-\lambda B}$, where $B$ is the playback buffer size and $\lambda$ is the smoothness exponent.
Chapter 11

Concluding Remarks

11.1 Summary

The cloud provides flexible and scalable access to computing via thousands on shared servers in data centers. Fast and fluid response to users is one of the key metrics of performance. With applications becoming more interactive, we as users are becoming sensitive to even sub-second delays in response. Guaranteeing such low delays is challenging because service times can vary due to factors such as virtualization, outages, packet loss etc. And it is difficult to set up centralized monitoring of the servers to accurately estimate their state. In this thesis we use redundancy to reduce delay in a stateless and cost-efficient manner.

In Part I we study the simple idea of replicating computing tasks and waiting for the earliest to finish. Task replication can be a powerful and effective way to speed-up computing, without requiring constant monitoring of the servers. However, it can cost additional computing resources and increase queueing load at the servers. In Chapter 2 we presented a framework to analyze queues with redundancy. This analysis uncovered the surprising insight that for log-convex service distributions, replication not only reduces latency but also makes the system more efficient. Chapter 3 explored straggler replication strategies for computing jobs with many parallel tasks.

In Part II we generalized the task replication setup and analyze content download from erasure coded storage. If a content is erasure coded with an $(n,k)$ maximum-
distance-separable code, than any $k$ out of $n$ chunks are sufficient to recover it. Thus, the delay in content access can be reduced by requesting all $n$ chunks and waiting for $k$. This idea led to the formulation and analysis of the $(n, k)$ fork-join queueing system and its variants. We can show that coding can significantly reduce latency, without much computing and storage overhead.

Unlike traditional content download where only total delay matters, streaming requires the packets of the content to be delivered fast and in-order. In Part III we developed erasure codes that combine old and new packets effectively to ensure smooth playback with limited available bandwidth.

A unified view of the three parts of this thesis is that we study techniques to combat variability in the system and reduce delay, subject to the order and resource constraints. Part I and Part II focus on the overall latency, without order constraints tasks executed or the content downloaded. Part III accounts for these order constraints by considering in-order packet decoding. There are several unexplored intersections of these three areas. For instance, order constraints on tasks are common in cloud computing. In MapReduce the map tasks need to executed before reduce tasks. Optimal scheduling of tasks on cloud servers by accounting for these dependencies between tasks is a possible future direction. There are also interesting problems at the intersection on Part II and Part III. A complementary solution to our work on streaming codes is to access content at multiple caches to improve streaming quality.

11.2 Broader Future Directions

More broadly, it is well-known that the amount of data in the cloud is growing at an alarming rate. Thus there is an urgent need to build infrastructure to store and process this data in a fast, efficient and reliable fashion. This thesis develops a novel mathematical framework to understand how redundancy can help combat random service delays. Armed with this framework, we can approach problems of stochastic variability in a wide range of applications. Some areas of particular interest are described below.
• **Large-scale Machine Learning:** Machine learning algorithms constitute a large fraction of the computing performed in the cloud today. These algorithms require training of large neural networks using millions of training samples. For speed and scalability, training can be parallelized by creating model replicas that communicate with a central parameter server [73]. Such distributed learning frameworks suffer from service variability and stragglers, and can benefit from strategies similar to our work in Part I.

• **Crowdsourcing:** Humans are increasing becoming part of the cloud infrastructure. Tasks that require human intelligence can be assigned to workers via platforms like Amazon Mechanical Turk. Although it is mostly used for small tasks (e.g. image annotation) today, crowdsourcing has great potential in transforming the way humans accomplish large projects. Redundancy techniques based on this thesis can be applied to reduce the variability in waiting for workers to attempt and complete tasks.

• **Noisy Logic Devices:** The building blocks of all cloud infrastructure are logic gates and memory devices. Some emerging devices such as spintronic gates have a curious accuracy-speed trade-off; their accuracy improves if we allow them more time to settle. We are interested in developing techniques to guide circuit design that strikes a balance between accuracy and speed.

• **Energy Systems:** In the electricity grid, matching the supply and demand is crucial. This matching is becoming harder to achieve due to the increased integration of stochastically varying renewable sources. At the same time, data from smart meters provides novel opportunities to shift demand towards surplus supply. The probabilistic modeling and analysis techniques used in this thesis can be applied to construct data-driven scheduling to improve energy efficiency.
11.3 Final Remarks

In this thesis we explored the use of redundancy to reduce latency in cloud systems. Redundancy in the form of repetition, and more generally coding has been used in communication, network routing etc. for several decades. However its use was largely unexplored in the context of scheduling in cloud systems. This thesis presents a theoretical framework to study queueing systems with redundancy, and reduce delay in a cost-efficient manner.

The central idea behind this work is to build a reliable system from a set of unreliable and unpredictable components. From the diversity in the future directions discussed above, it is apparent that imperfect components arise in almost every practical system. And redundancy can help deal with those imperfections. We are curious to explore many more applications of this simple, yet powerful idea.
Appendix A

Properties of Log-concavity

In this section we present some properties and examples of log-concave and log-convex random variables that are relevant to this work. For more properties please see [52].

Property 1 (Jensen’s Inequality). If $F_X$ is log-concave, then for $0 < \theta < 1$ and for all $x, y \in [0, \infty)$,

$$
\Pr(X > \theta x + (1 - \theta)y) \geq \Pr(X > x)^\theta \Pr(X > y)^{1-\theta}.
$$

(A.1)

The inequality is reversed if $\bar{F}_X$ is log-convex.

Proof. Since $\bar{F}_X$ is log-concave, log $\bar{F}_X$ is concave. Taking log on both sides on (A.1) we get the Jensen’s inequality which holds for concave functions.

In past literature saying $X$ is log-concave usually means that $f$ is log-concave. This implies that $F$ and $\bar{F}$. However log-convex $f$, does not always imply log-convexity of $F$ and $\bar{F}$.

Property 2 (Scaling). If $\bar{F}_X$ is log-concave, for $0 < \theta < 1$,

$$
\Pr(X > x) \leq \Pr(X > \theta x)^{1/\theta}
$$

(A.2)

The inequality is reversed if $\bar{F}_X$ is log-convex.
Proof. We can derive (A.2) by setting $y = 0$ in (A.1).

\[
\Pr(X > \theta x + (1 - \theta)0) \geq \Pr(X > x)^\theta \Pr(X > 0)^{1-\theta},
\]

(A.3)

\[
\Pr(X > \theta x) \geq \Pr(X > x)^\theta.
\]

(A.4)

To get (A.4) we observe that if $\bar{F}_X$ is log-concave, then $\Pr(X > 0)$ has to be 1. Otherwise log-concavity is violated at $x = 0$. Raising both sides of (A.4) to power $1/\theta$ we get (A.2). The reverse inequality of log-convex $\bar{F}_X$ can be proved similarly. \qed

**Property 3 (Sub-multiplicativity).** If $\bar{F}_X$ is log-concave, the conditional tail probability of $X$ satisfies for all $t, x > 0$,

\[
\Pr(X > x + t | X > t) \leq \Pr(X > x)
\]

(A.5)

\[
\Leftrightarrow \Pr(X > x + t) \leq \Pr(X > x) \Pr(X > t)
\]

(A.6)

The inequalities above are reversed if $\bar{F}_X$ is log-convex.

Proof.

\[
\Pr(X > x) \Pr(X > t)
\]

(A.7)

\[
= \Pr\left(X > \frac{x}{x + t}(x + t)\right) \Pr\left(X > \frac{t}{x + t}(x + t)\right),
\]

(A.8)

\[
\geq \Pr(X > x + t)^\frac{1}{x+t} \Pr(X > x + t)^\frac{1}{x+t},
\]

(A.9)

where we apply Property 2 to (A.8) to get (A.9). Equation (A.5) follows from (A.9). \qed

Note that for exponential $F_X$ which is memoryless, (A.5) holds with equality. Thus log-concave distributions can be thought to have ‘optimistic memory’, because the conditional tail probability decreases over time. On the other hand, log-convex distributions have ‘pessimistic memory’ because the conditional tail probability increases over time. The definition of the notions ‘new-better-than-used’ in [46] is same as (A.5). By Property 3 log-concavity of $F_X$ implies that $X$ is new-better-than-used.
New-better-than-used distributions are referred to as ‘light-everywhere’ in [48] and ‘new-longer-than-used’ in [49].

**Property 4 (Mean Residual Life).** If $\bar{F}_X$ is log-concave (log-convex), $\mathbb{E}[X - t | X > t]$, the mean residual life after time $t > 0$ has elapsed is non-increasing (non-decreasing) in $t$.

of Lemma 1. Lemma 1 is true for log-concave $\bar{F}_X$ if $r\mathbb{E}[X_{1:r}] \leq (r + 1)\mathbb{E}[X_{1:r+1}]$ for all integers $r \geq 1$. This inequality can be simplified as follows.

\[
\begin{align*}
& r\mathbb{E}[X_{1:r}] \leq (r + 1)\mathbb{E}[X_{1:r+1}] \quad \text{(A.10)} \\
& \Leftrightarrow r \int_0^\infty \Pr(X_{1:r} > x) dx \leq \int_0^\infty (r + 1) \Pr(X_{1:r+1} > x) dx, \quad \text{(A.11)} \\
& \Leftrightarrow r \int_0^\infty \Pr(X > x)^r dx \leq \int_0^\infty (r + 1) \Pr(X > x)^{r+1} dx, \quad \text{(A.12)} \\
& \Leftrightarrow \int_0^\infty \Pr\left(X > \frac{x'}{r}\right)^r dx' \leq \int_0^\infty \Pr\left(X > \frac{x'}{r+1}\right)^{r+1} dx', \quad \text{(A.13)}
\end{align*}
\]

We get (A.11) using the fact that the expected value of a non-negative random variable is equal to the integral of its tail distribution. To get (A.12) observe that since $X_{1:r} = \min(X_1, X_2, \cdots, X_r)$ for i.i.d. $X_i$, we have $\Pr(X_{1:r} > x) = (r + 1) \Pr(X > x)^{r+1}$ for all $x > 0$. Similarly $\Pr(X_{1:r+1} > x) = \Pr(X > x)^{r+1}$. Next we perform a change of variables on both sides of (A.12) to get (A.13).

Now we use Property 2 to compare the two integrands in (A.13). Setting $\theta = r/r + 1$ and $x = x'/r$ in Property 2, we get

\[
\Pr\left(X > \frac{x'}{r}\right)^r \leq \Pr\left(X > \frac{x'}{r+1}\right)^{r+1} \quad \text{for all } x' \geq 0. \quad \text{(A.14)}
\]

Hence, by (A.14) and the equivalences in (A.10)-(A.13) it follows that for log-concave $\bar{F}_X$ if $r\mathbb{E}[X_{1:r}]$ is non-decreasing in $r$. For log-convex $\bar{F}_X$, we can show that $r\mathbb{E}[X_{1:r}]$ is non-increasing in $r$ by reversing all inequalities above.

\[\square\]

**Remark 10.** If $X$ is new-better-than-used (a weaker notion implied by log-concavity
of $X$), it can be shown that

$$
\mathbb{E}[X] \leq r \mathbb{E}[X_{1,r}] \text{ for all integers } r \geq 1
$$

(A.15)

This is weaker than Lemma 1 which shows the monotonicity of $r \mathbb{E}[X_{1,r}]$ for log-concave (log-convex) $X$.

**Property 5** (Hazard Rates). If $\bar{F}_X$ is log-concave (log-convex), then the hazard rate $h(x)$, which is defined by $-\bar{F}_X'(x)/\bar{F}_X(x)$, is non-decreasing (non-increasing) in $x$.

**Property 6** (Coefficient of Variation). The coefficient of variation $C_v = \sigma/\mu$ is the ratio of the standard deviation $\sigma$ and mean $\mu$ of random variable $X$. For log-concave (log-convex) $X$, $C_v \leq 1$ ($C_v \geq 1$), and $C_v = 1$ when $X$ is pure exponential.

**Property 7** (Examples of Log-concave $\bar{F}_X$). The following random variables have log-concave $\bar{F}_X$:

- Shifted Exponential (Exponential plus constant $\Delta > 0$)
- Uniform over any convex set
- Weibull with shape parameter $c \geq 1$
- Gamma with shape parameter $c \geq 1$
- Chi-squared with degrees of freedom $c \geq 2$

**Property 8** (Examples of Log-convex $\bar{F}_X$). The following random variables have log-convex $\bar{F}_X$:

- Exponential
- Hyper Exponential (Mixture of exponentials)
- Weibull with shape parameter $0 < c < 1$
- Gamma with shape parameter $0 < c < 1$
Appendix B

Proof of Theorem 3

Proof of Theorem 3. Using (2.4), we can express the cost $C$ in terms of the relative task start times $t_i$, and $S$ as follows. Since only $r$ tasks are invoked, the relative start times $t_{r+1}, \ldots, t_n$ are equal to $\infty$.

$$C = S + (S - t_2)^+ + \cdots + (S - t_r)^+, \quad \text{(B.1)}$$

where $S$ is the time between the start of service of the earliest task, and when any 1 of the $r$ tasks finishes. The tail distribution of $S$ is given by

$$\Pr(S > s) = \prod_{i=1}^{r} \Pr(X > s - t_i). \quad \text{(B.2)}$$

By taking expectation on both sides of (B.1) and simplifying we get,

$$\mathbb{E}[C] = \sum_{u=1}^{r} \int_{t_u}^{\infty} \Pr(S > s)ds, \quad \text{(B.3)}$$

$$= \sum_{u=1}^{r} u \int_{t_u}^{t_{u+1}} \Pr(S > s)ds, \quad \text{(B.4)}$$

$$= \sum_{u=1}^{r} u \int_{0}^{t_{u+1}-t_u} \Pr(S > t_u + x)dx, \quad \text{(B.5)}$$

$$= \sum_{u=1}^{r} u \int_{0}^{t_{u+1}-t_u} \prod_{i=1}^{u} \Pr(X > x + t_u - t_i)dx. \quad \text{(B.6)}$$
We now prove that for log-concave \( \bar{F}_X \), \( \mathbb{E}[C] \geq \mathbb{E}[X] \). The proof that \( \mathbb{E}[C] \leq \mathbb{E}[X] \) when \( \bar{F}_X \) is log-convex follows similarly with all inequalities below reversed. We express the integral in (B.6) as,

\[
\mathbb{E}[C] = \sum_{u=1}^{r} u \left( \int_{0}^{\infty} \prod_{i=1}^{u} \Pr(X > x + t_{u} - t_{i}) \, dx - \int_{0}^{\infty} \prod_{i=1}^{u} \Pr(X > x + t_{u+1} - t_{i}) \, dx \right),
\]

(B.7)

\[
= \sum_{u=1}^{r} \left( \int_{0}^{\infty} \prod_{i=1}^{u} \Pr \left( X > \frac{x'}{u} + t_{u} - t_{i} \right) \, dx' - \int_{0}^{\infty} \prod_{i=1}^{u} \Pr \left( X > \frac{x'}{u} + t_{u+1} - t_{i} \right) \, dx' \right),
\]

(B.8)

\[
= \mathbb{E}[X] + \sum_{u=2}^{r} \int_{0}^{\infty} \left( \prod_{i=1}^{u} \Pr \left( X > \frac{x'}{u} + t_{u} - t_{i} \right) - \prod_{i=1}^{u-1} \Pr \left( X > \frac{x'}{u-1} + t_{u} - t_{i} \right) \right) \, dx',
\]

(B.9)

\[
\geq \mathbb{E}[X],
\]

(B.10)

where in (B.7) we express each integral in (B.6) as a difference of two integrals from 0 to \( \infty \). In (B.8) we perform a change of variables \( x = x'/u \). In (B.9) we rearrange the grouping of the terms in the sum; the \( u^{th} \) negative integral is put in the \( u+1 \) term of the summation. Then the first term of the summation is simply \( \int_{0}^{\infty} \Pr(X > x) \, dx \) which is equal to \( \mathbb{E}[X] \). In (B.9) we use the fact that each term in the summation in (B.8) is positive when \( \bar{F}_X \) is log-concave. This is shown in Lemma 20 below.

Next we prove that for log-concave \( \bar{F}_X \), \( \mathbb{E}[C] \leq r\mathbb{E}[X_{1:r}] \). Again, the proof of \( \mathbb{E}[C] \geq r\mathbb{E}[X_{1:r}] \) when \( \bar{F}_X \) is log-convex follows with all the inequalities below reversed.
\[
\begin{align*}
\mathbb{E}[C] & \leq \sum_{u=1}^{r} \left( \int_{0}^{x_{u+1} - t_{u}} \prod_{i=1}^{u} \Pr \left( X > \frac{x + t_{u} - t_{i}}{r} \right) \right)^{r/u} dx, \\
& = \sum_{u=1}^{r} \left( \int_{0}^{\infty} \prod_{i=1}^{u} \Pr \left( X > \frac{x' + u(t_{u} - t_{i})}{r} \right) dx' \right) - \int_{0}^{\infty} \prod_{i=1}^{u} \Pr \left( X > \frac{x' + u(t_{u+1} - t_{i})}{r} \right) dx', \\
& = \int_{0}^{\infty} \Pr \left( X > \frac{x'}{u} \right)^{r} dx' + \sum_{u=2}^{r} \left( \int_{0}^{\infty} \prod_{i=1}^{u} \Pr \left( X > \frac{x' + u(t_{u} - t_{i})}{r} \right) \right)^{r/u} dx' - \int_{0}^{\infty} \prod_{i=1}^{u-1} \Pr \left( X > \frac{x' + (u-1)(t_{u} - t_{i})}{r} \right)^{r/u} dx', \\
& \leq r \mathbb{E}[X_{1:r}],
\end{align*}
\] (B.11)

where we get (B.11) by applying Property 2 to (B.6). In (B.12) we express the integral as a difference of two integrals from 0 to \(\infty\), and perform a change of variables \(x = x'/u\). In (B.13) we rearrange the grouping of the terms in the sum; the \(u\)th negative integral is put in the \(u+1\) term of the summation. The first term is equal to \(r \mathbb{E}[X_{1:r}]\). We use Lemma 21 to show that each term in the summation in (B.13) is negative when \(\bar{F}_X\) is log-concave.

Lemma 20. If \(\bar{F}_X\) is log-concave,
\[
\prod_{i=1}^{u} \Pr \left( X > \frac{x'}{u} + t_{u} - t_{i} \right) \geq \prod_{i=1}^{u-1} \Pr \left( X > \frac{x'}{u-1} + t_{u} - t_{i} \right). \tag{B.15}
\]

The inequality is reversed for log-convex \(\bar{F}_X\).

Proof of Lemma 20. We bound the left hand side expression as follows.
\[
\prod_{i=1}^{u} \Pr \left( X > \frac{x}{u} + t_{u} - t_{i} \right)
= \Pr(S > t_{u}) \prod_{i=1}^{u} \Pr \left( X > \frac{x}{u} + t_{u} - t_{i} \mid X > t_{u} - t_{i} \right), \tag{B.16}
\]
\[ \Pr(S > t_u) \Pr \left( X > \frac{x}{u^2} \right) \leq \prod_{i=1}^{u-1} \Pr \left( X > \frac{x}{u-1} + t_u - t_i \right) \]  

(B.17)

\[ \geq \Pr(S > t_u) \prod_{i=1}^{u-1} \Pr \left( X > \frac{x}{u} + t_u - t_i \right) \]  

(B.18)

\[ \geq \Pr(S > t_u) \prod_{i=1}^{u-1} \Pr \left( X > \frac{x}{u-1} + t_u - t_i \right) \]  

(B.19)

\[ = \prod_{i=1}^{u-1} \Pr \left( X > \frac{x}{u-1} + t_u - t_i \right) \]  

(B.20)

where we use Property 3 to get (B.18). The inequality in (B.19) follows from applying Property 2 to the conditional distribution \( \Pr(Y > x'/u) = \Pr(X > x'/u + t_u - t_i | X > t_u - t_i) \), which is also log-concave.

For log-convex \( \overline{F_X} \) all the inequalities can be reversed.

Lemma 21. If \( \overline{F_X} \) is log-concave,

\[ \prod_{i=1}^{u} \Pr \left( X > \frac{x + u(t_u - t_i)}{r} \right)^{\frac{r}{u^2}} \leq \prod_{i=1}^{u-1} \Pr \left( X > \frac{x + (u-1)(t_u - t_i)}{r} \right)^{\frac{r}{u}} \]  

(B.21)

The inequality is reversed for log-convex \( \overline{F_X} \).

Proof of Lemma 21. We start by simplifying the left-hand side expression, raised to the power \( (u-1)/r \).

\[ \prod_{i=1}^{u} \Pr \left( X > \frac{x + u(t_u - t_i)}{r} \right)^{\frac{u-1}{u}} = \Pr \left( X > \frac{x}{r} \right)^{\frac{u-1}{u}} \prod_{i=1}^{u-1} \Pr \left( X > \frac{x + u(t_u - t_i)}{r} \right)^{\frac{u-1}{u}} \]  

(B.22)

\[ = \prod_{i=1}^{u-1} \Pr \left( X > \frac{x}{r} \right)^{\frac{u-1}{u}} \Pr \left( X > \frac{x + u(t_u - t_i)}{r} \right)^{\frac{u-1}{u}} \]  

(B.23)

\[ \leq \prod_{i=1}^{u-1} \Pr \left( X > \frac{x + (u-1)(t_u - t_i)}{r} \right) \]  

(B.24)

where (B.24) follows from the log-concavity of \( \Pr(X > x) \), and the Jensen’s equality. The inequality is reversed for log-convex \( F_X \).
Appendix C

Results from Order Statistics

C.1 Central order statistics

For an order statistic $X_{k:n}$, we called it a central order statistic if $k \approx np$ for some $p \in (0, 1)$. In this case, $X_{k:n}$ is asymptotically normal, concentrated around the $p$-th quantile of $X$, as indicated by the following result called the Central Value Theorem (Theorem 10.3 in [118]).

**Theorem 14** (Central Value Theorem). Given $X_1, X_2, \ldots, X_n \overset{i.i.d.}{\sim} F$, if $0 < p < 1$ and $0 < f(x_p) < \infty$, where $x_p = F^{-1}(p)$, then for $k = k(n)$ such that $k = np + o(\sqrt{n})$,

$$X_{k:n} \xrightarrow{P} N\left(x_p, \frac{p(1-p)}{nf^2(x_p)}\right)$$

where $f(\cdot)$ is the p.d.f. corresponds to $F$ and $\xrightarrow{P}$ denotes convergence in probability as $n \to \infty$.

C.2 Extreme order statistics

Extreme value theory (EVT) is an asymptotic theory of extremes, i.e., minima and maxima. It shows that if a distribution belongs to one of three families of distributions (Theorem 15), then its maxima can be well characterized asymptotically as given
by Theorem 16, which is also referred to as the Fisher-Tippett-Gnedenko Theorem (Theorem 1.1.3 in [119]).

**Theorem 15** (Domains of attraction). A distribution function $F_X$ has one of the following domains of attraction if it satisfies the conditions of the extreme value distribution $G(x)$ if and only if

1. $F_X \in \text{DA} (\Lambda)$ if and only if there exists $\eta(x) > 0$ such that
   $$\lim_{x \to \omega(F)^-} \frac{\bar{F}(x + t\eta(x))}{\bar{F}(x)} = e^{-t};$$

2. $F_X \in \text{DA} (\Phi_\xi)$ if and only if $\omega(F) = \infty$ and
   $$\lim_{x \to \infty} \frac{\bar{F}(tx)}{\bar{F}(x)} = t^{-\xi}, \quad t > 0;$$

3. $F_X \in \text{DA} (\Psi_\xi)$ if and only if $\omega(F) < \infty$ and
   $$\lim_{x \to 0^+} \frac{\bar{F}(\omega(F) - tx)}{\bar{F}(\omega(F) - x)} = t^\xi, \quad t > 0;$$

where $\omega(x) = \sup\{x : F_X(x) < 1\}$, the upper end point of the distribution $F_X$.

Intuitively, $F \in \text{DA} (\Lambda)$ corresponds to the case that $\bar{F}$ has an exponentially decaying tail, $F \in \text{DA} (\Phi_\xi)$ corresponds to the case that $\bar{F}$ has heavy tail (such as polynomially decaying), and $F \in \text{DA} (\Psi_\xi)$ corresponds to the case that $\bar{F}$ has a short tail with finite upper bound.

**Theorem 16** (Extreme Value Theorem). Given $X_1, \ldots, X_n \overset{i.i.d.}{\sim} F$, if there exist sequences of constants $a_n > 0$ and $b_n \in \mathbb{R}$ such that

$$\mathbb{P} \left[ (X_{n:n} - b_n)/a_n \leq x \right] \to G(x) \quad (C.1)$$

as $n \to \infty$ and $G(\cdot)$ is a non-degenerate distribution. The extreme value distribution $G(x)$ and the values of $a_n$ and $b_n$ depend on the domain of attraction (and hence the tail behavior) of $F_X$ given by Theorem 15.
1. For $F_X \in \text{DA}(\Lambda)$,

\[
\begin{align*}
   a_n &= \eta(F^{-1}(1 - 1/n)), \
   b_n &= F^{-1}(1 - 1/n), \
   G(x) &= \Lambda(x) = \exp \{-\exp(-x)\}
\end{align*}
\]

where $\Lambda(x)$ is called the Gumbel distribution.

2. For $F_X \in \text{DA}(\Phi_\xi)$,

\[
\begin{align*}
   a_n &= F^{-1}(1 - 1/n), \
   b_n &= 0, \
   G(x) &= \Phi_\xi(x) = \begin{cases} 
   0 & x \leq 0 \\
   \exp\{-x^{-\xi}\} & x > 0
   \end{cases}
\end{align*}
\]

where $\Phi_\xi(x)$ is called the Fréchet distribution.

3. For $F_X \in \text{DA}(\Psi_\xi)$,

\[
\begin{align*}
   a_n &= \omega(F) - F^{-1}(1 - 1/n), \
   b_n &= \omega(F), \
   G(x) &= \Psi_\xi(x) = \begin{cases} 
   \exp\{-(-x)^\xi\} & x < 0, \\
   1 & x \geq 0
   \end{cases}
\end{align*}
\]

where $\Psi_\xi(x)$ is called the reversed-Weibull distribution.

Based on Theorem 16, we can derive the expected value of extreme values, as shown in Lemma 22.
Lemma 22 (Expected Extreme Values).

\[ E[\Lambda] = \gamma_{\text{EM}}, \]
\[ E[\Phi_\xi] = \begin{cases} 
\Gamma(1 - 1/\xi) & \xi > 1 \\
+\infty & \text{otherwise}, 
\end{cases} \]
\[ E[\Psi_\xi] = -\Gamma(1 + 1/\xi), \]

where \( \gamma_{\text{EM}} \) is the Euler-Mascheroni constant and \( \Gamma(\cdot) \) is the Gamma function, i.e.,

\[ \Gamma(t) \triangleq \int_0^{\infty} x^{t-1} e^{-x} \, dx. \]

We can also characterize the limit distribution of the sample extreme \( X_{1:n} \) analogously via Theorem 16 by

\[ X_{1:n} = \min \{X_1, \ldots, X_n\} = -\max \{-X_1, \ldots, -X_n\}. \]

It is worth noting that the distribution function for \(-X\) may be in a different domain of attraction from that of \(X\).
Appendix D

Proofs of Chapter 3

D.1 Latency and cost for general $F_X$

Proof of Lemma 9. First consider $\pi_{kill}$ where we relaunch the original copy, and add $r$ replicas for each of the $pn$ straggling tasks. Thus, there are $r + 1$ identical replicas of each task after forking. The residual execution time distribution $F_Y$ (after time $T^{(1)}$ when the replicas are added) of each task is the minimum of $r + 1$ i.i.d. random variables with distribution $F_X$. Hence,

\begin{equation}
\Pr(Y > y) = \Pr(\min(X_1, X_2, \ldots X_{r+1}) > y), \tag{D.1}
\end{equation}

\begin{equation}
\bar{F}_Y(y) = \bar{F}_X(y)^{r+1} \quad \text{for } \pi_{kill}. \tag{D.2}
\end{equation}

For $\pi_{kill}$, there is 1 original replica and $r$ new replicas of each of the straggling tasks. Thus, the tail distribution $\bar{F}_Y(y) = 1 - F_Y(y)$ is given by

\begin{equation}
\Pr(Y > y) = \Pr(X_1 > y + T^{(1)} | X_1 > T^{(1)}) \cdot \Pr(\min(X_2, \ldots X_{r+1}) > y), \tag{D.3}
\end{equation}

\begin{equation}
\bar{F}_Y(y) = \frac{\bar{F}_X(y + T^{(1)})}{\bar{F}_X(T^{(1)})} \bar{F}_X(y)^{r}. \tag{D.4}
\end{equation}
As the number of tasks $n \to \infty$ by Theorem 14 we have $T^{(1)} \to F^{-1}_X(1 - p)$. Hence,
\[
\bar{F}_Y(y) = \frac{\bar{F}_X\left(y + F^{-1}_X(1 - p)\right)}{p} \bar{F}_X(y)^r \quad \text{for } \pi_{\text{keep}}.
\]

\textit{Proof of Theorem 5.} The expected latency $\mathbb{E}[T]$ can be divided into two parts: before and after replication.
\[
\mathbb{E}[T] = \mathbb{E}[T^{(1)}] + \mathbb{E}[T^{(2)}],
\]
\[
= \mathbb{E}[X_{(1-p)n:n}] + \mathbb{E}\left[\max_{j=1,2,\ldots,pn} Y_j\right],
\]
\[
= F^{-1}_X(1 - p) + \mathbb{E}[Y_{pn:pn}] .
\]

The time before forking $T^{(1)}$ is the time until $(1 - p)n$ of the $n$ tasks launched at time 0 finish. Thus, its expected value $\mathbb{E}[T^{(1)}]$ is the expectation of the $(1 - p)n$th order statistic $X_{(1-p)n:n}$ of $n$ i.i.d. random variables with distribution $F_X$. By the Central Value Theorem stated as Theorem 14, for $n \to \infty$, this term goes to inverse CDF value $F^{-1}_X(1 - p)$. At this forking point, the scheduler introduces replicas of the $pn$ straggling tasks. The distribution $F_Y$ of the residual execution time (minimum over the $r + 1$ replicas) of each straggling task is given by Lemma 9. Thus the term $\mathbb{E}[T^{(2)}]$ in (D.6) is the expected value of the maximum of $pn$ i.i.d. random variables with distribution $F_Y$.

Recall from Definition 9 that the expected cost $\mathbb{E}[C]$ is the sum of the running times of all machines, normalized by the number of tasks $n$. We can analyze $\mathbb{E}[C]$ by dividing it into sum of machine runtimes before and after forking.

\[
\mathbb{E}[C] = \mathbb{E}[C^{(1)}] + \mathbb{E}[C^{(2)}],
\]
\[
\mathbb{E}[C^{(1)}] = \frac{1}{n} \sum_{i=1}^{(1-p)n} \mathbb{E}[X_{i:n}] + \frac{np}{n} \mathbb{E}[T^{(1)}],
\]
\[
= \frac{1}{n} \sum_{i=1}^{(1-p)n} F^{-1}_X\left(\frac{i}{n}\right) + pF^{-1}_X(1 - p),
\]
\[
= \int_0^{1-p} F^{-1}_X(h)dh + pF^{-1}_X(1 - p).
\]
\[ \mathbb{E} [C^{(2)}] = \frac{1}{n} \sum_{j=1}^{pm} (r + 1) \mathbb{E} [Y_j], \quad (D.11) \]

\[ = (r + 1) p \cdot \mathbb{E} [Y]. \quad (D.12) \]

The cost before forking $\mathbb{E} [C^{(1)}]$ consists of the cost for the $(1 - p)n$ tasks that finish first, plus the cost for the $pn$ straggling tasks. The first term in (D.8) is the sum of the expected values of the smallest $(1 - p)n$ execution times. Using Theorem 14, we can show that the $i^{th}$ term in the summation goes to $F_X^{-1}(i/n)$ as $n \to \infty$. Expressing the sum as an integral over $h = i/n$ we get the first term in (D.10). The second term in (D.8), is the normalized running time of the $pn$ straggling tasks before forking. Substituting $\mathbb{E} [T^{(1)}]$ from (D.6) and simplifying, we get (D.10).

The cost after forking, $\mathbb{E} [C^{(2)}]$ is the normalized sum of the runtimes of the $r + 1$ replicas of each of the $pn$ straggling tasks. By Lemma 9, the residual execution time of the $j^{th}$ straggling task is $Y_j \sim F_Y$. Since the scheduler kills all replicas as soon as one replica finishes, the expected runtime for the $j^{th}$ straggling task is $(r + 1) \mathbb{E} [Y_j]$. Thus, the cost in (D.11) is the sum of $(r + 1) \mathbb{E} [Y_j]$ over the $pn$ tasks, normalized by $n$. Since $Y_j$ are i.i.d, we can reduce this to (D.12). \qed

To prove Lemma 10, we characterize the expected maximum of a large number of random variables using Theorem 16. First, we state Lemma 23 which implies that the domain of attraction (see Theorem 15) of $F_Y$ is same as that of $F_X$.

**Lemma 23** (Domain of attraction for $F_Y$). Given a single fork policy $\pi (p, r; n)$ with $0 < p < 1$,

1. if $F_X \in DA (\Lambda)$, then $F_Y \in DA (\Lambda)$;

2. if $F_X \in DA (\Phi_\xi)$, then $F_Y \in DA (\Phi_{(r+1)\xi})$;

3. if $F_X \in DA (\Psi_\xi)$, then $F_Y \in DA (\Psi_{(r+1)\xi})$ for $\pi_{kill} (p, r)$ and $F_Y \in DA (\Psi_\xi)$ for $\pi_{keep} (p, r)$.
The proof follows directly from Lemma 9 and Theorem 15, and hence is omitted here.

**Proof of Lemma 10.** We can use Lemma 23 to find the domain of attraction of $F_Y$. Then from (C.1) we have

$$E[Y_{n:n}] = \tilde{a}_n E[G(y)] + \tilde{b}_n,$$

where $E[G(y)]$ can be found using Theorem 16 and Lemma 22.

**Proof of Lemma 11.** When we kill the original copy, the residual execution time

$$Y_{\text{kill}} = \min \{X_{1:r}, X_O\},$$

where $X_O$ is the additional time needed for the original copy to finish, and satisfies

$$P[X_O > x] = P[X > x + t | X > t],$$

where $t$ is the forking time. When we keep the original copy, the residual execution time satisfies

$$Y_{\text{keep}} = \min \{X_{1:r}, X\}.$$

Then the proof follows from the properties of stochastic dominance of $X_O$ over $X$ and vice-versa depending on whether $X$ is new-longer-than-used or new-shorter-than-used.

**D.2 Latency and Cost for Pareto $F_X$**

We prove Theorem 7, which evaluates the latency $E[T]$ and computing cost $E[C]$ metrics when the task execution time distribution $F_X$ is the Pareto, as defined in (3.16).
Proof of Theorem 7. From Theorem 5 we have

\[ \mathbb{E}[T] = F_X^{-1}(1-p) + \mathbb{E}[Y_{pn}], \]

\[ = x_m p^{-1/\alpha} + \bar{a}_p \mathbb{E} \left[ \Phi_{(r+1)\alpha} \right], \quad (D.13) \]

\[ = x_m p^{-1/\alpha} + \bar{a}_p \Gamma \left( 1 - 1 \frac{1}{(r+1)\alpha} \right). \quad (D.14) \]

\[ \mathbb{E}[C] = \int_0^{1-p} F_X^{-1}(h) dh + pF_X^{-1}(1-p) + (r+1)p \mathbb{E}[Y], \quad (D.15) \]

\[ = x_m \int_0^{1-p} (1-h)^{-1/\alpha} dh + px_m p^{-1/\alpha} + (r+1)p \mathbb{E}[Y], \]

\[ = x_m \frac{\alpha}{\alpha - 1} [1 - p^{-1/\alpha}] + x_m p^{-1/\alpha} + (r+1)p \mathbb{E}[Y], \]

\[ = x_m \frac{\alpha}{\alpha - 1} - x_m \frac{p^{1-1/\alpha}}{\alpha - 1} + (r+1)p \mathbb{E}[Y]. \quad (D.16) \]

To obtain (D.13) we first observe that since \( F_X \) is Pareto, by Theorem 15 it falls into the Fréchet domain of attraction, i.e. \( F_X \in DA(\Phi_{\alpha}) \). Then using Lemma 23 we can show that \( F_Y \in DA(\Phi_{(r+1)\alpha}) \). Subsequently, using Theorem 16 and Lemma 22 we get (D.14). To derive the expected cost (D.16) we substitute \( F_X^{-1}(h) = x_m (1-h)^{-1/\alpha} \) in the first and second terms in (D.15) and simplify the expression. To find \( \bar{a}_p \) and \( \mathbb{E}[Y] \) in (D.14) and (D.16) respectively we consider the cases of killing the original task (\( \pi_{\text{kill}} \)) and keeping the original task (\( \pi_{\text{keep}} \)) separately.

Case 1: Killing the original task (\( \pi_{\text{kill}} \))

For a single-fork policy that kills the original task, the scheduler waits for \((1-p)n\) tasks to finish and then relaunches each of the \(pn\) straggler tasks on a new machine.

\[ Y = \min(X_1, X_2, \ldots X_{r+1}), \]

\[ Y \sim \text{Pareto}((r+1)\alpha, x_m). \quad (D.17) \]

From (C.5) in Theorem 16 we can evaluate \( \bar{a}_p \) as follows

\[ \bar{a}_p = F_Y^{-1} \left( 1 - \frac{1}{pn} \right) = x_m (pn)^{1/\alpha}. \]
And $\mathbb{E}[Y]$ of (D.17) can be evaluated as

$$\mathbb{E}[Y] = \frac{(r + 1)^\alpha}{(r + 1)^\alpha - 1} x_m. \hspace{1cm} \text{(D.18)}$$

**Case 2: Keeping the original task ($\pi_{\text{keep}}$)**

For a single-fork policy that keeps the original task, the scheduler keeps the original copy, and adds $r$ additional replicas for each straggling task. Using Lemma 9 we can show that

$$\bar{F}_Y(y) = \frac{1}{p} \left( \frac{x_m}{y} \right)^\alpha \left( \frac{x_m}{y + x_m p^{-1/\alpha}} \right)^\alpha. \hspace{1cm} \text{(D.19)}$$

From (C.5) in Theorem 16, $\tilde{a}_{pm} = \bar{F}_Y^{-1} \left( \frac{1}{pm} \right)$, which simplifies to

$$(pn)^{1/\alpha} = \left( 1 + \frac{\tilde{a}_{pn}}{x_m p^{-1/\alpha}} \right) \left( \frac{\tilde{a}_{pn}}{x_m} \right)^r,$$

which simplifies to (3.21). The expected value of $Y$ can be found by numerically integrating $\bar{F}_Y(y)$ in (D.19) over its support. \qed

**Proof of Corollary 6.** For the case of killing the original task, it follows directly from (3.17) and (3.19). For the case of keeping the original task, note that $\tilde{a}_{pm}$ grows with $n$, and hence when $n$ is large enough, from (3.21) we have

$$\tilde{a}_{pm}^{r+1} \leq n^{1/\alpha} x_m^{r+1} \leq 2\tilde{a}_{pm}^{r+1}, \hspace{1cm} \text{(D.20)}$$

and then the result holds again following (3.17). \qed

**D.3 Latency and Cost for Shifted Exponential $F_X$**

Now we prove Theorem 6, which gives the latency-cost trade-off when the distribution of the execution time $X$ is a shifted exponential given by (3.13).
Proof of Theorem 6.

\[ \mathbb{E} [T] = F_X^{-1}(1 - p) + \mathbb{E} [Y_{p:n:p}] , \]
\[ = \Delta - \frac{1}{\mu} \ln p + \tilde{a}_{pm} \mathbb{E} [\Lambda] + \tilde{b}_{pm} , \tag{D.21} \]
\[ = \Delta - \frac{1}{\mu} \ln p + \tilde{a}_{pm} \gamma_{EM} + \tilde{b}_{pm} . \tag{D.22} \]

\[ \mathbb{E} [C] = \int_0^{1-p} F_X^{-1}(h) dh + pF_X^{-1}(1 - p) + (r + 1)p \cdot \mathbb{E} [Y] , \tag{D.23} \]
\[ = \int_0^{1-p} \left( \Delta - \frac{1}{\mu} \ln (1 - h) \right) dh + p \left( \Delta - \frac{1}{\mu} \ln p \right) , \tag{D.24} \]
\[ = \Delta + \frac{1}{\mu} (p \ln p + (1 - p)) + p \Delta - \frac{p}{\mu} \ln p , \tag{D.25} \]
\[ = \Delta(1 + p) + \frac{1 - p}{\mu} + (r + 1)p \cdot \mathbb{E} [Y] . \tag{D.26} \]

To find \( \mathbb{E} [Y] , \tilde{a}_{pm} \) and \( \tilde{b}_{pm} \) we consider the cases of relaunching \((l = 0)\) and no relaunching \((l = 1)\) separately.

\textbf{Case 1: Killing the original task (} \( \pi_{\text{kill}} \)\)

\( Y = \min \{ X_1 , X_2 , \cdots , X_{r+1} \} \) \hspace{1cm} (D.27)
\( \sim \text{ShiftedExp}(\Delta , (r + 1)\mu) \) \hspace{1cm} (D.28)
\[ \mathbb{E} [Y] = \Delta + \frac{1}{(r + 1)\mu} \tag{D.29} \]

Based on Theorem 15, for \( \eta(y) = 1/((r + 1)\mu) \) we have

\[ \lim_{y \rightarrow \omega(F_Y)} \frac{\bar{F}_Y(y + u\eta(y))}{\bar{F}_Y(y)} = e^{-u} . \tag{D.30} \]

By Theorem 16 and Theorem 15, the maximum of shifted exponential belongs to the
Gumbel family with

\[ \tilde{a}_{pn} = \frac{1}{\mu(1 + r)} , \]

\[ \tilde{b}_{pn} = \tilde{F}_Y^{-1}(1/n) = \Delta + \frac{\ln(pn)}{\mu(r + 1)} . \]

**Case 2: Keeping the original task (\(\pi_{\text{keep}}\))**

In the case of no relaunching,

\[ Y = \min \{ \exp(\mu), \Delta + \exp(r\mu) \} . \]

Note that the first term does not include \(\Delta\) because for large \(n\) the original task would have run for at least \(\Delta\) seconds. Thus the tail distribution of \(Y\) is given by

\[
\tilde{F}_Y(y) = \begin{cases} 
  e^{-\mu y} & 0 < y < \Delta, \\
  e^{r\mu \Delta} e^{-\mu(r+1)y} & y \geq \Delta.
\end{cases}
\]

The expected value \(\mathbb{E}[Y]\) is the integration of \(\tilde{F}_Y(y)\) over its support.

\[
\mathbb{E}[Y] = \int_0^\Delta e^{-\mu y} dy + \int_\Delta^{\infty} e^{\mu r \Delta} e^{-\mu(r+1)y} dy,
\]

\[
= \frac{1 - e^{-\mu \Delta}}{\mu} + \frac{e^{-\mu \Delta}}{\mu(r + 1)}.
\]

By Theorem 16 and Theorem 15 similar to the relaunching case we have

\[ \hat{a}_{pn} = 1/ [\mu(1 + r)] , \]

\[ \hat{b}_{pn} = \tilde{F}_Y^{-1}(1/n) = \frac{r}{r + 1} \Delta + \frac{\ln(pn)}{\mu(r + 1)} . \]
Appendix E

Proofs of Chapter 6

Proof of Theorem 8. To find the upper bound on latency, we consider a related queueing system called the split-merge queueing system. In the split-merge system all the queues are blocked and cannot serve the next tasks in queue until $k$ tasks of the current job finish. This phenomenon is illustrated in Fig. 6-1. Thus the latency of the split-merge system serves as an upper bound on that of the fork-join system. In the split-merge system we observe that jobs are served one-by-one, and no two jobs are served simultaneously. So it is equivalent to an $M/G/1$ queue with Poisson arrival rate $\lambda$, and service time $X_{k:n}$, the $k^{th}$ order statistic of the i.i.d. service times $X_1, X_2, \cdots X_n$. The expected latency of an $M/G/1$ queue is given by the Pollaczek-Khinchine formula [120, Chapter 5], and it reduces to the upper bound in (6.13).

To find the lower bound we consider a genie system where the job requires $k$ out of $n$ tasks to complete, but all jobs arriving before it require only 1 task to finish. Then the service time is $\mathbb{E}[X_{k:n}]$. The expected waiting time in queue is equal to the second term in (6.13) with $k$ set to 1. Adding the expected service and the lower bound on expected waiting time, we get the lower bound (6.14) on the expected latency.

Proof of Lemma 13. The bound above is a generalization of the bound for the $(n,n)$ fork-join system with exponential service time presented in [9]. To find the bound, we first observe that the response times of the $n$ queues form a set of associated random variables [121]. Then we use the property of associated random variables that their
expected maximum is less than that for independent variables with the same marginal distributions. Unfortunately, this approach cannot be directly extended to the \((n, k)\) fork-join system with \(k < n\) because this property of associated variables does not hold for the \(k^{th}\) order statistic for \(k < n\). 

**Proof of Lemma 14.** First we derive the lower bound for the case when service time is a pure exponential with rate \(\mu\). The lower bound in (6.6) is a generalization of the bound for the \((n, n)\) fork-join system derived in [10]. The bound for the \((n, n)\) system is derived by considering that a job goes through \(n\) stages of processing. A job is said to be in the \(j^{th}\) stage if \(j\) out of \(n\) tasks have been served by their respective nodes for \(0 \leq j \leq n - 1\). The job waits for the remaining \(n - j\) tasks to be served, after which it departs the system. For the \((n, k)\) fork-join system, since we only need \(k\) tasks to finish service, each job now goes through \(k\) stages of processing. In the \(j^{th}\) stage, where \(0 \leq j \leq k - 1\), \(j\) tasks have been served and the job will depart when \(k - j\) more tasks to finish service.

We now show that the service rate of a job in the \(j^{th}\) stage of processing is at most \((n - j)\mu\). Consider two jobs \(B_1\) and \(B_2\) in the \(i^{th}\) and \(j^{th}\) stages of processing respectively. Let \(i > j\), that is, \(B_1\) has completed more tasks than \(B_2\). Job \(B_2\) moves to the \((j + 1)^{th}\) stage when one of its \(n - j\) remaining tasks complete. If all these tasks are at the heads of their respective queues, the service rate for job \(B_2\) is exactly \((n - j)\mu\). However since \(i > j\), \(B_1\)'s task could be ahead of \(B_2\)'s in one of the \(n - j\) pending queues, due to which that task of \(B_2\) cannot be immediately served. Hence, we have shown that the service rate of in the \(j^{th}\) stage of processing is at most \((n - j)\mu\). Thus, for pure exponential service time,

\[
E[T] \geq \sum_{j=0}^{k-1} \frac{1}{(n-j)\mu - \lambda} \quad (E.1)
\]

For the shifted exponential distribution, we can a closed-form expression for a lower bound on latency. The first term gives the time taken to serve the first of the \(k\) chunks of the file. The last term is the same as the last \(k - 1\) terms of the summation in (E.1). It is the expected sum of the residual response times, without considering
the $\Delta$ shift of the distribution.

Proof of Theorem 9. A central idea that is used in proving both the bounds is that at least $n - k + 1$ out of the $n$ tasks of a job $i$ start service at the same time. This is because when the $k^{th}$ task of job $i - 1$ finishes, the remaining $n - k$ tasks are canceled immediately. These $n - k + 1$ queues start working on the tasks of job $i$ at the same time. Note that the result holds trivially if job $i$ arrives when all $n$ queues are idle.

To prove the upper bound we divide the $n$ tasks into two groups, the $k - 1$ tasks that can start early, and the $n - k + 1$ which start at the same time after the last tasks of the previous job are terminated. We consider that all the $k - 1$ tasks in the first group and 1 of the remaining $n - k + 1$ tasks needs to be served for completion of the job. This gives an upper bound on the computing cost because we are not taking into account the case where more than one tasks from the second group can finish service before the $k - 1$ tasks in the first group. For the $n - k + 1$ tasks in the second group, the computing cost is equal to $n - k + 1$ times the time taken for one of them to complete. The computing time spent on the first $k - 1$ tasks is at most $(k - 1)\mathbb{E}[X]$. Adding this to the second group’s cost, we get the upper bound (6.15).

We observe that the expected computing cost for the $k$ tasks that finish is at least $\sum_{i=1}^{k} \mathbb{E}[X_{i:n}]$, which takes into account full diversity of the redundant tasks. Since we need $k$ tasks to complete in total, at least 1 of the remaining $n - k + 1$ tasks needs to be served. Thus, the computing cost of the $(n - k)$ redundant tasks is at least $(n - k)\mathbb{E}[X_{1:n-k+1}]$. Adding this to the lower bound on the first group’s cost, we get (6.16).}

Proof of Theorem 10. Since exactly $k$ tasks are served, and others are cancelled before they start service, it follows that the expected computing cost $\mathbb{E}[C] = k\mathbb{E}[X]$.

To find an upper bound on the latency, consider a partial fork system without redundancy where each job has $k$ tasks that assigned to $k$ out of $n$ queues, chosen uniformly at random. The job exits the system when all $k$ tasks are complete. Although only $k$ tasks enter service in the $(n, k)$ fork-early-cancel, it gives lower latency because having the $n - k$ redundant tasks provides diversity and helps find the $k$
shortest queues.

Now let us upper bound the latency $\mathbb{E} [T^{(pf)}]$ of the partial fork-join system. Each queue has arrival rate $\lambda k/n$, and service distribution $F_X$. Using the approach in [9] we can show that the response times (waiting plus service time) $R_i$, $1 \leq i \leq k$ of the $k$ queues serving each job form a set of associated random variables. Using the property that the expected maximum of $k$ associated random variables is less than the expected maximum of $k$ independent variables with the same marginal distributions we can show that,

\[
\mathbb{E} [T] \leq \mathbb{E} [T^{(pf)}] \leq \mathbb{E} [\max (R_1, R_2, \ldots, R_k)]
\]

where $R_i$ are i.i.d. random variables with distribution same as the response time of each queue. It is a standard result [54, Chapter 25] that the Laplace-Stieltjes transform of the response time of an $M/G/1$ queue with service distribution $F_X(x)$ is (6.4).  \hfill \Box
Appendix F

Proofs of Chapter 8

Proof of Theorem 11. The in-order decoding delay $D_k$ of packet $s_k$ can be expressed as a sum of inter-delivery times as follows.

$$D_k = T_1 + T_2 + \ldots T_W$$  \hspace{1cm} (F.1)

where $W$ is the number of in-order delivery instants until packets $s_1, \ldots s_k$ are decoded. The random variable $W$ can take values $1 \leq W \leq k$, since multiple packets may be decoded at one in-order delivery instants. Note that successive inter-delivery times $T_1, T_2, \ldots, T_W$ are not i.i.d. The tail probability $Pr(T_1 > t)$ of the first inter-delivery time is,

$$Pr(T_1 > t) \geq Pr(T_i > t) \text{ for all integers } i, t \geq 0.$$  \hspace{1cm} (F.2)

This is because during the first inter-delivery time $T_1$ we start with no prior information. During time $T_1$, the receiver may collect coded combinations that it is not able to decode. For a time-invariant scheme, these coded combinations can result in faster in-order decoding and hence a smaller $T_i$ for $i > 1$.

We now find lower and upper bounds on $Pr(D_k \geq n)$ to find the decay rate of $D_k$. 
The lower bound can be derived as follows.

\[
\Pr(D_k \geq n) = \mathbb{E}_W \left[ \Pr(T_1 + T_2 + \ldots + T_W \geq n) \right]
\]  
\[
\geq \Pr(T_1 \geq n)
\]  
\[
\approx e^{-\lambda n}
\]

where (F.5) follows from Definition 23. Now we derive an upper bound on \( \Pr(D_k > n) \).

\[
\Pr(D_k \geq n) = \mathbb{E}_W \left[ \Pr(T_1 + T_2 + \cdots + T_W \geq n) \right]
\]  
\[
\leq \mathbb{E}_W \left[ \Pr(T_1^{(1)} + T_1^{(2)} + \cdots + T_1^{(W)} \geq n) \right]
\]  
\[
\leq \mathbb{E}_W \left[ \sum_{n_i: \sum_{i=1}^{W} n_i = n} \prod_{i=1}^{W} \Pr(T_1^{(i)} > n_i) \right]
\]  
\[
\approx \mathbb{E}_W \left[ \sum_{n_i: \sum_{i=1}^{W} n_i = n} e^{-\lambda(n_1 + \cdots + n_W)} \right]
\]  
\[
= \mathbb{E}_W \left[ \left( n + W - 1 \right) e^{-\lambda n} \right]
\]  
\[
\approx \mathbb{E}_W \left[ e^{-\lambda n} \right]
\]  
\[
= e^{-\lambda n}
\]  

where in (F.7) \( T_1^{(i)} \) are i.i.d. samples from the probability distribution of the first inter-delivery time \( T_1 \). By (F.2), replacing \( T_i \) by \( T_1^{(i)} \) gives an upper bound on the probability \( \Pr(D_k \geq n) \). In (F.8) we upper bound the tail probability in (F.7) by product of tail probabilities of each of the random variables \( T_1^{(i)} \), with \( n_i \) being non-negative integers that sum to \( n \). The product in (F.8) double-counts certain events and thus serves as a upper bound to \( \Pr(T_1^{(1)} + T_1^{(2)} + \cdots + T_1^{(W)} \geq n) \). By (8.3), each term in the product in (F.8) asymptotically decays at rate \( \lambda \). Thus we get (F.9) and (F.10). Since \( W \leq k << n \), the binomial coefficient decays subexponentially, and we get (F.12).

From (F.5) and (F.12) we can conclude that the asymptotic decay rate \( \lambda_k^{(s)} \) for
any $k$ is equal to the inter-delivery exponent $\lambda$. \hfill \Box

**Proof of Theorem 12.** We first show that the scheme with transmit index $V[n] = \lceil rn \rceil$ in time slot $n$ achieves the trade-off $(\tau, \lambda) = (r, D(r\|p))$. Then we prove the converse by showing that no other full-rank scheme gives a better trade-off.

**Achievability Proof:** Consider the scheme with transmit index $V[n] = \lceil rn \rceil$, where $r$ represents the rate of adding new packets to the transmitted stream. The rate of adding packets is below the capacity of the erasure channel. Thus it is easy to see that the throughput $\tau = r$. Let $E[n]$ be the number of combinations, or equations received until time $n$. It follows the binomial distribution with parameter $p$. All packets $s_1 \cdots s_{V[n]}$ are decoded when $E[n] \geq V[n]$. Define the event $G_n = \{E[j] < V[j] \text{ for all } 1 \leq j \leq n\}$, that there is no packet decoding until slot $n$. The tail distribution of the first inter-delivery time $T_1$ is,

$$
\Pr(T_1 > n) = \sum_{k=0}^{\lceil nr \rceil - 1} \Pr(E[n] = k) \Pr(G_n|E[n] = k),
$$

where \Pr($G_n|E[n] = k$) = $1 - k/n$ as given by the Generalized Ballot theorem in [122, Chapter 4]. Hence it is sub-exponential and does not affect the exponent of $\Pr(T_1 > n)$ and we have

$$
\Pr(T_1 > n) \doteq \sum_{k=0}^{\lceil nr \rceil - 1} \left( \binom{n}{k} p^k (1 - p)^{n-k} \Pr(G_n|E[n] = k),
$$

$$
\doteq \left( \binom{n}{\lceil nr \rceil - 1} \right) p^{\lceil nr \rceil - 1}(1 - p)^{n - \lceil nr \rceil + 1},
$$

$$
\doteq e^{-nD(r\|p)},
$$

where in (F.13) we take the asymptotic equality $\doteq$ to find the exponent of $\Pr(T_1 > n)$, and remove the $\Pr(G_n|E[n] = k)$ term because it is sub-exponential. In (F.14), we only retain the $k = \lceil nr \rceil - 1$ term from the summation because for $r \leq p$, that term
asymptotically dominates other terms. Finally, we use the Stirlings approximation \( \binom{n}{k} \approx e^{nH(k/n)} \) to obtain (F.15).

**Converse Proof:** First we show that the transmit index \( V[n] \) of the optimal full-rank scheme should be non-decreasing in \( n \). Given any scheme, we can permute the order of transmitting the coded packets such that \( V[n] \) is non-decreasing in \( n \). This does not affect the throughput \( \tau \), but it can improve the inter-delivery exponent \( \lambda \) because decoding can occur sooner when the initial coded packets include fewer source packets.

We now show that it is optimal to have \( V[n] = \lceil nr \rceil \), where we add new packets to the transmitted stream at a constant rate \( r \). Suppose a full-rank scheme uses rate \( r_i \) for \( n_i \) slots for all \( 1 \leq i \leq L \), such that \( \sum_{i=0}^{L} n_i = n \) and \( \sum_{i=1}^{L} n_ir_i = nr \). Then, the tail distribution of \( T_1 \) is,

\[
\Pr(T_1 > n) = \sum_{k=0}^{\lceil \sum_{i=1}^{L} n_ir_i \rceil - 1} \Pr(E[n] = k) \Pr(G_n|E[n] = k), \quad (F.16)
\]

\[
\triangleq \sum_{k=0}^{\lceil nr \rceil - 1} \binom{n}{k} p^k (1 - p)^{n-k}, \quad (F.17)
\]

\[
\triangleq e^{-nD(r\|p)}. \quad (F.18)
\]

Varying the rate of adding packets affects the term \( \Pr(G_n|E[n] = k) \) in (F.16), but it is still \( \omega(1/n) \) and we can eliminate it when we take the asymptotic equality in (F.17). As a result, the in-order delay exponent is same as that if we had a constant rate \( r \) of adding new packets to the transmitted stream. Hence we have proved that no other full-rank scheme can achieve a better \((\tau, \lambda)\) trade-off than \( V[n] = \lceil nr \rceil \) for all \( n \).

**Proof of Lemma 16.** Here we prove the result for \( B = 2 \), that is randomizing between two schemes. It can be extended to general \( B \) using induction. Given two time-invariant schemes \( x^{(1)} \) and \( x^{(2)} \) that achieve the throughput-delay trade-offs \( (\tau_{x^{(1)}}, \lambda_{x^{(1)}}) \) and \( (\tau_{x^{(2)}}, \lambda_{x^{(2)}}) \) respectively, consider a randomized strategy where, in each block we use the scheme \( x^{(1)} \) with probability \( \mu \) and scheme \( x^{(2)} \) otherwise. Then,
it is easy to see that the throughput on the new scheme is \( \tau = \mu \tau_{x(1)} + (1 - \mu) \tau_{x(2)}. \)

Now we prove the inter-delivery exponent \( \lambda \) is also a convex combinations of \( \lambda_{x(1)} \) and \( \lambda_{x(2)} \). Let \( p_{d_1} \) and \( p_{d_2} \) be the probabilities of decoding the first unseen packet in a block using scheme \( x^{(1)} \) and \( x^{(2)} \) respectively. Suppose in an interval with \( k \) blocks, we use scheme \( x^{(1)} \) for \( h \) blocks, and scheme \( x^{(2)} \) in the remaining blocks, we have

\[
\Pr(T_1 > kd) = (1 - p_{d_1})^h (1 - p_{d_2})^{k-h}.
\] (F.19)

Using this we can evaluate \( \lambda \) as,

\[
\lambda = \lambda_{x^{(1)}} \lim_{k \to \infty} \frac{h}{k} + \lambda_{x^{(2)}} \lim_{k \to \infty} \frac{k - h}{k} \quad \text{(F.20)}
\]

\[
= \mu \lambda_{x^{(1)}} + (1 - \mu) \lambda_{x^{(2)}} \quad \text{(F.21)}
\]

where we get (F.20) using (8.6). As \( k \to \infty \), by the weak law of large numbers, the fraction \( h/k \) converges to \( \mu \).

**Proof of Lemma 17.** When \( d = 2 \) there are only two possible time-invariant schemes \( x = [2, 0] \) and \( [1, 1] \) that give unique \((\tau, \lambda)\). By Remark 7, all other \( x \) are equivalent to one of these vectors in terms \((\tau, \lambda)\). The vectors \( x = [2, 0] \) and \( [1, 1] \) correspond to the \( a = 1 \) and \( a = 2 \) codes proposed in Definition 26. Hence, the line joining their corresponding \((\tau, \lambda)\) points, as shown in Fig. 8-3, is the best trade-off for \( d = 2 \).

When \( d = 3 \) there are four time-invariant schemes \( x^{(1)} = [1, 0, 2], \ x^{(2)} = [2, 1, 0], \ x^{(3)} = [1, 2, 0] \) and \( x^{(4)} = [3, 0, 0] \) that give unique \((\tau, \lambda)\), according to Definition 24 and Remark 7. The vectors \( x^{(1)}, x^{(2)} \) and \( x^{(4)} \) correspond to the codes with \( a = 1, 2, 3 \) in Definition 26. The throughput-delay trade-offs \((\tau_{x^{(i)}}, \lambda_{x^{(i)}})\) for \( i = 1, 2, 4 \) achieved by these schemes are given by (8.9). From Claim 5 and Claim 6 we know that \((\tau_{x^{(1)}}, \lambda_{x^{(1)}})\) and \((\tau_{x^{(4)}}, \lambda_{x^{(4)}})\) have to be on the optimal trade-off. By comparing the slopes of the lines joining these points we can show that the point \((\tau_{x^{(2)}}, \lambda_{x^{(2)}})\) lies above the line joining \((\tau_{x^{(1)}}, \lambda_{x^{(1)}})\) and \((\tau_{x^{(4)}}, \lambda_{x^{(4)}})\) for all \( p \). Fig. 8-3 illustrates this
for $p = 0.6$. For the scheme with $x^{(3)} = [1, 2, 0]$, we have

$$(\tau_{x^{(3)}}, \lambda_{x^{(3)}}) = \left((3p - p^3)/3, -(\log(1 - p)^2(1 + p))/3\right).$$

Again, by comparing the slopes of the lines joining $(\tau_{x^{(i)}}, \lambda_{x^{(i)}})$ for $i = 1, \ldots, 4$ we can show that for all $p$, $(\tau_{x^{(3)}}, \lambda_{x^{(3)}})$ lies below the piecewise linear curve joining $(\tau_{X^{(i)}}, \lambda_{X^{(i)}})$ for $i = 1, 2, 4$. □
Appendix G

Proofs of Chapter 9

Proof on Claim 10. We now solve for the steady-state distribution of this Markov chain. Let $\pi_i$ and $\pi'_i$ be the steady-state probabilities of states $i$ for $i \geq -1$ and advantages states $i'$ for all $i \geq 0$ respectively. The steady-state transition equations are given by

\begin{align*}
(1 - a - d)\pi_i &= b(\pi_{i-1} + \pi'_i) + a\pi'_{i+1} \quad \text{for } i \geq 1, \\
(1 - d)\pi'_i &= c(\pi_i + \pi'_{i+1}) \quad \text{for } i \geq 1, \\
(1 - c - d)\pi_{-1} &= c(\pi_0 + \pi'_1), \\
(1 - a - d)\pi_0 &= a\pi'_1 + (a + b)\pi_{-1}.
\end{align*}

(G.1) \hspace{1cm} (G.2) \hspace{1cm} (G.3) \hspace{1cm} (G.4)

By rearranging the terms in (G.1)-(G.4), we get the following recurrence relation,

$$
\pi_i = \frac{(1 - a - d)}{c} \pi_{i-1} - \frac{b}{c} \pi_{i-2} \quad \text{for } i \geq 2.
$$

(G.5)

Solving the recurrence in (G.5) and simplifying (G.1)-(G.4) further, we can express $\pi_i, \pi'_i$ for $i \geq 2$ in terms of $\pi_1$ as follows,

\begin{align*}
\frac{\pi_i}{\pi_{i-1}} &= \frac{b}{c}, \\
\frac{\pi'_i}{\pi_i} &= \frac{c}{a + c}.
\end{align*}

(G.6) \hspace{1cm} (G.7)
From (G.6) we see that the Markov chain is positive-recurrent and a unique steady-state distribution if and only if \( b < c \), which is equivalent to \( p_1 < p_2 \). If \( p_1 \geq p_2 \), the expected recurrence time to state 0, that is the time taken for \( U_2 \) to catch up with \( U_1 \) is infinity. When the Markov chain is positive recurrent, we can use (G.6) and (G.7) to solve for all the steady state probabilities.

**Proof of Lemma 18.** Since we always give priority to the primary user \( U_1 \), we have \( (\tau_1, \lambda_1) = (p_1, -\log(1 - p_1)) \). When \( p_1 < p_2 \), we can express the throughput \( \tau_2 \) in terms of the steady state probabilities of the Markov chain in Fig 9-2. User \( U_2 \) experiences a throughput loss when it is in state \(-1\) and the next slot is successful. Thus, when \( p_2 > p_1 \),

\[
\tau_2 = p_2(1 - \pi_{-1}), \tag{G.8}
\]

\[
= p_2 \left(1 - \frac{c-b}{a+c}\right) = p_1. \tag{G.9}
\]

If \( p_1 \geq p_2 \), the system drifts infinitely to the right side. There is a non-zero probability that in-order decoding via advantage states is not able to catch up and fill all gaps in decoding of \( U_2 \). Thus, we cannot evaluate \( \tau_2 \) using this Markov chain analysis.

To determine \( \lambda_2 \), first observe that \( U_2 \) decodes an in-order packet when the system is in state 0 or states \( i' \), for \( i \geq 1 \), and the next slot is successful. As given by Definition 23, the inter-delivery exponent \( \lambda_2 \) is the asymptotic decay rate of \( \Pr(T_1 > t) \), the probability that no in-order packet is decoded by \( U_2 \) for \( t \) consecutive slots. To determine \( \lambda \), we add an absorbing state \( F \) to the Markov chain as shown in Fig. G-1, such that the system transitions to \( F \) when an in-order packet is decoded by \( U_2 \).

In Fig. G-1, all the states \( i \) and \( i' \) for \( i \geq 1 \) are fused into states \( I \) and \( I' \) because this does not affect the probability distribution of the time to reach the absorbing state \( F \). The inter-delivery exponent \( \lambda_2 \) is equal to the rate of convergence of this Markov chain to its steady state, which is known to be (see [120, Chapter 4]) \( \lambda_2 = -\log \xi_2 \) where \( \xi_2 \) is the second largest eigenvalue of the state transition matrix of the Markov chain.
Figure G-1: Markov model used to determine the inter-delivery exponent $\lambda_2$ of user $U_2$. The absorbing state $F$ is reached when an in-order packet is decoded by $U_2$. The exponent of the distribution of the time taken to reach this state is $\lambda_2$.

The state-transition equations of the Markov chain are as follows:

$$
A = \begin{pmatrix}
  d & b & 0 & 0 & a+c \\
  0 & a+b+d & c & 0 & 0 \\
  0 & b & d & 0 & a+c \\
  a+b & 0 & 0 & c+d & 0 \\
  0 & 0 & 0 & 0 & 1
\end{pmatrix}.
$$

(S.10)

Solving for the second largest eigen-value of $A$, we can show that

$$
\xi_2 = \max \left( 1 - p_1, \frac{1 - c + d + \sqrt{(1 - c + d)^2 + 4(bc + cd - d)}}{2} \right).
$$

(S.11)

Hence the inter-delivery exponent $\lambda_2 = -\log \xi_2$ is as given by (9.2).

Proof of Lemma 19. The state-transition equations of the Markov chain are as fol-
lows.

\[(\bar{d} - a)\pi_0 = a(\pi'_1 + \pi'_{-1}) + q_1(a + b)\pi_{-1} + q_2(a + c)\pi_1 \quad \text{(G.12)}\]

\[(\bar{d} - \bar{q}_{2a} - \bar{q}_{2b})\pi_i = q_2(a + c)\pi_{i+1} + \bar{q}_2b\pi_{i-1} + b\pi'_i + a\pi'_{i+1} \quad \text{for } i \geq 2 \quad \text{(G.13)}\]

\[(\bar{d} - \bar{q}_1a - \bar{q}_1c)\pi_i = q_1(a + b)\pi_{i+1} + \bar{q}_1c\pi_{i+1} + c\pi'_i + a\pi'_{i-1} \quad \text{for } i \leq -2 \quad \text{(G.14)}\]

\[(\bar{d} - \bar{q}_2a - \bar{q}_2b)\pi_1 = q_2(a + c)\pi_2 + b(\pi'_{-1} + \pi_0 + \pi'_1) + a\pi'_2 \quad \text{(G.15)}\]

\[(\bar{d} - \bar{q}_1a - \bar{q}_1c)\pi_{-1} = q_1(a + b)\pi_{-2} + c(\pi'_{-1} + \pi_0 + \pi'_1) + a\pi'_{-2} \quad \text{(G.16)}\]

\[\bar{d}\pi'_i = \bar{q}_2c\pi_i + c\pi'_{i+1} \quad \text{for } i \geq 1 \quad \text{(G.17)}\]

\[\bar{d}\pi'_i = \bar{q}_2c\pi_i + b\pi'_{i+1} \quad \text{for } i \leq -1 \quad \text{(G.18)}\]

Rearranging the terms, we get the following recurrence in the steady-state probabilities on the right-side of the chain,

\[\alpha_3\pi_{i+3} + \alpha_2\pi_{i+2} + \alpha_1\pi_{i+1} + \alpha_0\pi_i = 0 \quad \text{for } i \geq 1 \quad \text{(G.19)}\]

where,

\[\alpha_3 = c(a + c)q_2 \quad \text{(G.20)}\]

\[\alpha_2 = -cd + bcq_2 - (a + c)q_2\bar{d} \quad \text{(G.21)}\]

\[\alpha_1 = \bar{d}(\bar{d} - bq_2 - a\bar{q}_2) \quad \text{(G.22)}\]

\[\alpha_0 = -db\bar{q}_2 \quad \text{(G.23)}\]

The characteristic equation of this recurrence has the roots 1, \(\rho\) and \(\rho'\). We can show that both \(\rho\) and \(\rho'\) are positive and at least one of them is greater than 1. The expression for the smaller root is,

\[\rho = -\frac{\alpha_3 + \alpha_2}{2\alpha_3} - \frac{\sqrt{(\alpha_3 + \alpha_2)^2 + 4\alpha_3\alpha_0}}{2\alpha_3} \quad \text{(G.24)}\]

The right-side of the Markov chain is stable if and only if \(\rho < 1\). Thus, when \(\rho < 1\)
the steady-state probabilities $\pi_i$ and $\pi'_i$ for $i \geq 1$ are related by the recurrences,

$$\frac{\pi_{i+1}}{\pi_i} = \rho \quad \text{and} \quad \frac{\pi'_i}{\pi_i} = \frac{c(1 - q_2)}{d - c \rho}$$  (G.25)

Similarly, for the left side of the chain we have the recurrences,

$$\frac{\pi_{i+1}}{\pi_i} = \mu \quad \text{and} \quad \frac{\pi'_i}{\pi_i} = \frac{b(1 - q_1)}{d - b \mu}$$  (G.26)

where

$$\mu = -\frac{\beta_3 + \beta_2}{2\beta_3} - \frac{\sqrt{(\beta_3 + \beta_2)^2 + 4\beta_3\beta_0}}{2\beta_3}$$  (G.27)

with the expressions $\beta_k$ for $k = 0, 1, 2, 3$ being the same as $\alpha_k$ with $b$ and $c$ interchanged, and $q_2$ replaced by $q_1$. We can use these recurrences we can express all steady-state probabilities $\pi_i$ and $\pi'_i$ for $i \geq 1$ in terms of $\pi_1$, and the steady-state probabilities $\pi_i$ and $\pi'_i$ for $i \leq -1$ in terms of $\pi_{-1}$. Then using the states transition equation (G.12), and the fact that all the steady state probabilities sum to 1, we can solve for all the steady-state probabilities of the Markov chain.

User $U_1$ receives an innovative in every successful slot except when the source (with probability $q_2$) gives priority to $U_2$ in states $i, i \geq 1$. Thus, if $\rho < 1$ its throughput is given by

$$\tau_1 = p_1 \left( 1 - q_2 \sum_{i=1}^{\infty} \pi_i \right) = p_1 \left( 1 - \frac{q_2 \pi_1}{1 - \rho} \right)$$  (G.28)

Similarly if $\mu < 1$ we have,

$$\tau_2 = p_2 \left( 1 - q_1 \sum_{i=-\infty}^{-1} \pi_i \right) = p_2 \left( 1 - \frac{q_1 \pi_{-1}}{1 - \mu} \right)$$  (G.29)

Similar to the proof of Lemma 18, we determine the inter-delivery exponent $\lambda_2$ of user $U_2$ by adding an absorbing state $F$ to the Markov chain as shown in Fig. G-2, such that the system transitions to $F$ when an in-order packet is decoded by $U_2$. In
Figure G-2: Markov model used to determine the inter-delivery exponent $\lambda_2$ of user $U_2$. The absorbing state $F$ is reached when an in-order packet is decoded by $U_2$. The exponent of the distribution of the time taken to reach this state is $\lambda_2$.

Fig. G-2, all the states $i$ and $i'$ for $i \geq 1$ are fused into states $I$ and $I'$ because this does not affect the probability distribution of the time to reach the absorbing state $F$.

The inter-delivery exponent $\lambda_2 = -\log \xi_2$ where $\xi_2$ is the second largest eigenvalue of its state transition matrix of this Markov chain which is given by,

$$A = \begin{pmatrix}
    d & b & 0 & 0 & a + c \\
    0 & \tilde{q}_2 a + b + d & c\tilde{q}_2 & 0 & q_2(a + c) \\
    0 & b & d & 0 & a + c \\
    q_1(a + b) & 0 & 0 & d + q_1 c + \tilde{q}_1 b & \tilde{q}_1(a + c) \\
    0 & 0 & 0 & 0 & 1
\end{pmatrix}. \quad (G.30)$$

Solving for the second largest eigen-value $\xi_2$ of $A$, we get

$$\xi_2 = \max \left( d + q_1 c + \tilde{q}_1 b, \frac{2d + \tilde{q}_2 a + b + \sqrt{(2d + \tilde{q}_2 a + b)^2 - 4(d(b + d) + \tilde{q}_2(da - bc))}}{2} \right). \quad (G.31)$$

The inter-delivery exponent $\lambda_2 = -\log \xi_2$ and is given by (9.4). The expression for the inter-delivery exponent $\lambda_1$ of user $U_1$ is same as (9.4) with $b$ and $c$, and $q_1$ and $q_2$ interchanged.
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