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Abstract—Free-running quantum cascade lasers (QCLs) show a natural tendency to operate in the multimode regime as a result of both spatial and spectral hole burning. While multimode operation by itself is far from unusual, what distinguishes QCLs from other lasers is that the phases of the individual modes in them can be locked in the absence of any additional intracavity elements, thus forming frequency combs (FCs) that have many practical applications. Unlike typical FCs produced in mode-locked lasers or microcavities, the temporal shape of a QCL FC is not a short pulse but rather a combination of frequency and (to a lesser extent) amplitude modulated signals, the origin of which is not obvious. In this paper, we develop a theory aimed at explicating the most recent experimental measurements of temporal characteristics of QCL FCs. We identify spatial hole burning as the root cause of frequency modulation and show that, in addition to previously analyzed rapid, pseudo-random frequency modulation, the experimentally observed long linearly chirped signal can also alleviate spatial hole burning efficiently. We find that in the absence of spectral hole burning, a linearly chirped regime has the lowest threshold. Furthermore, we show that for relatively weak frequency modulation, amplitude modulation should also arise as confirmed experimentally. The result of this paper is a first step toward reliably engineering FCs with specified characteristics in mid IR and THz regions.
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I. INTRODUCTION

Optical frequency combs (FCs) generated by lasers, often in combination with non-linear, devices such as microresonators, have revolutionized the precision at which we are able to measure time, frequency, and distance [1]. Directly measuring radiation frequency offers a much higher resolution, as time can be measured with a higher accuracy than distance, and conversion between frequency and wavelength can be done without much concern for accuracy degradation [2]. While FC generation in the visible and near-infrared (IR) has shown substantial progress over the last decade, FC generation is currently much less viable in the mid-IR and THz regimes, where their applications are mostly in precise spectroscopy of rotational and vibrational resonances [2].

Typically, FCs are generated either with mode-locked laser pulses or by sending coherent light through a non-linear resonator [3]–[6]. However, there is a lack of materials available to achieve this at longer wavelengths and current approaches typically include non-linear frequency conversion [7], at the expense of overall efficiency. It is hoped that this method can be improved upon by the FC generating Quantum Cascade Laser (QCL).

QCLs [8] are a ubiquitous source of coherent radiation in the mid-IR to THz regions of the spectrum. However, passive mode-locking is hard to achieve in QCLs because of their inherently short gain recovery time (upper laser level lifetime $\tau_{21}$) which is typically on the order of 1 ps and is much shorter than the cavity round trip time $\tau_{rt} \sim 100$ ps. Despite this difficulty, experimental evidence has shown that FCs are indeed generated by free-running QCLs [9], [10], i.e., without introduction of any additional active or passive elements into the cavity, a rather fortuitous turn of events. Given proper dispersion compensation and a broadband gain medium, QCLs operating throughout the mid-IR and THz regions reliably generate coherent FCs. However, in the temporal domain these FCs look quite different from the more familiar FCs produced by the mode-locked lasers and/or microresonators. While the temporal shape of the latter is a simple periodic train of short pulses, the QCL FC is continuous, (i.e., not pulsed) albeit with some amplitude modulation (AM), and always shows strong frequency modulation (FM).

As a first attempt to explicate this behavior, a theoretical model was developed via a perturbative solution of the Maxwell Bloch equation in the frequency domain (FD) [11], illustrating that frequency modulation is indeed a natural consequence of spatial hole burning (HB) in a broad gain medium (from which multimode operation follows) and a short gain recovery time which favors constant intensity. This combination of multimode operation with constant intensity is a signature of frequency modulation. The above theoretical model predicts a pseudo-random frequency modulation of the laser with an average period of oscillations commensurate with the gain recovery time and an amplitude comparable with the gain bandwidth. However, this FD model did not explain conclusively why pseudo-random FM is preferable to periodic FM, and it also did not consider
spectral HB. These issues have been addressed in the follow up theoretical work by using time domain (TD) simulations which have confirmed that strong FM is indeed the regime most favorable for laser operation (i.e., the regime with the lowest threshold and hence maximum emission efficiency [12]). A rational for pseudo-random modulation was also obtained, although the advantage of randomization in terms of minimizing threshold was rather small, hence it was still not obvious if the laser would settle into this operational mode and not in some other local minimum of threshold power.

More recently, the first measurements of QCL combs using shifted wave interference Fourier transform spectroscopy (SWIFTs) were performed [13], in which the temporal profiles obtained [14], [15] were different from those predicted by the models. This method has been thoroughly studied and utilized by a number of groups [13], [14], [16]–[18]. While the strong FM and lack of pulses agrees with our models [11], [19], there is also a clear rapid AM of the intensity profile, which is something not predicted. Additionally, instead of rapid oscillations the instant frequency is linearly chirped with a period equal to the cavity roundtrip time. In [14] the linearity of the chirp was explicated as favoring residual dispersion compensation and a variational approach to the model presented in [11] shows a local minimum in the rate of change of the mode amplitudes. The fact that the linear chirp is indeed the preferred operational regime was explained on the basis of it reducing the energy dissipation due to in-plane current caused by population beating. However it does not explain the presence of AM. It is important in our view to provide additional rationale for the existence of the linearly chirped and pseudo-randomly amplitude modulated (AM) FC regime in QCLs.

There have been various published articles reporting similarly continuous-wave (CW), mode-locked, inter-band (quantum well, dot, dash) lasers exhibiting FM [20]–[24]. It is shown that a linear chirp FM is present, much like that seen in [14], [15], the major difference being the presence of strong AM in conjunction with FM for QCL FCs. However, in inter-band lasers the self-locked FM regime is less prevalent than in QCLs. It can be explained by the fact that while fast population beating is possible due to intra-band relaxation processes, the population dynamics are largely determined by the slower (nanosecond) inter-band recombination which dampens the population oscillations. Furthermore, the spatial HB is also dampened in inter-band quantum well lasers by diffusion, as the period of photo-induced depopulation grating is commensurate with the short wavelength in the material. Not surprisingly, the FC in these lasers, when they exist, are narrower than in QCLs. In quantum dot lasers, on the other hand, the diffusion is less of an issue, hence population oscillation is more robust and as a result, there is a somewhat stronger chance to obtain self-FM [25]. Another glaring difference between inter-band lasers and QCLs is of course that dispersion in the near IR, mid IR, and THz is vastly different.

In this work, after briefly reviewing the physics behind the FD and TD models developed previously (mostly included in the supplementary) we perform theoretical analysis and numerical calculations which explore how the experimentally observed, linearly chirped, and intensity modulated FC signals can be generated by the QCL. We achieve this through three methods, two of which involve modifications of our previous models to show stability of the linear chirp regime with results outlined in Section III. The third method uses simple analytical calculations that illustrate the instability of pulse trains and the favorability of a linear chirp with residual AM and is outlined in Section IV. We find that spatial HB gets significantly mitigated in the linearly chirped oscillating regime, and that fast and moderate AM also has potential for reducing HB. We hope that this work helps to educate the QCL FC community on the importance of spatial HB and serves as a first step towards engineering the QCL FC output to exert some control over its performance characteristics.

II. FREQUENCY AND TIME DOMAIN MODELS

The phenomenological explanation of the QCLs having a natural state of FM operation that produces phase stable FCs was first confirmed via a theoretical model [11] developed in the frequency domain using a set of perturbative solutions to the Maxwell Bloch equations. Here we briefly review this model and its main results. The amplitude of the n-th mode is described by a set of equations for the amplitude of the modes, $A_n$,

\[
\frac{dA_n}{dt} = (G_n - 1)A_n - G_n \sum A_mA_kA_l^*B_{kl}C_{klt}\kappa_{klmn} \tag{1}
\]

The reader can refer to Section I of the supplementary file for a basic explanation of the equation (1) or reference [11] for a more detailed explanation. It is important to highlight the key difference between QCLs and other lasers, namely that for a QCLs, $\tau_{21}\tau_{rt} < 1$ as opposed to $\tau_{21}\tau_{rt} \gg 1$, which is the case for semiconductor diode or solid state lasers. Therefore significant four-wave mixing (FWM) occurs, however, unlike the diode or solid state lasers, conventional mode-locking is still extremely difficult as mentioned previously. Despite this, the QCL still manages to lock a phase relation between the individual lines in the FC.

For a typical free running QCL, the FD model produces a nearly time independent intensity as well as a pseudo-random FM emission. Pseudo in that the FM is periodic with the round trip time, yet strongly irregular on shorter time scales, see Fig. 1. Successive results of the FD model first appear uncorrelated,
but each possess a central oscillation period, $T_{fm}$, commensurate with the gain recovery lifetime, $\tau_2$, and an amplitude commensurate with the gain bandwidth. At the time of writing [11], the explanation of pseudo-randomness was not given, but one can argue that the random nature of the FM is indeed a preferred operating regime of a free running QCL with a well-compensated dispersion. What is meant as the preferred operating regime is the regime which has the lowest threshold, or that in which the photons, on average, experience the highest net gain as they pass through the active region. This concept of maximum emission is not a new approach and is described thoroughly in [12]. This lowest threshold operation is achieved when spectral HB is mitigated by sweeping the gain and thus saturating the gain evenly. Spatial HB is mitigated via frequency mismatch of the counter-propagating waves that are present in a Fabry-Pérot cavity. We show later that the introduction of AM also potentially reduces spatial HB. The actual shape of the time domain profile will be determined by the level of influence of spectral and spatial HB, and which mechanism dominates. Due to the presence of a slow modulating linear ramp we suggest in this paper that spatial HB plays a more significant role.

To further understand the dynamics of the FC producing QCL we developed a rigorous TD model [19] where we describe the effects of FM by approximating the gain dynamics with the optical Bloch equations for an inhomogeneously broadened system. We describe the system using three levels as shown in Fig. 2: the injection level (level 3), upper laser level 2 (ULL), lower laser level 1 (LLL), then followed by the injection level again in the next period. The lifetimes of the ULL, LLL, and injection into ULL from level 3 are $\tau_2^{1,1}$, $\tau_1^{1,1}$, and $\tau_1$ respectively. After showing that for a modulation that is slower than the coherence time, the Bloch equations can be simplified into the rate equations [26], we are essentially left with a set of $N$ equations that take into account the effects of time dependent detuning $\Delta\omega^{(n)}(t) = \omega_{fm}(t) - \omega_0^{(n)}$. Here, $n$, indicates the $n$-th group of intersubband transitions centered at the resonant frequency $\omega^{(n)}$, thus taking into account inhomogeneous broadening,

\[
\frac{d}{dt} N_{21}^{(n)}(z, t) = \frac{2N_m}{\tau_{21}} - \frac{2N_{21}^{(n)}(z, t)}{\tau_{21}} \left[ 1 + \frac{I(z, t)}{I_{sat}} \right]
\]

(2)

where $I(z, t)$ is the intensity, $N_{21}$ is the population inversion, and $I_{sat}(z, t)$ is the saturation intensity. In order to take into account spatial HB, the inter-cavity radiation is placed in a Fabry-Pérot cavity and the counter propagating waves are realized via a spatial and temporal dependence of the intensity. The laser gain coefficient is then expressed as, $\gamma(z, t) = \sum_{n=1}^{N_m} \sigma_{21}^{(n)}(\omega) N_{21}^{(n)}$, where $\sigma_{21}^{(n)}(\omega)$ is the effective emission cross-section (that includes the waveguide confinement factor) of the $n$-th group of transitions. In each period of the QCL the current density injected into the ULL then splits into two current densities – one $J_{stim} \sim \gamma(z, t)I(z, t)$ is the current associated with the stimulated emission and the other current density, $J_{rel}$, is associated with mostly nonradiative relaxation of the ULL, see Fig. 2. Therefore, the maximum emission regime occurs when the stimulated current flowing through the entire laser structure is maximized, i.e., when the spatial and temporal average of the gain experienced by the photons,

\[
\bar{\gamma} = \frac{\langle I(z, t)\gamma(z, t) \rangle_{z,t}}{\langle I(z, t) \rangle_{z,t}}
\]

reaches a maximum. Refer to [19] for a more detailed description of the time-domain model and its results for both THz and long wave IR QCLs.

We now have the tools to present various operation scenarios to the time-domain model, which has been built to resemble the properties of a real world QCL by inhomogeneously broadening the gain bandwidth and introducing generally accepted specifications given in [19].

### III. Linear Chirp in FD and TD Models

As the QCL FC output lacks pronounced pulses, traditional methods used to measure the time dependent emission are hard to employ as they rely on non-linear measurements which require high-intensity. However, development of SWIFTS [13] has given access to the phase separation of the FCs without employing optical nonlinearity. (Of course, square law detection in SWIFTS is by itself a nonlinear process which gives us possibility to obtain temporal shapes.) Results from this technique give time-dependent wave forms that were somewhat unexpected [14], [15]. Contrary to dynamics predicted by the time and frequency domain models, they incorporated a modulated intensity and a ramp-like FM, as shown in Figs. 3(c) and (d). These results seem to contradict those produced by the FD model. However, it should be noted that results from [11] were produced from low amplitude modes with randomized phases and neither spectral HB nor dispersion were incorporated.

Now we attempt to explain the disparity between our models and real world experiments, which will amount to weighting the influence of spectral HB. First we characterize the efficiency of a spectrally broadened QCL, via our TD model utilizing time
Fig. 3. An example of (A) a pseudo-random instantaneous frequency and (B) a frequency chirp produced for the TD model. (C) Time profile measurements of a FC QCL from [14]. (D) Time domain measurements of a FC QCL from [15].

Fig. 4. The effective gain $\bar{\gamma}$ vs modulation span results from the TD model for sinusoidal FM, experimental FM, and a frequency chirp.

profiles obtained from SWIFTS measurements [15] and [14], see Fig. 4. The data labeled in Fig. 4 as [15] and [14] were obtained by simply inputting the time domain signal from experiment into our model, incorporating strong inhomogeneous broadening, and increasing the span at which the frequency reaches. Due to the AM present in experimental signals, both [15] and [14] produce gain values significantly lower than those present with pseudo-random sinusoidal FM signals. This is shown by the data labeled “Chirp No AM”, which from a lack of AM, shows that a frequency chirp is generally comparable to pseudo-random operation regime. Therefore, AM in this scenario results in a decreased gain, which may be contrary to reality. When comparing the linear frequency chirp to the pseudo random FM we see that because the period of the chirp is slow (the cavity roundtrip time) the gain is very low due to significant presence of spectral HB.

Hence it is reasonable to conclude that the spectral HB does not play a significant role in the experimentally tested QCLs. This appears a bit counterintuitive, especially for lasers with two different active periods, and requires extremely short intra-subband scattering times on the scale of 100 fs or even less for broad band lasers, but the presence of spectral HB was never confirmed by literature. Therefore, we have studied the influence of inhomogenous broadening on the preferred operating regime. As shown in Fig. 5, a chirped FM regime is superior to the pseudo-random regime when the total bandwidth $\Delta B_{TOT}$ is close the homogenous bandwidth $\Delta B_H = 1/2\pi\tau_{coh}$. We evaluate the
values of the averaged gain experienced by photons (3) for the chirped $\gamma_{ch}$ and pseudo-random FM $\gamma_{pr}$ cases (for the same average laser power) and then plot the relative difference between them in percentage points $\Delta \gamma = (\gamma_{ch} - \gamma_{pr})/\gamma_{pr} \times 100\%$, the y-axis of Fig. 5. It can be seen that as long as the amount of inhomogeneous broadening is insignificant, the chirped FM appears to be the most favorable regime of QCL operation, but once inhomogeneous broadening increases the spectral hole burning reduces the gain for the chirped regime and the pseudo-random FM becomes preferred. While this difference is only a few percent, this small difference in efficiency is sufficient to make the linear chirp a preferred operating regime. This leads us to conclude that if the QCL does not suffer significantly from spectral HB, the frequency chirp may lead to a lower level of spatial HB and be dominate.

As mentioned above, absence of spectral HB in a broad gain QCL has not been fully explained yet. One can argue that if the inhomogeneous broadening is caused by variation of the active region thicknesses (whether intentional, as in a two-active region QCLs, or not) the fact that the same current flows through the different active regions prevents spectral hole formation. Whether the current is continuous on sub-picosecond scale (i.e., there is no fluctuating charge build-up in the injector) needs to be studied. It is more difficult to explain what prevents spectral hole formation if the active regions are non-uniform in the plane of growth, and the only reasonable assumption is then that when the growth is of sufficiently high quality that this non-uniformity is avoided. However, the experimental data supported now by our TD model strongly indicates that spectral HB appears not to be a defining factor and it is precisely this fact that makes a chirped FM the lowest threshold operating regime for a free running QCL.

The above TD results indicate that linear chirp is indeed a viable operating mode but it is not clear how stable it is. To study this we go back to the FD model and introduce initial conditions where the amplitudes and phases are similar to [14], [15], i.e., quadratic in time and broadband modes. We then run the model with chirped initial conditions under the presence of noise and see that indeed this mode of operation is stable. This stability is manifested by the FD model maintaining ramp-like instantaneous frequency after many iterations and further strengthened by the instability of a pulsed initial condition.

Three scenarios, shown in Fig. 6, have been tested for stability in a fast saturatable gain. The first being a pulse with frequency chirp, the second equally phased modes (i.e., short pulse), and the third a broadband frequency chirp. As can be seen by comparing the first column (initial conditions) to the second (steady state regime), the FD model favors smooth CW radiation, regardless of the initial condition. In the first row, a chirped pulse was given to the FD model which retains its frequency chirp, although with a very narrow band, and smooths the pulse amplitude to be CW. In the second row a pulse is rapidly smoothed into CW radiation as predicted by [11]. However, introduction of a wideband, frequency chirped signal obviously shows stability in the phase relations between the modes, as shown in row 3. Interestingly, the data produced from the FD for a frequency chirp introduces residual AM that is correlated with the instantaneous frequency, much like what is seen in experiment (Fig. 3(c)), namely a spike in the intensity as the frequency undergoes a rapid negative slope. Thus, according to the FD model, while a short pulse (strong AM) is not stable and will always be smoothed, a long pulse or weak AM and a linear frequency chirp is. In the presence of some external influence forcing the initial phase relation between modes to be quadratic
in addition to very little spectral HB, a stable, linear frequency chirp emerges as a stable regime. It should be noted that while the FC is by no means perfectly periodic, the periodicity is good enough for spectroscopy. For more discussion on the noise involved in QCL FC refer to [27].

IV. ANALYTICAL STUDY IN TIME DOMAIN SPATIAL HOLE BURNING AND INSTANT GAIN

In order to further investigate the possibly infinite number of operation scenarios of the laser, considering both amplitude and frequency modulation, we provide analytical derivations of the effect of spatial HB and gain saturation. We use these to understand which operation regimes of the laser are favorable. Thus we must devise a proper figure of merit to compare these operation regimes, we calculate the gain experienced by the photon, \( \gamma = \langle \gamma(z,t) \rangle \), where \( \langle \gamma(z,t) \rangle \) is the intracavity intensity averaged by the upperstate lifetime and normalized to the saturation power density. The gain medium acts as an “integrator” with the operation regimes, we calculate the gain experienced by the photon, \( \gamma = \langle \gamma(z,t) \rangle \), where \( \langle \gamma(z,t) \rangle \) is the intracavity intensity averaged by the upperstate lifetime and normalized to the saturation power density. The gain medium acts as an “integrator” with the operation regimes, we calculate the gain experienced by the photon, \( \gamma = \langle \gamma(z,t) \rangle \), where \( \langle \gamma(z,t) \rangle \) is the intracavity intensity averaged by the upperstate lifetime and normalized to the saturation power density. The gain medium acts as an “integrator” with the period of modulation and assuming that the period of modulation is commensurate with the upperstate lifetime, we can get an idea of the significant factors controlling the power variance of the medium. If the uniform unsaturated gain in the medium

\[
\sigma^2 = \langle (X - \mu)^2 \rangle - \mu^2
\]

This shows the power of the modulation index, and offers the conclusion that a large frequency deviation gives a small intracavity power variance. As we have seen a linear frequency chirp in experiment, it is also useful to calculate the variance

\[
\sigma^2_{av} = \frac{1}{T} \int_0^T \left[ \frac{1}{2} J_0(\beta \sin \omega_{fm} \Delta t) \cos(\omega_0 \Delta t) \right]^2 d\Delta t
\]

and frequency modulation. First we show that spatial HB in fact reduces laser efficiency as holes in the gain cause excess non-radiative decay, and thus will not emerge as the dominant operation regime. If the uniform unsaturated gain in the medium is \( \gamma_0 \), it saturates as \( \gamma(z,t) = \gamma_0(1 + p(z,t)) \). The average gain experienced by the photon is then

\[
\gamma = \frac{\langle \gamma(z,t) \rangle}{1 + \bar{p}} \approx \frac{\gamma_0}{1 + \bar{p}} \left[ 1 - \frac{\langle \delta p^2 \rangle}{\bar{p}(1 + \bar{p})^2} \right] \approx \frac{\gamma_0}{1 + \bar{p}} \left[ 1 - \bar{p} \sigma^2 \right]
\]

where the variance is defined as \( \sigma^2 = \langle \delta p^2(x,t) \rangle_{x,t} / \bar{p}^2 \). Obviously as the power variance, our figure of merit, is increased the averaged gain seen by the photon decreases. For the single standing wave mode one can calculate \( \sigma^2 = \langle (X - \mu)^2 \rangle \). This is a worst-case scenario and thus we look for a variance smaller than this value to show a marked mitigation of spatial HB and thus an increase in the laser efficiency and a more probable operation mode.

To get an idea of the significant factors controlling the power variance of the intracavity spatial intensity distribution we turn to analytical calculations of the FM signals interfering in a Fabry-Pérot cavity. For the following calculations we consider only an FM signal where the frequency modulation is a deterministic cosine with modulation index \( \beta = \Delta \omega / \omega_{fm} \), where \( \Delta \omega \) is the bandwidth of the gain/or frequency deviation of the FM signal, and \( \omega_{fm} \) is the angular frequency of the FM signal. We begin with two counter propagating waves

\[
E(z) = \frac{E_0}{2} \exp \left\{ -j \omega_0 t + \frac{\Delta \omega}{2} t^2 \right\}
\]

and are able to calculate the power variance as

\[
\sigma^2 = \langle (X - \mu)^2 \rangle = \frac{1}{4} \sum_{k=0}^{\infty} \left( \frac{(-1)^k ((\beta \sin \omega_{fm} \Delta t)^2 / 4)^k}{(k!)^2} \right)
\]

and the period of modulation and assuming that the period of modulation is commensurate with the upperstate lifetime, we see that the power variance decreases significantly with the modulation index, see Fig. 8. Calculating the averaged variance can be approximated with an infinite sum

\[
\sigma^2_{av} = \frac{1}{T} \int_0^T \frac{1}{8} \left( \frac{\beta \sin \omega_{fm} \Delta t}{(k!)^2} \right)^2 d\Delta t
\]

This shows the power of the modulation index, and offers the conclusion that a large frequency deviation gives a small intracavity power variance. As we have seen a linear frequency chirp in experiment, it is also useful to calculate the variance and frequency modulation. First we show that spatial HB in fact reduces laser efficiency as holes in the gain cause excess non-radiative decay, and thus will not emerge as the dominant operation regime. If the uniform unsaturated gain in the medium is \( \gamma_0 \), it saturates as \( \gamma(z,t) = \gamma_0(1 + p(z,t)) \). The average gain experienced by the photon is then

\[
\gamma = \frac{\langle \gamma(z,t) \rangle}{1 + \bar{p}} \approx \frac{\gamma_0}{1 + \bar{p}} \left[ 1 - \bar{p} \sigma^2 \right]
\]

where the variance is defined as \( \sigma^2 = \langle \delta p^2(x,t) \rangle_{x,t} / \bar{p}^2 \). Obviously as the power variance, our figure of merit, is increased the averaged gain seen by the photon decreases. For the single standing wave mode one can calculate \( \sigma^2 = \langle (X - \mu)^2 \rangle \). This is a worst-case scenario and thus we look for a variance smaller than this value to show a marked mitigation of spatial HB and thus an increase in the laser efficiency and a more probable operation mode.

To get an idea of the significant factors controlling the power variance of the intracavity spatial intensity distribution we turn to analytical calculations of the FM signals interfering in a Fabry-Pérot cavity. For the following calculations we consider only an FM signal where the frequency modulation is a deterministic cosine with modulation index \( \beta = \Delta \omega / \omega_{fm} \), where \( \Delta \omega \) is the bandwidth of the gain/or frequency deviation of the FM signal, and \( \omega_{fm} \) is the angular frequency of the FM signal. We begin with two counter propagating waves

\[
E(z) = \frac{E_0}{2} \exp \left\{ -j \omega_0 t + \frac{\Delta \omega}{2} t^2 \right\}
\]

and are able to calculate the power variance as

\[
\sigma^2 = \langle (X - \mu)^2 \rangle = \frac{1}{4} \sum_{k=0}^{\infty} \left( \frac{(-1)^k ((\beta \sin \omega_{fm} \Delta t)^2 / 4)^k}{(k!)^2} \right)
\]

and the period of modulation and assuming that the period of modulation is commensurate with the upperstate lifetime, we see that the power variance decreases significantly with the modulation index, see Fig. 8. Calculating the averaged variance can be approximated with an infinite sum

\[
\sigma^2_{av} = \frac{1}{T} \int_0^T \frac{1}{8} \left( \frac{\beta \sin \omega_{fm} \Delta t}{(k!)^2} \right)^2 d\Delta t
\]

This shows the power of the modulation index, and offers the conclusion that a large frequency deviation gives a small intracavity power variance. As we have seen a linear frequency chirp in experiment, it is also useful to calculate the variance and frequency modulation. First we show that spatial HB in fact reduces laser efficiency as holes in the gain cause excess non-radiative decay, and thus will not emerge as the dominant operation regime. If the uniform unsaturated gain in the medium is \( \gamma_0 \), it saturates as \( \gamma(z,t) = \gamma_0(1 + p(z,t)) \). The average gain experienced by the photon is then

\[
\gamma = \frac{\langle \gamma(z,t) \rangle}{1 + \bar{p}} \approx \frac{\gamma_0}{1 + \bar{p}} \left[ 1 - \bar{p} \sigma^2 \right]
\]

where the variance is defined as \( \sigma^2 = \langle \delta p^2(x,t) \rangle_{x,t} / \bar{p}^2 \). Obviously as the power variance, our figure of merit, is increased the averaged gain seen by the photon decreases. For the single standing wave mode one can calculate \( \sigma^2 = \langle (X - \mu)^2 \rangle \). This is a worst-case scenario and thus we look for a variance smaller than this value to show a marked mitigation of spatial HB and thus an increase in the laser efficiency and a more probable operation mode.

To get an idea of the significant factors controlling the power variance of the intracavity spatial intensity distribution we turn to analytical calculations of the FM signals interfering in a Fabry-Pérot cavity. For the following calculations we consider only an FM signal where the frequency modulation is a deterministic cosine with modulation index \( \beta = \Delta \omega / \omega_{fm} \), where \( \Delta \omega \) is the bandwidth of the gain/or frequency deviation of the FM signal, and \( \omega_{fm} \) is the angular frequency of the FM signal. We begin with two counter propagating waves

\[
E(z) = \frac{E_0}{2} \exp \left\{ -j \omega_0 t + \frac{\Delta \omega}{2} t^2 \right\}
\]

and are able to calculate the power variance as

\[
\sigma^2 = \langle (X - \mu)^2 \rangle = \frac{1}{4} \sum_{k=0}^{\infty} \left( \frac{(-1)^k ((\beta \sin \omega_{fm} \Delta t)^2 / 4)^k}{(k!)^2} \right)
\]

and the period of modulation and assuming that the period of modulation is commensurate with the upperstate lifetime, we see that the power variance decreases significantly with the modulation index, see Fig. 8. Calculating the averaged variance can be approximated with an infinite sum

\[
\sigma^2_{av} = \frac{1}{T} \int_0^T \frac{1}{8} \left( \frac{\beta \sin \omega_{fm} \Delta t}{(k!)^2} \right)^2 d\Delta t
\]
Squaring the electric field and taking the variance we see that
\[ \sigma^2 = \frac{1}{T_{\text{tr}}} \int \sigma^2(\Delta t) d\Delta t = \frac{1}{16}. \]

The unaveraged power variance in fact increases, effectively making spatial HB worse. However, we can see that if averaged by the oscillation period, or under the condition that the oscillation frequency is commensurate with the gain recovery time, the averaged power variance is halved which surprisingly leads to a variance lower than that of pure FM (for low modulation index).

\[ \sigma^2 = \left( \frac{1}{4} \cos^2(\omega_m \Delta t) \cos^2(\omega_0 \Delta t) \right)_{\Delta t} = \frac{1}{16}. \]

Thus, in some cases, AM can help to improve spatial HB as long as the oscillations are rapid enough to be averaged by the active medium. AM can be especially helpful when the FM undergone by the QCL is effectively at a low modulation index (\( \beta \)), as FM alone can beat out AM at a higher modulation index. It is apparent that the functions controlling the standard deviation are multiplicative and thus mitigation of spatial HB from AM and FM will act as such. It is now useful to add randomization to our sinusoidal AM signals calculations, in an attempt to further lower the variance. Fig. 9 below presents the variance for different combinations of deterministic and random sinusoidal modulation. Additionally, variance measurements were performed on data presented in [14] and [15], showing that the spatial HB is in fact mitigated in both, with [14] being slightly better, possibly from the faster AM.

So, what is the reason behind the persistent amplitude modulation that is always observed? To answer this question one should realize that the phase locking is achieved via population beating in the cavity and if the amplitude of the signal is constant the phase locking cannot be robust. Thus at least residual AM is necessary to maintain FC against deleterious effects of dispersion as well as all kinds of noise.

When considering the frequency modulation index of both [14] and [15] we see that they span a peak frequency deviation of \( \beta = A_{\text{fm}}/f_{\text{p,m}} \approx 2 \text{THz}/10 \text{GHz} \approx 200 \), with this high of a modulation index it is easy to see how spatial HB is mitigated. However, this calculation of modulation index is under the assumption that the fastest frequency in the FM signal is \( 1/T_{\text{tr}} \), which is most likely not accurate, thus modulation index is most likely lower than 200 necessitating some introduction of AM. Considering the randomized AM and FM data, we must note that, unlike the derivation described earlier, the AM is a sinusoid added to a CW wave, so that the average of the electric field is \( 1/\sqrt{2} \) rather than zero and the modulation span \( A_{\text{am}} = 0.75 \). As these are randomized we can no longer calculate the variance analytically, however we are able to show that further randomization of the frequency modulation signal lowers spatial HB, explaining the apparent noise in the FM signals of [14], [15]. We also show, in Fig. 9(b), the variance measurements for a simulated frequency chirp, both with and without a pulse, as well as experimental data. It is reassuring to note that the data presented here greatly resembles the analytical solution presented in Fig. 8. As can be seen in Fig. 9(b) the experimental data from [14], [15] lies between a chirped pulse and a chirped frequency without a pulse.

of this chirp versus the span of frequency. Starting off with an equation similar to (4) including a linear term rather than a cosine in the phase we obtain for the power variance

\[ \sigma^2 = \left\langle \delta \bar{S}^2 \right\rangle_{z, \tau} = \frac{1}{8} \left\langle \frac{1}{(K z)^2 + 1} \right\rangle_{z = 0 \ldots 1} = \frac{1}{8} \frac{\arctan(K)}{K} \]

(6)

where \( K \) is the FM strength similar to the modulation index, \( K = \Delta \omega \tau_{21} \). Please refer to the supplementary file for a complete derivation of Equation (6), we include the results from (5) and (6) on Fig. 8.

There is a subtle difference between the two scenarios (sinusoidal FM and frequency chirp), namely that, regarding the sinusoidal FM, the oscillation must be comparable to the upper level lifetime as the averaging is implicitly over the period of frequency modulation. Additionally, FM oscillations with a frequency faster than the averaging time (\( \tau_{21} \)) will not help to improve the power variance, and slower oscillations may degrade performance. With a linear frequency chirp scenario, the longer the upper state lifetime, the better the performance, regardless of the implicit period of the waveform. Additionally, the longer the span of the FM, the better the performance. Thus, while the frequency chirp looks to be worse than the sinusoidal FM in Fig. 8, with the right specifications a frequency chirp could be the best performer.

Now, as mentioned previously, there have been FC generating QCLs reported that have shown moderate AM in addition to FM. In an attempt to explain this, we calculate the power variance of a signal with deterministic, sinusoidal AM

\[
E(z, t) = \frac{E_0}{2} \exp(-j\omega_0 t) \times \left\{ \cos[\omega_m(t + \Delta t/2)] \exp[-j\omega_0 \Delta t/2] \right. \\
\left. + \cos[\omega_m(t - \Delta t/2)] \exp[j\omega_0 \Delta t/2] \right\} + \text{c.c.}
\]

Fig. 8. Averaged power variance versus modulation index or \( K \) for a deterministic, sinusoidal FM signal and a frequency chirp with a period equal to the cavity time.
Therefore, a high frequency modulation index is critical to lowering variance with FM in the case of sinusoidal modulation and a high upper state lifetime and wide bandwidth are critical to lowering variance with a chirped frequency modulation. Fast AM does indeed decrease the average variance as long as it is faster than the gain recovery time. When both AM and FM are present the derivation shows to be multiplicative, thus the dominate effects depend on the modulation index and it is possible for the AM to compensate for peaks due to instant frequency matching in the cavity.

V. CONCLUSION

In this work we have used two different models of QCL operation, one in the FD and one in the TD with the goal of explaining the experimentally observed characteristics of the free running QCL operating in the FC regime. Using the TD model, both analytically and numerically, we have shown that experimentally observed, chirped emission with partial AM does reduce the laser threshold by mitigating spatial HB. Furthermore as long as spectral HB does not take place, the linear chirp shows a threshold that is lower than any other FM regime.

Using a self-consistent FD model, we have shown that an experimentally observed, linearly chirped signal is stable, i.e., once this regime is achieved it remains robust, unlike other regimes tested by us. What still remains unresolved is exactly how this linearly chirped regime develops from the noise when the QCL turns on, although presence of residual group delay dispersion seems to be a logical culprit. Hopefully our continuing work will eventually lead us to a full understanding of QCL FCs and deliver a powerful set of tools for the real world engineering of mid-IR and THz FCs with predictable characteristics.
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