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Abstract

Bose-Einstein condensates in optical lattices have proven to be a powerful tool for studying a wide variety of physics. In this thesis a series of experiments using optical lattices to manipulate $^{87}$Rb Bose-Einstein condensates are described.

A systematic shift of the photon recoil momentum due to the index of refraction of a dilute gas of atoms has been observed. The recoil frequency was measured interferometrically using a two-pulse Ramsey interferometer. The two pulses were created using a one dimensional optical lattice. By measuring the resulting frequency as a function of the lattice detuning from the atomic resonance, we found a distinctive dispersive shape for the recoil frequency that fit the recoil momentum as $n_r \hbar k$.

A one-dimensional optical lattice was used to modify the dispersion relation of the condensate in order to demonstrate the matter-wave analogue of Optical Parametric Generation (OPG) and Amplification (OPA) of photons. A condensate was loaded into a moving optical lattice with adjustable quasimomentum $k_0$. As the value for $k_0$ was varied, we observed elastic scattering into two distinct final momentum states $k_1$ and $k_2$. When a small fraction of atoms was first transferred to $k_1$ before ramping on the lattice, we observed the amplification of scattered atoms into $k_1$ and $k_2$.

The superfluid-Mott Insulator transition was studied using microwave spectroscopy in a deep three-dimensional optical lattice. Using the density dependent clock shift we were able to spectroscopically distinguish sites with different occupation numbers, and to directly image sites with occupation number from 1 to 5, revealing the shell structure of the Mott Insulator phase.
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Chapter 1

Introduction

It has been over a decade now since the first experimental observation of Bose-Einstein condensation (BEC) in dilute atomic clouds. The advent of BEC opened up a variety of new research areas. In the early years after the first demonstration of BEC, experiments were focused on studying the fundamental properties of condensation and superfluidity, however today BEC is instead being used as a springboard for studying a number of fields including atom optics, in particular nonlinear atom optics, quantum measurement problems, precision measurements using atom interferometry, and most recently as a quantum simulator to model more complicated condensed matter systems.

Given the large number of theses which have preceded this work, as well as the vast number of review papers and books now available on the subject, for the purposes of this thesis I will limit my introduction of BEC to those aspects which are relevant to the work described here. For a more detailed introduction to Bose-Einstein condensation, and the laser cooling and trapping methods used to realize it, I refer to earlier theses [105, 55], review articles [18, 64, 88, 20, 72, 65], and books [92, 98] on the subject.
1.1 The BEC Phase Transition

The phase transition to Bose-Einstein condensation occurs when there is a macroscopic occupation of a single quantum state, where the quantum state is either the ground state, or a long-lived metastable state. One can think of a Bose-Einstein Condensate as a giant matter wave. For a uniform gas of atoms with number density \( n \), and at temperature \( T \), the spatial extent of an atom can be described by its deBroglie wavelength which is given by

\[
\lambda_{dB} = \frac{\hbar}{\sqrt{2\pi mk_B T}},
\]

(1.1)

where \( \hbar \) is Planck’s constant, \( m \) is the atomic mass, and \( k_B \) is the Boltzmann constant. At room temperature, the deBroglie wavelength is typically much shorter than the interparticle spacing of the atoms, \( n^{-1/3} \). However, as the temperature of the gas decreases, the wavelength increases until \( n^{-1/3} \approx \lambda_{dB} \), at this point the atoms start to overlap and the system undergoes a phase transition to a Bose-Einstein condensate. We can no longer think of the atoms as being distinguishable and instead there is a single matter wave created by the overlap of all the individual atoms. One can also describe the transition in terms of the phase space density of the gas, \( \rho = n\lambda_{dB}^3 \); the phase transition to condensation occurs when \( \rho \approx 1 \).

1.2 Noninteracting Bosons in a Harmonic Trap

For \( N \) noninteracting Bosons trapped in an external 3D harmonic trap, with

\[
V_{ext} = \frac{m}{2} \left( \omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2 \right),
\]

(1.2)

where \( \omega_i \) is the trap frequency in the \( i^{th} \) direction. The energy levels are given by

\[
\epsilon(n_x, n_y, n_z) = \left( n_x + \frac{1}{2} \right) \hbar \omega_x + \left( n_y + \frac{1}{2} \right) \hbar \omega_y + \left( n_z + \frac{1}{2} \right) \hbar \omega_z.
\]

(1.3)
In the condensed state, the atoms are all in the ground state of the system, and the macroscopic wavefunction for the system is given by $\Phi(\vec{r}_1, \ldots, \vec{r}_N) = \prod_i \phi_0(\vec{r}_i)$, where

$$\phi_0(\vec{r}) = \left(\frac{m\omega_{ho}}{\pi \hbar}\right)^{3/4} e^{-\frac{m}{\hbar}(\omega_xx^2 + \omega_yy^2 + \omega_zz^2)}$$  

and $\omega_{ho}$ is the geometric mean of the trap frequencies. The density distribution is $n(\vec{r}) = N|\psi_0(\vec{r})|^2$ and the radius of the condensate is given by the harmonic oscillator length

$$a_{ho} = \left(\frac{\hbar}{m\omega_{ho}}\right)^{1/2}.$$  

For noninteracting bosons in thermal equilibrium the average number of particles in a given state can be found using the Bose-Einstein distribution,

$$\langle n(\epsilon) \rangle = \frac{1}{e^{(\epsilon - \mu)/k_BT} - 1}$$  

where $\langle n(\epsilon) \rangle$ gives the number of particles in the energy level $\epsilon$, $\mu$ is the chemical potential of the gas and $\sum_i \langle n(\epsilon) \rangle = N$. For large $N$, and harmonically confined atoms, this gives a transition temperature of

$$k_BT_c = \hbar \omega_{ho} (N/\zeta(3))^{1/3}$$  

where $\zeta(3) \approx 1.202$ is the Riemann Zeta function. The number of atoms in the condensate $N_0$, at temperature $T$ is given by

$$N_0 = N \left[ 1 - \left(\frac{T}{T_c}\right)^3 \right].$$  

### 1.3 Atom-Atom Interactions

In the previous section a noninteracting gas of bosons was assumed, however in experiments with alkali atoms this is not the case. Instead atom-atom interactions have to be taken into consideration. Although atom-atom interactions do not significantly effect the transition temperature or the condensate fraction, they do effect the density
distribution of the cloud, as well as the properties of the condensate. In fact, all of
the work described in this thesis is due to these interactions.

1.3.1 S-wave Collisions

For the typical densities used in BEC experiments with alkali gases (typically between
$10^{12}/cm^3$ to $10^{15}/cm^3$), one must only consider two-body interactions, and in addition
at ultracold temperatures only s-wave collisions can occur. For two particles with
identical mass $m$, the interaction can be described by a delta function potential where
the potential is given by

$$U(r) = \frac{4\pi\hbar^2 a_s}{m}\delta(r),$$  \hspace{1cm} (1.9)

and $a_s$ is the s-wave scattering length [92].

1.4 Weakly Interacting Bosons

The effect of s-wave collisions is to add a nonlinear term to the normal Schrödinger
equation. The effective Hamiltonian for the system is

$$H = \sum_{i=1}^{N} \left[ \frac{\vec{p}_i^2}{2m} + V(\vec{r}_i) \right] + \frac{4\pi\hbar^2 a_s}{m} \sum_{i<j} \delta(\vec{r}_i - \vec{r}_j),$$  \hspace{1cm} (1.10)

and the energy of the system is given by

$$E = N \int dr \left[ \frac{\hbar^2}{2m} |\nabla \phi(\vec{r})|^2 + V(\vec{r})|\phi(\vec{r})|^2 + \frac{(N - 1)}{2} \frac{4\pi\hbar^2 a_s}{m} |\phi(\vec{r})|^4 \right].$$  \hspace{1cm} (1.11)

As in the noninteracting case, in the condensed state all of the atoms occupy the
ground state of system, therefore the macroscopic wavefunction is still described by
$
Psi(\vec{r}_1, \vec{r}_2, ...., \vec{r}_N) = \prod_{i=1}^{N} \phi(\vec{r}_i)$. Defining $\psi(\vec{r}) = \sqrt{N}\phi(\vec{r})$, the density of condensate is
given by $n(\vec{r}) = |\psi(\vec{r})|^2$, and Eq. (1.11) can be rewritten as

$$E = \int dr \left[ \frac{\hbar^2}{2m} |\nabla \psi(\vec{r})|^2 + V(\vec{r})|\psi(\vec{r})|^2 + \frac{4\pi\hbar^2 a_s}{2m} |\psi(\vec{r})|^4 \right]$$  \hspace{1cm} (1.12)
where \((N - 1) \approx N\) for large \(N\).

### 1.4.1 The Density Distribution

**A Variational Approach**

In the noninteracting case, the ground state wavefunction was given by Eq. (1.4). Using Eq. (1.12) we can use a variational approach to find a new ground state wavefunction for the interacting system. Defining the trial wavefunction

\[
\psi(r) = \sqrt{N} \left( \frac{m\omega_r}{\pi\hbar} \right) e^{-m\omega_r r^2/2\hbar},
\]  

(1.13)

where \(\omega_r\) is the variational parameter, and where for simplicity we have assumed an isotropic harmonic trap with trap frequency \(\omega_{ho}\). Substituting Eq. (1.13) into Eq. (1.12), and integrating we find

\[
E(\omega_r, \omega_{ho}) = N\hbar \left[ \frac{3}{4} \left( \omega_r + \frac{\omega_{ho}^2}{\omega_r} \right) + Na_s \sqrt{\frac{m\omega_r^3}{2\pi\hbar}} \right]
\]  

(1.14)

minimizing this with respect to \(\omega_{ho}\), and rewriting in terms of the harmonic oscillator length \(a_{ho} = \sqrt{\frac{\hbar}{m\omega_{ho}}}\), we find

\[
\frac{a_r}{a_{ho}} = \left[ 1 + \frac{Na_s}{a_r} \sqrt{\frac{2}{\pi}} \right]^{1/4}.
\]  

(1.15)

Fig. 1-1 shows this ratio for typical trap parameters as the condensate number \(N\) is increased.

**Thomas-Fermi Approximation**

Alternatively for fixed \(\mu\), if \(E - \mu N\) is minimized using Eq. (1.12), the result is the time-independent Gross-Pitaevskii equation

\[
\left( -\frac{\hbar^2}{2m} \nabla^2 + V(\vec{r}) + \frac{4\pi\hbar^2 a_s}{m} |\psi(\vec{r})|^2 \right) \psi(\vec{r}) = \mu \psi(\vec{r}).
\]  

(1.16)
Figure 1-1: Variational calculation of the change in the ground state wavefunction due to interactions. The radius is given with respect to the harmonic oscillator length $a_{ho}$, the radius of the condensate in the noninteracting case. The radius is found for $\omega_{ho} = 2\pi \times 100$Hz.

As was derived in the variation approach, for large $N$ the ratio of the kinetic energy to the interaction energy

$$\frac{E_{kin}}{E_{int}} \propto \frac{a_{ho}}{N|a_s|}$$

is very small. Therefore, in the Thomas-Fermi approximation, the kinetic energy term is ignored and the Gross-Pitaevskii equation becomes

$$\mu \psi(\vec{r}) = \left[ V(\vec{r}) + \frac{4\pi \hbar^2 a_s}{m} |\psi(\vec{r})|^2 \right] \psi(\vec{r}).$$

The density of the condensate is given by

$$n(r) = |\psi(\vec{r})|^2 = \frac{m}{4\pi \hbar^2 a_s} [\mu - V(\vec{r})].$$

For the harmonic potential given in Eq. (1.2), one has a parabolic density distribution, where the Thomas-Fermi radius in the $i^{th}$ direction is given by $R_i = \frac{3\mu}{m\omega_i}$. 
1.5 The Excitation Spectrum

1.5.1 The Bogoliubov Approximation

Having found the ground state wavefunction of the condensate in a weakly interacting system, we can next derive the excitation spectrum for the condensate. To show this we again start with the Hamiltonian for the system given in Eq. (1.10). However, instead of writing the Schrödinger equation in terms of the condensate wavefunction, we instead write the Hamiltonian in terms of the creation and annihilation operators for bosons, \( \hat{\psi}^\dagger(\vec{r}) \) and \( \hat{\psi}(\vec{r}) \)

\[
H = \int d\vec{r} \left[ -\hat{\psi}^\dagger(\vec{r}) \frac{\hbar^2}{2m} \nabla^2 \hat{\psi}(\vec{r}) + V(\vec{r}) \hat{\psi}^\dagger(\vec{r}) \hat{\psi}(\vec{r}) + \frac{U_0}{2} \hat{\psi}^\dagger(\vec{r}) \hat{\psi}^\dagger(\vec{r}) \hat{\psi}(\vec{r}) \hat{\psi}(\vec{r}) \right],
\]

where \( U_0 = \frac{4\pi a_s^2}{m} \). To find the excitation spectrum, we include fluctuations in the ground state of the wavefunction by defining

\[
\hat{\psi}(\vec{r}) = \psi(\vec{r}) + \delta \hat{\psi}(\vec{r}),
\]

the average value of the operator plus a small fluctuation term. Using the Heisenberg equation of motion for the operator,

\[
\frac{i\hbar}{\partial t} \hat{\psi}(\vec{r}) = [\hat{\psi}(\vec{r}), \hat{H}] = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(\vec{r}) + U_0 \hat{\psi}^\dagger(\vec{r}) \hat{\psi}(\vec{r}) \right) \hat{\psi}(\vec{r}),
\]

and linearizing this equation for \( \hat{\psi}(\vec{r}) \) in terms of \( \delta \hat{\psi}(\vec{r}) \) gives a set of linear coupled equations for \( \delta \hat{\psi}(\vec{r}) \). This coupled equation is given by

\[
\frac{i\hbar}{\partial t} \delta \hat{\psi}(\vec{r}) = \left( -\frac{\hbar^2}{2m} \nabla^2 + V(\vec{r}) \right) \delta \hat{\psi}(\vec{r}) + U_0 \delta \hat{\psi}^\dagger(\vec{r}) \delta \hat{\psi}^\dagger(\vec{r}) + 2U_0 |\psi(\vec{r})|^2 \delta \hat{\psi}(\vec{r}),
\]

and similarly for the hermitian conjugate \( \delta \hat{\psi}^\dagger(\vec{r}) \). The normal mode solutions can be found from these coupled equations, and as shown by Bogoliubov for a uniform gas.
with $V(\vec{r})$, the Bogoliubov equations become

$$
\begin{pmatrix}
\epsilon_q + nU_0 - \hbar \omega_q & -nU_0 \\
-nU_0 & \epsilon_q + nU_0 + \hbar \omega_q
\end{pmatrix}
\begin{pmatrix}
u_q \\
v_q
\end{pmatrix} = 0 ,
$$

(1.24)

where $\epsilon_q = \hbar^2 q^2/2m$ and

$$
\delta \hat{\psi}(\vec{r}) = e^{-i\mu t/\hbar} \sum_j \left( u_j(\vec{r})\hat{\alpha}_j e^{-i\omega_j t} + v^*_j(\vec{r})\hat{\alpha}^*_j e^{i\omega_j t} \right),
$$

(1.25)

where $\alpha_j(\dagger)$ annihilate (create) bosonic excitations in the normal mode with frequency $\omega_j$. Eq. (1.24) yields the dispersion relation

$$
\hbar \omega_q = \sqrt{\epsilon_q^2 + 2nU_0 \epsilon_q}.
$$

(1.26)

As shown in Fig. (1-2) for low momenta, the excitations are phonon like with $E = \hbar kc$ where $c = \sqrt{2U_0/m}$ is the speed of sound in the condensate. For large momenta the excitations are particle like with $E = \epsilon_q + nU_0$. 

Figure 1-2: Excitation spectrum for the condensate. The dispersion relation for a condensate (solid line), free particles (dotted line), and for phonons (dashed line) is shown. The free particle curve is offset by $\hbar^2 c^2$. The momentum is in units of $q = mc$, where $c$ is the speed of sound in the condensate.
1.6 BECIV “The Rubidium Lab”

The experiments presented in this thesis were all performed in BECIV, the “Rubidium Lab”, the newest of the BEC machines in the Ketterle-Pritchard group. To create Bose-Einstein condensates, one requires ultrahigh vacuum, a stable laser system, and high magnetic fields. The magnetic coils and optics necessary to trap and cool the atoms greatly limits the optical access to the condensate, and the stringent requirements of high vacuum also make switching experiments inside the chamber difficult and time consuming. To overcome these challenges, a new Rubidium Bose-Einstein condensate apparatus was built. The goal of the new lab was to build an apparatus which created condensates in a “production chamber” and then transported them to an auxiliary chamber. The second chamber would allow for better optical access and also allow for the exchange of experiments without breaking vacuum in the main production chamber.

I arrived at MIT in the fall of 2001, just a few months before BECIV realized its first condensate. Building a rubidium BEC apparatus which could both create, and transport condensates posed some unexpected technical difficulties. My early days in the lab focused on optimizing the performance of the new apparatus and implementing the transport of the condensates to the auxiliary chamber. As detailed accounts of the design and construction of the machine can be found in Ref.[111, 110], here I will just highlight some important features of our machine.

Although the majority of Rubidium experiments use double MOTs loaded using either a dispenser or a vapor cell, our machine instead uses an oven and Zeeman slower to load the MOT. The atoms are then loaded into a Ioffe-Pritchard Magnetic trap. After optimizing the performance of the apparatus, rubidium condensates containing 20 million atoms are now consistently produced in the production chamber. This is significantly larger than other labs which produce rubidium condensates of around 1 million atoms. After first trapping and cooling atoms in the “production chamber”, ultracold rubidium atoms have been transferred over 30 cm in 1.5 seconds to the auxiliary chamber. The atoms are moved between the chambers by first transferring the
atoms from the magnetic trap to an optical dipole trap created with a single focused laser beam (optical dipole trap, or ODT), and by then translating the focus of the beam from the production chamber to the science chamber. The performance of the transport was optimized to minimize heating and losses that occurred during acceleration so that the atoms could be evaporatively cooled to a BEC by simply lowering the depth of the optical trap after transport. Although the transport of cold atoms with an ODT had been previously demonstrated with sodium condensates [15, 47], the original design of our apparatus had to be improved to compensate for the higher mass and larger 3-body decay rate of rubidium. With the successful production of condensates in the auxiliary chamber, we can now begin loading the condensates onto atom optical devices, such as atom chips, waveguides and mirrors, or create optical lattices with significantly better optical access than that in the main production chamber. Although all the experiments described in this thesis have been performed in the main production chamber, the next generation of lattice experiments will be performed in the science chamber.

1.7 Outline of this thesis

In recent years optical lattices have proven to be a very versatile tool to study a wide variety of physics with Bose-Einstein Condensate, the work presented in this thesis highlights this versatility. All of the experiments presented here use optical standing waves, however the standing waves are used in very different ways and for very different purposes. The experiments performed here fall into two main categories, atom optics, both linear and nonlinear, and strongly correlated systems in optical lattices. The structure of this thesis is as follows: In chapter 2, I give a brief introduction to condensates in optical lattices, and in particular scattering from light gratings in the Kapitza-Dirac and Bragg regimes. Chapter 3 is the first chapter with experimental results. Here I discuss a measurement of the photon recoil momentum in dispersive media, which was performed by diffracting a condensate off of a one-dimensional light grating. In chapter 4 dispersion management is used to demonstrate the matter-wave
analogue of optical parametric generation and amplification of scattered atom pairs. In chapter 5 the superfluid-Mott Insulator transition in a deep three-dimensional optical lattice is discussed, and in chapter 6 two-photon microwave spectroscopy is used to study the superfluid-Mott insulator transition using atomic clock shifts. Chapter 7 briefly discusses the demonstration of Raman superradiance, where a polarization grating is created from a applied light pulse and an end fire mode, leading to self-stimulated Raman scattering. Finally, in chapter 8, I summarize the work presented in this thesis and give a brief outlook. The appendices give reprints of the relevant papers on which this thesis is based.
Chapter 2

Bose-Einstein Condensates in
Optical Lattice Potentials

2.1 Atom-Light Interactions

If neutral atoms are placed in an electromagnetic field the atoms develop an induced electric dipole moment \( \mu \), where the interaction energy is given by

\[
U = -\mu \cdot E, \tag{2.1}
\]

where \( E \) is the applied electric field. This dipole moment has two main effects, for near-resonant light the effect is to change the atomic state through the absorption and emission of photons. Using this effect one can coherently manipulate both the internal and external states of the atom. For far off-resonant light, the primary effect is an energy shift to the atomic energy levels through the AC stark shift.

In this chapter (and in the rest of this thesis), we focus on optical potentials created with standing light waves. The first part of this chapter focuses on the diffraction of atoms from standing wave potentials where, using near-resonant light, the momentum state of the atom is coherently controlled. In the second we discuss the use of far off-resonant beams to create optical lattices potentials, where atoms are trapped in the nodes of the standing wave potential.
2.2 Atomic Diffraction from Optical Gratings

Atomic diffraction from optical gratings has proven to be an ideal tool for atom optics and atom interferometry. Kapitza-Dirac and Bragg Scattering from optical gratings were both first demonstrated as coherent beamsplitters for atomic beams of Sodium atoms [41, 77], and later demonstrated with Bose-Einstein condensates [70, 106, 86]. In the proceeding sections, diffraction from an optical grating is described using two different models, a more detailed discussion can be found in [46].

2.2.1 The Grating Picture

If a condensate is incident upon a periodic grating, after traversing the grating the condensate will be diffracted. The maxima of the resulting interference pattern can be found from the grating equation

\[ \ell \lambda_{dB} = d \sin(\theta), \]

where \( \ell \) is the diffraction order, \( \lambda_{dB} \) is the deBroglie wavelength as defined in Eq. (1.1), and \( d \) is the grating spacing. Although this equation is typically used to describe material gratings which modulate the amplitude of the wavefunction, it also holds true for phase gratings, where a periodic light grating is used to diffract the atoms. In light gratings, the atoms receive position dependent light shifts, and for wavelength \( \lambda \) the grating spacing is given by \( d = \lambda/2 \), the spacing of the nodes in the standing wave.

The electric field for a standing wave of light is given by

\[ \tilde{E}(z,t) = f(t) (E_0 \sin(kz - \omega t)e + E_0 \sin(kz + \omega t)e) \]

where \( k = 2\pi/\lambda \) is the wavevector of the grating light, and \( f(t) \) is the envelope function for the standing wave. The light shifts for this field are given by the AC Stark shift potential,

\[ U(z,t) = \frac{\hbar \omega^2}{\delta} f(t)^2 \sin^2(kz) \]
where $\omega_R = \mu E_0/\hbar$ is the Rabi frequency, with $\mu = \langle e| e\vec{r}| g \rangle \cdot \hat{e}$ the dipole matrix element connecting the ground $|g\rangle$ and excited $|e\rangle$ states of the atom, and $\delta$ is the detuning of the beam. Eq. (2.4) is valid in the limit $\delta^2 >> \Gamma^2/4$, where $\Gamma$ is the natural line width of the excited state.

2.2.2 The Raman Picture

Alternatively, diffraction from the light grating can be described as a stimulated Raman process, where the initial and final states, instead of being internal states, are different momentum states. The momentum of the atoms is changed through the stimulated absorption and subsequent emission of photons from the standing wave. The ground, intermediate, and final states for this Raman process are $|g, 0\rangle, |e, 1\rangle$, and $|g, 2\rangle$, where $|g(e), \ell\rangle$ is the ground (excited) internal state with momentum $p = \ell\hbar k$.

The Hamiltonian for this Raman process is given by

$$H(t) = H_0(t) + H_{\text{int}}(t),$$

(2.5)

where in the electric dipole approximation

$$H_{\text{int}}(t) = -\mu \cdot E = -ie^{-i\omega t} \frac{\hbar \omega R}{2} \left(|e, 1\rangle\langle g, 0| - |e, 1\rangle\langle g, 2|\right) + h.c.,$$

(2.6)

and

$$H_0(t) = \hbar \omega_0 |e, 1\rangle\langle e, 1| + \hbar \omega_{\text{rec}} \left(|g, 0\rangle\langle g, 0| + |g, 2\rangle\langle g, 2|\right)$$

(2.7)

where $\omega_0$ is the transition frequency between the ground and excited state, and $E_{\text{rec}} = \hbar \omega_{\text{rec}} = \frac{(\hbar k)^2}{2m}$ is the recoil frequency. To avoid scattering atoms into the wrong final state, the fourier width of the applied light pulse with length $\tau$ must be smaller than the separation between momentum states

$$\tau >> \frac{\pi}{4\omega_{\text{rec}}},$$

(2.8)
When this condition is fulfilled, the scattering is in the Bragg regime. If this condition is not fulfilled than the scattering is described as Kaptiza-Dirac (or Raman-Nath) scattering.

### 2.2.3 Bragg Scattering

In the Bragg regime, the fraction of atoms scattered into the final state $|g, 2\rangle$ can be found by using the trial wavelength

$$|\psi(t)\rangle = c_0(t)e^{-i\omega_{rec}t}|g, 0\rangle + c_1(t)e^{-i\omega_Rt}|e, 1\rangle + c_2(t)e^{-i\omega_{rec}t}|g, 2\rangle. \quad (2.9)$$

Subbing this into Schrödinger equation, and solving for $c_2(t)$ one finds the transition probability

$$P_2(\tau) = |c_2(t)|^2 = \sin^2\left(\frac{\omega_r^{(2)}}{2}\tau\right), \quad (2.10)$$

where $\omega_r^{(2)} = \frac{\omega_R^2}{2\delta}$ is the two-photon Rabi frequency. This can be extended to an $N^{th}$ order Bragg process where atoms absorb $N$ photons from one direction, and emit $N$ photons into the opposite direction, with Rabi frequency $\omega_r^{(2N)} = \omega_R^{2N}/2^{2N-1}\delta_1\delta_2...\delta_{2N-1}$.

For Bragg scattering to occur energy and momentum must be conserved in the scattering process. Instead of varying the angle and velocity of the condensate relative to the standing wave it is typically easier to vary the standing wave by adding a small detuning, $\delta_L$, between the two laser beams used to make the standing wave. The resonance condition is then given by

$$\hbar\delta_L = 2N\frac{\hbar^2k^2}{m}\sin^2(\theta/2), \quad (2.11)$$

where as shown in Fig. 2-1, $\theta$ is the angle between the two beams.

### Effect of the Mean Field Interaction

As discussed in section 1.5, for particle like excitations in the condensate $\hbar\omega = \hbar\omega_{rec} + nU_0$, and there is a mean field shift to the resonance frequency. Atoms in the initial
condensate are indistinguishable, however once atoms have been scattered into the final momentum state they are distinguishable and have twice the mean field energy due to the exchange term in the interaction potential \cite{106}, therefore the resonance frequency is shifted by $nU_0$, the mean field energy.

\section*{2.2.4 Kapitza-Dirac Scattering}

In the Kapitza-Dirac, or Raman-Nath regime $\tau << 1/\omega_{rec}$. In this limit, the fourier width of the pulse is larger than the separation between adjacent momentum states, and atoms can be scattered into higher order momentum states. For short interaction times, the motion of the atoms during the pulse can be neglected, therefore the kinetic energy term in Eq. 2.7 can be ignored. The population in a given momentum state $2N\hbar k$ can be found by looking at the phase shift applied to the atoms by the AC Stark shift (Eq. (2.4)) during the interaction time,

$$|\psi\rangle = |\psi_0\rangle e^{\frac{-i}{\hbar} \int dt U(z,t)} = |\psi_0\rangle e^{\frac{-i}{\hbar} \omega_{R}^{2} \tau} e^{\frac{i}{\hbar} \omega_{R}^{2} \tau \cos(2kz)}. \quad (2.12)$$
Using an identity for Bessel functions, one finds

\[ P_N = J_N^2(\omega_R^{(2)} \tau) \]  

(2.13)

where \( J_N \) is the \( N^{th} \) order Bessel Function of the first kind. As shown it Fig. 2-2, as the power is increased the fraction of atoms in higher orders increases.

### 2.3 Bose-Einstein Condensates in Optical Lattices

In the discussion of diffraction from optical gratings, a few assumptions were made: 1) The standing wave was pulsed on for a short period of time. 2) A plane wave was used. These assumptions allowed us to ignore the external trapping potential created by the standing wave, and also allowed us to use the excitation spectrum derived in section 1.5. However if the optical lattice is not pulsed on, but is instead ramped on these assumptions are no longer valid. In recent years Bose-Einstein condensates held in optical lattices has become an active research field, and a review of recent work done with Bose-Einstein condensates in optical lattices can be found in [84]. In the following section the energy spectrum and ground state wavefunction for Bose-Einstein condensates held in optical lattices is discussed. In this chapter only weak lattices are discussed where the system can still be described as a superfluid with a macroscopic wavefunction. In chapter 5 the behavior in deep optical lattices where this is no longer true is discussed.

#### 2.3.1 Optical Dipole Traps

In Bragg and Kapitza-Dirac scattering, near-resonant laser light is used to manipulate the final momentum state of the atoms. For optical lattices if near-resonant light is used the high spontaneous scattering rate leads to short condensate lifetimes. If a condensate is illuminated with a laser beam, the resulting potential due to the AC
Figure 2-2: Kapitza-Dirac scattering. (a) In Kapitza-Dirac scattering, due to the short length of the pulse the atom can absorb photons from either of the beams, and atoms are symmetrically scattered in both directions. As the power in the pulse is increased atoms are scattered into higher momentum states $2N\hbar k$ where $N$ is an integer. (b) The fraction of atoms in a given momentum state can be fit by Bessel functions as $P_N = J_N^2(\omega^{(2)}_R \tau)$, where $\omega^{(2)}_R$ is the 2-photon Rabi frequency, and $\tau$ is the length of the pulse. The fraction of atoms is shown for the $0^{th}$ (circles), $1^{st}$ (squares), and $2^{nd}$ (triangles) order momentum states.
Stark shift can be written as
\[
V(r) = \frac{\hbar \omega_R^2}{\delta} = \frac{3\pi c^2}{2\omega_0^3} \left( \frac{\Gamma}{\omega_0 - \omega} + \frac{\Gamma}{\omega_0 + \omega} \right) I(r) \approx \frac{3\pi c^2 \Gamma}{2\omega_0^3 \delta} I(r),
\]
(2.14)
where the natural line width \( \Gamma \) is given by
\[
\Gamma = \frac{\omega_0^3}{3\pi\varepsilon_0 \hbar c^3 \mu^2},
\]
(2.15)
and \( I \) is the intensity of the laser beam. Depending on the sign of the detuning the atoms are either attracted or repelled from the region of maximum intensity. The spontaneous scattering rate from the laser is
\[
\Gamma_{SC}(r) = \frac{3\pi c^2}{2\hbar \omega_0^3} \left( \frac{\Gamma}{\delta} \right)^2 I(r) = \frac{\Gamma}{\hbar \delta} V(r)
\]
(2.16)
for a given potential depth, the spontaneous scattering rate can be decreased by using far off-resonant light. Although the above potential is only for two level atoms, for multilevel atoms the potential can be generalized to
\[
V(r) = \frac{3\pi c^2 \Gamma}{2\omega_0^3} I(r) \sum_j \frac{c_j}{\delta_j}
\]
(2.17)
where \( \delta_j \) is the detuning between the ground \( |g\rangle \) and the excited state \( |e_j\rangle \), and \( c_j = \|\mu\|/m\mu_j \) is the relative coupling strength.

The simplest way to trap atoms using the AC Stark shift potential is by using a focused red-detuned laser beam [5, 17]. The intensity profile of a focused gaussian laser beam with power \( P \), focused along the z-axis is
\[
I(r, z) = \frac{2P}{\pi w^2(z)} e^{-2\frac{r^2}{w^2(z)}}
\]
(2.18)
where the beam waist along the z-axis is given by \( w(z) = w_0 \sqrt{1 + (z/z_R)^2} \). The minimum beam waist at the focus is \( w_0 \), and \( z_R = \pi w_0^2/\lambda_L \) is the Rayleigh length of the focus. If the spatial extent of the condensate is less than the beam waist
$(R_{TF} << w_0, z_R)$, then the resulting trapping potential can be approximated as

$$V_{ext}(r, z) \approx V \left[ 1 - 2 \left( \frac{r}{w_0} \right)^2 - \left( \frac{z}{z_R} \right)^2 \right], \quad (2.19)$$

this potential has cylindrical symmetry with trap frequencies \( \omega_r = \sqrt{4V/mw_0^2} \) and \( \omega_z = \sqrt{2V/mz_R^2} \) in the radial and axial directions.

If a second, counter-propagating beam is added where the frequency, polarization, and power of the beam are identical to the initial dipole trap, than a standing wave potential is created with

$$V_{lat}(r, z) = 4V \cos^2(kz) \left[ 1 - 2 \left( \frac{r}{w_0} \right)^2 - \left( \frac{z}{z_R} \right)^2 \right]. \quad (2.20)$$

As shown in Fig 2-3 the easiest (and most stable) way to create this lattice potential is by retroreflecting the initial dipole beam. Typically the lattice trap depth \( V_{lat} \) is given in terms of the recoil frequency \( E_{rec} \). The lattice trap frequency along the axial direction is given by

$$\omega_{lat} = \frac{\hbar k^2}{m} \sqrt{\frac{V_{lat}}{E_{rec}}}. \quad (2.21)$$

### 2.3.2 Band Structure

Ignoring the external trapping potential, the potential due to the lattice can be written as

$$V_{latt}(z) = sE_{rec} \sin^2(kz) = \frac{sE_{rec}}{2} (1 - \cos(2kz)), \quad (2.22)$$

where \( sE_{rec} \) gives the lattice depth in terms of the recoil energy. This potential is invariant under translation, i.e \( V_{latt}(z + \pi/k) = V_{latt}(z) \). Therefore from Bloch’s theorem (see for example [76]) the eigenstates of this potential are

$$\psi_{nq}(z) = e^{iqr} u_{nq}(z) \quad (2.23)$$
Figure 2-3: Optical lattice potential. (a) Retroreflected one-dimensional lattice using a focused gaussian laser beam. (b) The resulting 1D lattice potential. (c) Experimental setup for retroreflected 2D lattice. (d) Resulting 2D potential, where the two lattice beams have either perpendicular polarization or different frequencies.
where \( u(z + \pi/k) = u(z) \). The eigenstates are plane waves whose amplitude are modulated with the same periodicity as the lattice potential. The energy spectrum has a band structure, where \( q \) is the quasimomenta, and \( n \) is the band index. The band energy is found from the Schrödinger equation,

\[
\hat{H}|\psi_{nq}\rangle = E_{nq}|\psi_{nq}\rangle.
\] (2.24)

Since both the lattice potential, and \( u_{nq} \) are periodic functions, we can write then both as Fourier series

\[
\Psi_{nq}(z) = e^{iqr} \sum_j c_j^n e^{2jkr}
\] (2.25)

\[
U(r) = \sum_m U_me^{ikr}.
\] (2.26)

Subbing these into the Schrödinger equation, and truncating the sum at \(|j| = j_{\text{max}}\), one finds \(2(2j_{\text{max}}) + 1\) linear equations. For our sinusoidal wavefunction this is simplified as only the \( U_{\pm 2k} = U_{\text{latt}}/4 \) and \( U_0 = U_{\text{latt}}/2 \) terms are non zero in Eq. (2.26). For a given quasimomenta, this leads to \(2j_{\text{max}}+1\) different eigenenergies, which are the band energies \( E_n \), with \( n = 0, 1, ..., 2j_{\text{max}} \). If only the first few energy bands are of interest, these equations can be easily solved by truncating \( j \).

Fig 2-4 shows the resulting band structure for a one-dimensional lattice for different lattice depths as a function of the quasimomenta \( q \) in the first Brillouin zone. For \( 0E_{\text{rec}} \) (i.e no lattice), the band structure is just the quadratic dispersion relation for free particles. As the lattice depth is increased, a band gap appears between the energy bands and the dispersion relation flattens out.

### 2.3.3 Wannier Functions

The Bloch functions given above are plane waves, they are completely delocalized over the entire lattice sites. As we will see in chapter 5, it is sometimes more convenient to instead use Wannier functions to describe the behavior of atoms in the lattice. The Wannier functions are an orthogonal set of wavefunctions which in contrast to
Figure 2-4: Band structure in the optical lattice. Energy of the Bloch state versus the quasimomentum is shown in the first Brillouin zone is shown for the lowest bands. Lattice depths of $0 \ E_{rec}$, $5 \ E_{rec}$, $10 \ E_{rec}$, and $15 \ E_{rec}$ are shown. As the lattice depth is increased the band structure flattens out, and the energy gap between the bands increases.

the Bloch functions are localized wavefunctions at individual lattice sites [76]. The Wannier function for an atom in the $j^{th}$ lattice site in the $n^{th}$ energy band can be constructed from the Bloch functions as

$$w_{jn}(z) = \frac{1}{\sqrt{N}} \sum_q e^{-i\mathbf{q}_{\mathbf{j}}} \psi_{nq}(z). \quad (2.27)$$

Using the Wannier functions, one can calculate the probability for an atom to tunnel from the $j^{th}$ to the $k^{th}$ site by calculating the overlap integral between the Wannier functions in the two adjacent sites, the tunneling matrix element $J$ is given by

$$J = \int w_{jn}(z) \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial z^2} + V_{latt} \right) w_{kn}(z) dx. \quad (2.28)$$

### 2.3.4 Adiabaticity

If a condensate is loaded into the optical lattice adiabatically, it will also be loaded into the ground state of the optical lattice. For low lattice depths, where the tunneling
rate is high, the condensate can still be described with a macroscopic wavefunction. In a stationary state the chemical potential is constant throughout the lattice, and the condensate has quasimomentum \( q = 0 \). The adiabaticity condition for loading a condensate with quasimomentum \( q \) into the lowest Bloch band, \( |0, q\rangle \) of the lattice is given by [96]

\[
\left| \langle 1, q \middle| \frac{\partial H}{\partial t} \middle| 0, q \rangle \right| \ll \frac{\Delta E^2(q, t)}{\hbar},
\]

where \( |1, q\rangle \) is the 1\textsuperscript{st} excited band, and \( \Delta E \) is the energy gap between the two bands. Fig 2-5 shows the energy separation for three different quasimomenta. For \( q = 0 \), the adiabaticity condition can be met for \( dV_{\text{latt}}/dt \ll (4E_{\text{rec}})^2/\hbar \), since the separation between the bands is a minimum at \( V_{\text{latt}} = 0 \) where \( \Delta E = 4E_{\text{rec}} \). This is the separation from the free particle dispersion curve. However, as the quasimomentum increases, the separation at \( V_{\text{latt}} = 0 \) approaches zero, and the adiabaticity condition becomes more difficult to fulfill.

In addition to being adiabatic with respect to the lattice frequency, as the lattice depth is increased the external trap frequencies also increase due to the gaussian beam profile. The lattice ramp must be adiabatic with respect to the external trap frequencies, and the mean field energy of the condensate.
2.3.5 Atomic Diffraction from Optical Gratings Revisited

In the beginning of this chapter, diffraction from optical gratings was discussed by modeling it both as a classical grating, and also by modeling it as stimulated raman process. After discussing the band structure for condensates loaded into optical lattices it seems useful to revisit Bragg and Kapitza-Dirac scattering in the context of nonadiabatic loading of the lattice. If the lattice potential is abruptly turned on, instead of ramped on adiabatically, the resulting wavefunction is analogous to Bragg and Kapitza-Dirac scattering [25].

If a condensate, initially assumed to be a plane wave \( \phi_q(t) \) with momentum \( q \) at \( t = 0 \) is suddenly loaded into an optical lattice, the wavefunction can be written as a superposition of Bloch states \( |n, q\rangle \). Where

\[
|\psi(t = 0)\rangle = \sum_{n=0}^{\infty} |n, q\rangle \langle n, q|\phi_q\rangle, \quad (2.30)
\]

and \( \langle n, q|\phi_q\rangle = c_{n,q}(0) \). While the lattice is turned on each Bloch function evolves at its respective eigenenergy, and the condensate wavefunction evolves as

\[
|\psi(t)\rangle = \sum_{n=0}^{\infty} c_{n,q}(0)e^{-iE_n(q)t/\hbar}|n, q\rangle. \quad (2.31)
\]

If the lattice is then suddenly turned off after time \( \tau \), the final wavefunction for the condensate is given by mapping the lattice state back onto the plane wave basis. The resulting wavefunction is given by

\[
|\psi(\tau)\rangle = \sum_{j=0}^{\infty} d_q(j)|\phi_{q+2j\hbar k}\rangle, \quad (2.32)
\]

where

\[
d_q(j) = \sum_{n=0}^{\infty} c_{n,q}(0)c_{n,q}(j)e^{-iE_n(q)\tau/\hbar}. \quad (2.33)
\]

The exponential term produces oscillations in the population of the plane wave momentum states as a function of \( \tau \), the time the condensate is held in the optical
lattice. If the condensate is initially created with $q = 0$, then the initial wavefunction is symmetric, and only even energy bands are populated. The population in the \( |2j\hbar k\rangle \) states oscillates with time, and this describes Kapitza-Dirac scattering. The observed oscillation period is given by the energy gap between the ground and excited bands at $q = 0$, which for deep lattices ($U_{\text{latt}} > 5E_{\text{rec}}$) is given by the lattice trap frequency $\hbar \omega_{\text{latt}}$. If instead of being initially at rest, the condensate is created with initial momentum, for example in the momentum state $q = \hbar k$, then the odd bands are also populated, and for a shallow lattice this is equivalent to first order Bragg Scattering.

### 2.3.6 Momentum vs. Quasimomentum

As a final note, a common confusion when loading condensates into optical lattices is the difference between momentum and quasimomentum. Due to the translational symmetry of the lattice, the only physically distinct quasimomenta are in the first Brillouin zone between $q = -k$ to $q = k$. But when the lattice is ramped on or off how does momentum map to quasimomentum and vice-versa? To understand this it is easiest to look at the “band structure” for the free particle shown in Fig 2-4(a). If an atom initially has momentum $q_0 > k$, then the energy for the particle is given by $E_0 = \hbar^2 q_0^2/2m$, and the atom will be in an excited band, as the lattice is ramped on, the atom has quasimomentum $q_0 \mod (2k)$, but will be in an excited energy band. Similarly, if an atom is in the excited energy band $n$ in the lattice, with quasimomentum $q_L$, if the lattice is adiabatically ramped down the atom will be mapped onto the free particle momentum state $|q_F\rangle = |q_L + nk\rangle$ with energy $E_F = \hbar^2 q_F^2/2m$.  
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Chapter 3

Photon Recoil Momentum in Dispersive Media

This chapter describes a measurement of the photon recoil momentum in dispersive media, and supplements work previously reported in Ref [63], which is also included in Appendix A.

3.1 Momentum in Dielectric Media

The transmission of momenta in dielectric media has raised controversy for over 100 years, starting with the papers of Minkowski [79, 80], and Abraham [2, 3] in 1908 and 1909. The main question is as follows, is the momentum density carried by an electromagnetic wave in dispersive medium given by \((\vec{D} \times \vec{B})/4\pi c\) as suggested by Minkowski, or by \((\vec{E} \times \vec{H})/4\pi c\) as was argued the following year by Abraham. Stated more simply, is the momentum in a dispersive medium given by \(p_{\text{min}} = n_r h/\lambda\), or \(p_{\text{ab}} = h/n_r \lambda\), where \(n_r\) is the index of refraction of the medium, and \(\lambda\) is the wavelength of the electromagnetic wave in vacuum. If one does a literature search over the last 100 years, numerous papers are found on the subject with each form of the momentum receiving roughly equal support (for a review see [21, 91]) until the 1970’s when Peierls [90] building on the earlier work of Gordon[40], argued that both
were incorrect, and the momentum was instead given by
\[
p = \frac{h}{n_r \lambda} \left[ \frac{1}{2} (1 + n_r^2) - \frac{1}{10} (n_r^2 - 1)^2 \right]. \tag{3.1}
\]

When an electromagnetic field enters a dispersive media, the frequency of the light \( \nu \) remains the same, but the wavelength of the light is modified by the index of refraction. The wavelength in the media is given by \( \lambda' = \lambda/n_r \), and the electromagnetic momentum carried by the photon is also modified. For momentum to be conserved in the system, this means that the electromagnetic wave must carry mechanical momentum with it as it travels through the medium. The medium is accelerated as the pulse enters the medium, and decelerates as the pulse exits. The total momentum for the system is given by \( p = p_{em} + p_{mech} \), however confusion arises when one tries to properly divide the total momentum into the electromagnetic momentum \( p_{em} \), and the mechanical momentum \( p_{mech} \), carried with the wave. As a simple example of the confusion surrounding this question, if one assumes that the electromagnetic momentum is given by the deBroglie wavelength \( p = h/\lambda \), then in the medium \( p_{em} = n_r h/\lambda = n_r \hbar k \). However, if one assumes that the fundamental relation is given by \( E = mc^2 \), and \( p = E/c \) then one instead finds \( p_{em} = h/n_r \lambda \).

### 3.1.1 Previous Experiments

Early experiments did little to solve the controversy, the first attempts to measure the momentum in dispersive media were made by Jones and Richards [61], and later updated by Jones and Leslie [60]. In their experiments, a beam of light was bounced off of a mirror suspended in a dielectric. The results showed that the momentum transferred to the mirror was given by \( 2n_r \hbar k \). Although at first glance these results seem to agree with the Minkowski momentum, it was later shown that these results were consistent with both the Abraham and Minkowski pictures. These results can be simply understood by considering the standing wave created by the incident and reflected beam. The standing wave imparts momentum to the medium which remains even after the pulse has left.
3.2 Precision Measurements and Atom Interferometry

Recently, there have been discussions about the momentum transferred to a single atom when it absorbs a photon, when that atom is part of a dilute atomic cloud with index of refraction $n_r$. Besides answering a fundamental question about the transmission of momenta in dielectric media, this is also an important question for atom interferometry. As was discussed in chapter 2, standing waves can be used in atom interferometry to manipulate the state of atoms, and as shown in Fig.3-1, a phase shift can be applied to one of the arms. As discussed in chapter 2, the outcoupled atoms have momentum $p = 2N\hbar k$; therefore a phase shift will occur just due to the recoil momentum of the outcoupled atoms. In order to understand any phase shift due to external sources, one must therefore first have a clear understanding of the recoil momentum transferred to the atoms.

This is of particular importance for precision measurements of $h/m$ with ultracold atoms. Where precise measurements of the recoil frequency are used to determine a value for $h/m$, which in turn can be used to derive a value of $\alpha$, the fine structure constant [112, 119, 120, 45, 6, 71]. This result combined with the value of alpha derived
Figure 3-2: The index of refraction in dispersive media. (a) A laser beam is incident on a dilute atomic cloud with index of refraction $n_r$, initially at rest. (b) An atom within the cloud absorbs a photon. When the atom absorbs the photon what momentum is transferred to the atom, and what momentum (if any) is left in the cloud?

from the (g-2) measurements for the electron and positron [62, 66, 51] provide a test of QED. Currently the largest uncertainty in measurements of the recoil momentum, and the resulting value for $\alpha$, was due to the uncertainty of dispersive effects on the value for the recoil frequency [120].

What is the recoil frequency when an atom in an atomic cloud absorbs a photon? In illustration of this question is shown in Fig. 3-2. If one assumes that no momentum is left in the medium after the photon is absorbed, then the momentum transferred to the atom should be $p = \hbar k$. One also reaches the same conclusion if one considers a dilute gas, where the absorbing atom is isolated from the surrounding medium by vacuum. However, if one calculates the momentum transferred to the atoms classically using the Lorentz force applied to the atom during the absorption, you find that momentum transferred to the atom is $p = n_r \hbar k$; which would also imply that momentum must be left in the medium after the pulse has passed [49].
3.3 Index of Refraction of a Dilute Atomic Cloud

When a dilute cloud of atoms is illuminated by a laser beam, the index of refraction \( n_r \), can be found from the macroscopic polarization of the gas, \( P = \rho \langle d \rangle = \chi \epsilon_0 E \), where \( \rho \) is the density of the atomic cloud, \( \langle d \rangle \) is the average dipole moment of the atoms, \( \chi \) is the atomic susceptibility and \( \epsilon_0 \) is the permittivity of free space. The dipole moment for an atom within the cloud is given by \( \langle d \rangle = \epsilon_0 \alpha (E_L + E_{int}) \), where \( \alpha \) is the atomic polarizability, \( E_L \) is the applied laser field, and \( E_{int} \), the internal electric effect due to the surrounding cloud is given by \( E_{int} = \frac{1}{3\epsilon_0} P \). Combining these equations we find\(^1\)

\[
\chi = \frac{\rho \alpha}{1 - \rho \alpha/3}.
\] (3.2)

For a two level atom, the atomic polarizability

\[
\alpha = -\frac{\mu^2}{\hbar \epsilon_0} \frac{1}{\Gamma - i\Delta} = \frac{3\pi \chi^3 \Gamma}{\Gamma - i\Delta},
\] (3.3)

where \( \Gamma \) is the natural line width, and \( \Delta \) is the detuning of the laser beam. For a dilute cloud, in the limit of \( \rho \chi^3 \ll 1 \) the polarizability can be approximated as \( \chi = \rho \alpha \). For \(^{87}\)Rb, the situation is complicated by the hyperfine structure. In Fig. 3-3 the \( D_2 \) transition hyperfine structure is shown.

For a condensate initially in the \( |F = 1, m_F = -1 \rangle \) state, there are a number of possible excited states however, the situation can be simplified by using \( \pi \)-polarized light. For \( \pi \)-polarized light there are only two allowed transitions, the \( 5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 1 \) and the \( 5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 2 \) transition. The index of refraction for the condensate, \( n_r = \sqrt{1 + \chi} \) is then given by

\[
n_r = \sqrt{1 - 12\pi \rho \left( \frac{\lambda}{2\pi} \right)^3 \left( \frac{5}{12} \frac{\Delta_1}{\Gamma} \frac{1}{1 + (2\frac{\Delta_1}{\Gamma})^2} + \frac{1}{4} \frac{\Delta_2}{\Gamma} \frac{1}{1 + (2\frac{\Delta_2}{\Gamma})^2} \right)}, \] (3.4)

where \( \Delta_1 \) and \( \Delta_2 \) are the detunings relative to the \( F=1 \rightarrow F'=1 \) and \( F'=2 \) transitions, respectively.

\(^{1}\)For dense clouds there is also a correction due to resonant Dipole-Dipole interactions \([82]\).
Figure 3-3: Hyperfine structure for the $^{87}\text{Rb} \, D_2$ transition. The frequency splitting between the hyperfine energy levels is given. Starting with a condensate in the $|F = 1, m_F = -1\rangle$ state, and using $\pi$-polarized light there are only two allowed transitions.

Figure 3-4: The index of refraction for a $|1, -1\rangle$ $^{87}\text{Rb}$ condensate illuminated with $\pi$-polarized light, as a function of the laser detuning $\Delta$. The detuning is given relative to the $5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 1$ transition.
Figure 3-5: Experimental setup of the two pulse light grating interferometer. The effect of the first pulse was to outcouple a small fraction of atoms into the $|\pm 2\hbar k_{rec}\rangle$ momentum state, where $k_{rec} = n_r k$ is the single photon momentum in the medium. During the delay between pulses the phase of atoms in the $|\pm 2\hbar k_{rec}\rangle$ momentum states evolve at a faster rate than those still at rest due to the recoil energy. After a variable delay time $\tau$, a second pulse was applied recombining a portion of atoms in the $|\pm 2\hbar k_{rec}\rangle$ state with those at rest in the initial condensate. The condensate was then released from the trap and imaged in time of flight. A typical absorption image taken after 43ms time of flight is shown.

### 3.4 Experimental Setup

To measure the index of refraction of the condensate, a two pulse light grating interferometer was used, as shown in Fig. 3-5. The grating was creating using retroreflected, near-resonant light detuned from the $5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 1$ transition at 780nm. The light was $\pi$-polarized both to minimize the number of allowed transitions, and also to minimize superradiant scattering [53, 100]. The laser had a linewidth $\gamma$ much smaller than $\Gamma$, the natural linewidth for the transition. The laser was aligned perpendicular to the long axis of the condensate.

The two applied pulses were 5 $\mu$s in length, this is sufficiently short that we can assume the atoms do not move during the pulse, and therefore describe them using Kapitza-Dirac scattering (as described in Chap.2.2.4). The first pulse outcouples a fraction of atoms into the momentum states $|\pm 2\hbar k_{rec}\rangle$, where the population in
the $\ell^{th}$ momentum state is given by $P_\ell = J_\ell^2(\theta)$, $\theta = \frac{\omega_\text{rec}^2 t_p}{2\Delta}$, $k_\text{rec} = n_r k$ is the single photon momentum in the medium, and $t_p$ is the length of the pulse. For $\frac{\omega_\text{rec}^2 t_p}{2\Delta} < 1$ a negligible fraction of atoms is diffracted into states with $\ell > 1$, and we can restrict our discussion to the $| \pm 2\hbar k_\text{rec} \rangle$ momentum states. Given that the initial condensate is at rest, $|\psi_o\rangle = |0\hbar k_\text{rec} \rangle$. Immediately after the pulse, the wavefunction is given by

$$|\psi(t_p)\rangle = J_1(\theta)|\pm 2\hbar k_\text{rec} \rangle + J_0(\theta)|0\hbar k_\text{rec} \rangle. \quad (3.5)$$

During the delay time $\tau$, the phase of the $| \pm 2\hbar k_\text{rec} \rangle$ states evolves at a faster rate than the $|0\hbar k_\text{rec} \rangle$ state due to the recoil energy, $E_\text{rec} = 4\hbar \omega_\text{rec}$. After the delay $\tau$, the wavefunction will have evolved as

$$|\psi(\tau)\rangle = |\psi_o\rangle \left( J_1(\theta)|\pm 2\hbar k_\text{rec} \rangle e^{\mp i4\omega_\text{rec} \tau} + J_0(\theta)|0\hbar k_\text{rec} \rangle \right). \quad (3.6)$$

At $t = \tau$ we apply a second pulse that partially recombines the momentum states. Immediately after this second pulse the wavefunction is given by

$$|\psi(\tau + t_p)\rangle = J_1(\theta) J_0(\theta) \left( e^{\mp i4\omega_\text{rec} \tau} + 1 \right) |\pm 2\hbar k_\text{rec} \rangle$$

$$+ \left( J_2^2(\theta) \left( e^{-i4\omega_\text{rec} \tau} + e^{i4\omega_\text{rec} \tau} \right) + J_0^2(\theta) \right) |0\hbar k_\text{rec} \rangle. \quad (3.7)$$

After applying the two pulses, the probability of finding the atoms in the $|0\hbar k_\text{rec} \rangle$ momentum state, $\rho_0 = \langle \psi(\tau + t_p) | 0\hbar k_\text{rec} \rangle |^2$ is given by

$$\rho_0 = J_0^4(\theta) + 4 \left( J_0^2(\theta) J_1^2(\theta) + J_1^4(\theta) \right) \cos(4\omega_\text{rec} \tau). \quad (3.8)$$

As a function of the delay time $\tau$, the density of the recombined components will oscillate at $4\omega_\text{rec}$.

In addition to the index of refraction shift, the observed recoil frequency will also have a mean field shift [106]; the atoms in the $| \pm 2\hbar k_\text{rec} \rangle$ state have twice the mean field energy as those at rest due to the exchange term in the interatomic potential. Including both the mean field shift and the index of refraction, the frequency of the
Figure 3-6: S-wave collision halos in time of flight. If the density of the condensate was two high atoms in the $|\pm 2\hbar k_{rec}\rangle$ momentum peaks collided with atoms at rest in the condensate during time of flight.

observed interference fringes should be:

$$\omega = 4n_r^2\omega_{rec} + \frac{\rho U_0}{\hbar}, \quad (3.9)$$

where $\rho U_0 = 4\pi\hbar^2 a_\rho/m$, and $a_\rho$ is the s-wave scattering length. The average density $\rho = 4/7\rho_o$, where $\rho_o$ is the peak condensate density.

As given in Eq. (3.4), the index of refraction $n_r$ is proportional to the density of the condensate $\rho$. To maximize the index of refraction effects, it would seem that using condensates with high initial density would be beneficial. However, although increasing the density does increase the index of refraction, using high density condensates also introduces a number of problems. Eq. (3.4) is only valid for $\rho \lambda^3 \ll 1$, if this condition is not met than additional corrections need to be made to the index of refraction, increasing the uncertainty in the result. In addition, if the condensate density is too high, the condensate becomes collisionally dense. As shown in Fig. 3-6, if the density is too high, in time of flight the outcoupled atoms collide with atoms initially at rest in the condensate creating a “halo” of scattered atoms which have undergone s-wave collisions. The condensate density was chosen to be as high as possible without creating appreciable s-wave collision halos in time of flight. The optimal density was found to be $\rho_o \approx 2 \times 10^{14} cm^{-3}$, which corresponded to a total condensate number of $N_o = 1.5 \times 10^6$ for our trap parameters. For this condensate density $\rho \lambda^3 \approx 0.2$. 
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The intensity of the pulse was set such that \( \approx 5\% \) of the atoms were outcoupled into the \( |\pm 2\hbar k_{\text{rec}}\rangle \) momentum states, this not only made the analysis of the resulting interference pattern easier by limiting the number of states, but also ensured that the condensate density remained approximately constant throughout the measurement. For a density of \( \rho_o \approx 2 \times 10^{14} \text{cm}^{-3} \), the mean field shift to the resonance was almost 1 kHz, on the same order as the index of refraction effects. Any change in the density of the condensate during the measurement would have potentially masked the index of refraction effects. Due to both the density dependence of the index of refraction, and the mean field shift, it was essential to have consistent atom number from shot to shot, for all of the data the variation in the condensate number was \(<10\%\) for the duration of the experiment.

### 3.5 The Recoil Frequency

The recoil frequency was measured by counting the number of atoms in either the \( |0\hbar k_{\text{rec}}\rangle \) or the \( |\pm 2\hbar k_{\text{rec}}\rangle \) momentum state and by then normalizing the signal to the total atom number, as a function of the delay time \( \tau \) between pulses. Interference fringes for a detuning of \( \Delta = 520\text{Hz} \) are shown in Fig. 3-7. In the previous section the motion of the atoms during the delay time \( \tau \) was ignored, however the amplitudes of the recombined components will only interfere if they spatially overlap. After the first pulse, the atoms in the \( |\pm 2\hbar k_{\text{rec}}\rangle \) momentum states move within the initial condensate with the recoil velocity (\( \sim 12 \mu\text{m}/\text{ms} \)). As the overlap between the recoiling atoms and those at rest decreases, the interference fringes decay. The overlap integral for this decay can be approximated as a Gaussian with time constant, \( \tau_c \approx 0.75 \frac{R_{TF}}{v_{\text{rec}}} \), where \( R_{TF} \) is the Thomas-Fermi radius of the condensate, and \( v_{\text{rec}} \) is the recoil velocity [116]. For our experimental parameters, \( R_{TF} = 8\mu\text{m} \) in the radial direction giving a coherence time of 500\( \mu\text{s} \). The experiments were performed perpendicular to the long axis of the condensate. The coherence time for the process could have been increased by instead performing the experiments along the long axis of the condensate, however, if the pulse was applied along the long axis the probability for collisions in time of
flight increased. To compensate for the increased collisions a lower density must be used negating any advantage to this geometry. The recoil frequency was found by fitting the resulting fringes to a cosine function with a gaussian envelope:

\[ A \exp \left( -\frac{\tau^2}{\tau_c^2} \right) \cos(4\omega\tau + \phi) + C. \]  

(3.10)

The expected values for \( A \) and \( C \) can be found from Eq. 3.8. The observation of up to ten oscillations provided a precise value of the recoil frequency. The fitted recoil frequency was found as a function of the laser detuning \( \Delta \), and the results are shown in Fig. 3-8. As the detuning was varied a shift of over 2kHz was seen across the resonance, whereas the statistical uncertainty in the points was < 100Hz clearly showing that the recoil momentum is given by \( |n_r\hbar k\rangle \).

When the pulse was applied the condensate density was lowered slightly due to spontaneous scattering from the laser beam. In order to accurately calibrate the density of the condensate a single 5 \( \mu s \) pulse was first applied to the atoms. The condensate number was then found by fitting a Thomas-Fermi profile to the integrated optical density of the absorption image in time of flight. Although the polarization of
Figure 3-8: Recoil frequency as a function of detuning $\Delta/2\pi$ showing the dispersive effect of the index of refraction. The average density of the condensate for the solid points was $1.14(4) \times 10^{14}$ cm$^{-3}$, giving a mean-field shift of 880 Hz to the resonance. The shaded area gives the expected recoil frequency including the uncertainty in the density. The dashed line is at $\omega = 4n^2 \omega_{rec} + \rho U_0/h$, the expected value without index of refraction effects. The data shown as open diamonds had increased spontaneous light scattering due to $\sigma^+$ light contamination in the laser beam. The increased light scattering led to a lower initial density in the condensate, thus leading to a smaller mean-field shift and index of refraction. The open points have been scaled upward to correct for this lower density.
Figure 3-9: Separation between the $| \pm 2\hbar k_{rec} \rangle$ momentum peaks as a function of the laser detuning $\Delta/2\pi$. The separation between the peaks also shows the dispersive effect of the index of refraction.

The beam was set to be $\pi$-polarized (and this was optimized by minimizing Rayleigh superradiance), there was still a small amount of $\sigma^{\pm}$ contamination in the pulse. The $\sigma^{\pm}$ contamination allowed $\Delta m_F = \pm 1$ transitions, thus for small detunings the proximity to the $|1,-1\rangle \rightarrow |0',0\rangle$ transition located at $\Delta/2\pi = -72$ MHz resulted in higher spontaneous scattering rates, and a lower initial condensate density. Data points taken at these small detunings were shifted upward in Fig. 3-8 to compensate for this.

In addition to measuring the recoil frequency, one can also measure the separation between the $| \pm 2\hbar k_{rec} \rangle$ momentum peaks in time of flight. Once the atoms have been outcoupled they move with $v_{rec} = n_r \hbar k/m$, therefore the separation should also vary with the index of refraction. The separation as a function of the detuning $\Delta$, is shown in Fig. 3-9. The separation between the peaks also clearly showed a dispersive shape, showing the dependence of the recoil velocity on the index of refraction.
3.5.1 Grating Picture

To understand the quadratic dependence of the recoil frequency on $n_r$, we can return to the grating picture discussed in section 2.2.1. When the light grating is incident on a dispersive media, the grating spacing goes from $\lambda$ to $\lambda/n_r$. After diffracting off of the grating the velocity imparted to the atoms is also modified by $n_r$, with $v = n_r \hbar k/m$. When the second pulse is applied, the atoms have both moved farther by a factor of $n_r$ and the grating is smaller by a factor of $n_r$ leading to a change of the beat frequency on the order of $n_r^2$.

3.5.2 The Lorentz Force

The increase in the momentum transferred to the atoms can also be explained by considering the momentum transferred to atoms by a classical field [49]. Classically, the force applied to an atom with dipole moment $\vec{d}$ during the absorption of the photon can be found using the Lorentz force,

$$\vec{F}(t) = (\vec{d} \cdot \nabla)\vec{E}(x,t) + \frac{\partial \vec{d}}{\partial t} \times \vec{B}(x,t).$$  \hbox{(3.11)}$$

For a plane wave with $\pi$-polarization we have:

$$\vec{F}(t) = \frac{\partial \vec{d}}{\partial t} \times \vec{B}(x,t)$$  \hbox{(3.12)}$$

A two-level atom initially in its ground state will undergo Rabi oscillations with $\omega_R = \mu E_L / \hbar$, where $\mu$ is the dipole matrix element connecting the ground $|g\rangle$ and excited $|e\rangle$ states of the atom, and $E_L$ is the Electric field of the applied laser pulse. At $t = \pi / \omega_R$, the atom will have absorbed a photon, and will be in the excited state. The instantaneous dipole moment during this interaction is given by $d \propto \mu \sin(\omega_R t) \exp(i\omega t)$. The change in momentum during the interaction with the field then is given by,

$$\Delta p = \int_0^{\pi / \omega_R} \mu \omega \sin(\omega_R t) B dt.$$  \hbox{(3.13)}$$
Evaluating this we find \( \Delta p = h\omega (B_L/E_L) \). The ratio of \( B_L/E_L = n/c \), giving \( \Delta p = n_r \hbar k \). More qualitatively one can understand this by considering the integration time for Eq. (3.13). If the index of refraction \( n_r > 1 \), the Rabi frequency \( \omega_R \) is smaller and the integration time will be longer, thus the change in momentum due to the absorption of a photon in the medium will be larger than the vacuum momentum, the converse holds for \( n_r < 1 \).

However, the above derivation actually has two errors which luckily cancel each other. In calculating the force applied to the atoms the macroscopic electric field was used, but this is not correct. To calculate the force applied to the atom the microscopic force at the dipole must instead be used. As discussed in the derivation of the index of refraction, in Sec. 3.3, the microscopic electric field at a dipole within the cloud is given by \( E_{\text{eff}} = E_L + E_{\text{int}} = E_L + \frac{1}{3\varepsilon_0} P \). If the field is modified, then how is the result the same? In the initial derivation of the Lorentz force another error was made, the Lorentz force is given by

\[
F = (d \cdot \nabla) E_{\text{eff}} + \dot{d} \times B_{\text{eff}} \quad (3.14)
\]

for a nonmagnetic medium, \( B_{\text{eff}} \) can be replaced by \( B_L \). However, the use \( E_{\text{eff}} \) in the first term results in a non-vanishing contribution. After much algebra\(^2\), one can show that fortuitously the term due to the gradient of \( E_{\text{eff}} \) in the first term cancels out the change in the second term due to \( E_{\text{eff}} \) (which enters Eq. 3.13 through \( \omega_R \)), and the result is still given by \( n_r \hbar k \).

### 3.6 The Recoil Momentum in Bragg Processes

If the recoil momentum is in fact \( n_r \hbar k \), as both the recoil frequency measurement and the separation between the peaks show, then this means that for momentum to be conserved, momentum must be left in the medium. Atoms which do not scatter photons are left with momentum even after the pulse has passed, and that momentum

\(^2\)Which can be found in [90].
can be either parallel \((n_r < 1)\) or anti-parallel \((n_r > 1)\) to the direction of the light depending on the value of the index of refraction. In the experiments described above the atoms were outcoupled symmetrically using Kapitza-Dirac diffraction, therefore momentum was clearly conserved and this effect was not observable. However, if instead the length of the pulse was increased, and the lattice beams detuned to instead use Bragg scattering, it is possible that this effect could be resolved. In Bragg scattering atoms are only outcoupled in one direction with momentum \(p = |2j\hbar k_{rec}\rangle\) for a \(j^{th}\) order Bragg process. If a large fraction of atoms are outcoupled, for example using a \(\pi/2\) pulse, and for large values of \(j\) this effect could potentially be resolved in time of flight. Using a \(\pi/2\) pulse, the momentum left in the \(|0\hbar k_{rec}\rangle\) state would be \(p = 2j(n_r - 1)\hbar k\). Measuring this with a condensate is complicated by two considerations; for Bragg scattering the length of the pulse is a factor of 100 times longer. Using near resonant light (to maximize the change in the index of refraction), the spontaneous scattering rate can be quite high, to compensate for the longer pulse length the detuning of the beam must be increased. This in turn decreases the index of refraction effect. However, as an example, using a detuning of \(\Delta = 1\) GHz, with a \(j^{th}\) order Bragg pulse, \(v_{rec}=0.05j\mu m/ms\) for the \(|0\hbar k_{rec}\rangle\) momentum state in time of flight. For a 100ms time of flight this is over 5\(\mu m\)! But resolving this change is complicated by mean-field effects. For large outcoupling the position of the \(|0\hbar k_{rec}\rangle\) state can also change position due to mean-field repulsion between the outcoupled atoms and those at rest making the index of refraction effects difficult to distinguish.
Chapter 4

Parametric Generation and Amplification of Scattered Atom Pairs

This chapter describes parametric generation and amplification of scattered atom pairs, and supplements work previously reported in Ref [13], which is also included in Appendix B.

4.1 Nonlinear Atom Optics

In Chapter 3, a measurement of the photon recoil momentum in dispersive media, an important consideration for atom optics, was discussed. Another rapidly growing field is nonlinear atom optics [73]. In nonlinear optics, since photons are noninteracting a nonlinear medium must be used to provide effective interactions. However, in nonlinear atom optics using Bose-Einstein condensates, the nonlinearity is provided by s-wave collisions within the condensate. Using condensates a number of nonlinear processes first demonstrated with photons have been demonstrated with matter-waves, including four-wave mixing [23, 118], solitons [24, 10, 4, 109], second-harmonic generation [122, 1, 74, 78], and sum-frequency generation [1]. One of the driving forces behind nonlinear atom optics is to find an efficient way to create en-
tangled pairs of atoms for quantum information processing. In particular four-wave mixing has previously been suggested as a promising way to create pairs of momentum entangled atoms [27, 93, 118].

4.2 Can a Condensate Collide with Itself?

Another possible way to create pairs of momentum entangled beams is the matter-wave analogue of Optical Parametric Generation (OPG)[94]. In optical parametric generation of photons, as shown in Fig. 4-1, a probe laser is sent into a nonlinear medium to create a signal and idler, where $2\hbar\omega_p = \hbar\omega_S + \hbar\omega_I$. Given the nonlinear interaction in condensates, is the matter-wave equivalent to an OPG possible? In the matter-wave analogue, as shown in Fig. 4-2, two atoms in the condensate with velocity $v_0$, collide to create one “red” atom with lower velocity $v_1$, and one “blue” atom with higher velocity $v_2$. Clearly momentum can be conserved in this collision, but as was discussed in Section 1.5, the excitation spectrum for the condensate is quadratic for particle-like excitations. As shown in Fig. 4-2(b), for final states equally spaced in momentum space, energy is not conserved. It would appear that the matter-wave analogue of OPG is not possible. Four-wave mixing has been previously demonstrated with condensates, where two atoms with initial velocity $v_1$ and $v_2$ scatter into final states $v_3$ and $v_4$. However, in these experiments [23, 118] using condensates in free space, the quadratic dispersion relation for free particles only allowed for the phase-matching condition to be fulfilled when the magnitudes of all four momenta were
Figure 4-2: Can a condensate collide with itself? (a) In the matter-wave analogue to OPG, two atoms in the condensate with initial velocity $v_0$ collide and scatter into final states $v_1$ and $v_2$. (b) Due to the quadratic dispersion relation, it is not possible to conserve both energy and momentum in this collision. Given final momentum states $k_0$, $k_1$, and $k_2$ equally spaced in momentum space, the average of the final energies clearly exceeds the initial value.

equal (in the center-of-mass frame), and the final momentum states could only be distinguished if the experiments were performed in two dimensions.

4.2.1 Collisions in a 1D Optical Lattice

But what happens if instead a 1D optical lattice is added to the system? As discussed in Chap.2, in a lattice the motion of the atoms is described by a band structure, where for even shallow lattices the dispersion relation is no longer quadratic near the boundary of the first Brillouin zone. As shown in Fig. 4-3 it now becomes possible to find pairs of quasimomentum states $k_0$, $k_1$, and $k_2$ where both momentum and energy can be conserved [50].

The phase matching condition for the scattering process is given by

$$2k_0 = k_1 + k_2 \quad (4.1)$$

$$2\epsilon(k_0) = \epsilon(k_1) + \epsilon(k_2) \quad (4.2)$$

where $\epsilon(k_i)$ is the energy of atoms in the quasimomentum state $k_i$, determined from a band structure calculation. In the optical lattice the conserved quantity is qua-
Figure 4-3: Collisions in a 1D optical lattices. If a 1D lattice is added, the dispersion curve is no longer quadratic near the boundary of the first Brillouin zone. It now becomes possible to find phase matched quasimomentum states $k_0$, $k_1$ and $k_2$ where both energy and momentum can be conserved. (a) Phase matched momentum states are shown for a lattice depth of $V_{latt} = 0.5E_{rec}$. The dispersion curve is shown for the ground and first excited band. The boundary of the first Brillouin zone is at $\pm k_L$, where $k_L$ is the wavevector of the optical lattice. (b) Since the phase matched momentum state $k_2$ is beyond the boundary of the first Brillouin zone, the final momentum state is mapped back into the first Brillouin zone at $k_2 - 2k_L$. 
simomentum, and the quasimomentum is restricted to be between values of $\pm k_L$, therefore

$$k_2 = (2k_0 - k_1) \text{Mod}(2k_L).$$

(4.3)

If a one-dimensional optical lattice is added, it becomes possible to realize the matter-wave analogue to OPG, and a condensate can in fact collide with itself!

### 4.3 Parametric Generation

To demonstrate parametric generation with atoms, the condensate must first be prepared at an initial quasimomentum $k_0$. To do this one has two options, one can either create a condensate with an initial velocity $v_0$, or one can instead use a moving lattice. Technically, it is much easier to create a moving lattice, so for our experiments the second option was chosen.\(^1\) As shown in Fig. 4-4, two counter-propagating laser beams with frequency difference $\delta \nu = \nu_2 - \nu_1$ were used to create a moving one-dimensional lattice with velocity $v = \frac{\lambda}{2} \delta \nu$. The lattice was ramped onto a magnetically trapped condensate initially at rest. In the rest frame of the lattice the condensate had quasimomentum $k_0 = \frac{mv}{2\hbar} \delta \nu$. For a given value of $k_0$, there is only one set of states $k_1$ and $k_2$ where the phase matching condition is met, and as the value of $k_0$ is varied the phase matched momentum states also vary. In Fig. 4-4(b), the phase matched momentum states are shown for two values of $k_0$.

When a moving lattice was applied to the condensate, as shown in Fig. 4-4(c), as the value of $k_0$ was varied elastic scattering of atom pairs into final momentum states $k_1$ and $k_2$ was observed. As the value of $k_0$ was increased the final momentum states moved closer towards the edge of the Brillouin zone, as was expected. This process is analogous to Optical Parametric Generation, where instead of scattering two pump photons into one red photon and one blue photon, we have instead scattered two atoms into a higher and lower momentum state. For values of $k_0$ below $\approx 0.55k_L$, the dispersion relation imposed by the lattice did not allow for phase-matched final

\(^1\)Although as will be discussed in Chapter 6, technical issues due to vibrations can be difficult to overcome in moving lattices.
Figure 4-4: Parametric generation of scattered atom pairs. (a) A moving lattice was created using two counter propagating laser beams with frequency difference $\delta \nu = \nu_2 - \nu_1$ between the beams. In the rest frame of the lattice the condensate has quasimomentum $k_0 = \frac{m}{2\hbar} \delta \nu$. (b) For a given value of $k_0$, there is only one pair of states $k_1$ and $k_2$ where the phase matching condition is fulfilled. If $k_0$ is varied, the allowed values for $k_1$ and $k_2$ change. The circles (squares) show allowed states $k_0$, $k_1$, $k_2$ for $k_0 = 0.66k_L$ ($0.70k_L$). As $k_0$ is increased, the final momentum states move closer together. The lattice depth was $V_{\text{latt}}=0.5 E_{\text{rec}}$. (c) Absorption images showing parametric generation. As $k_0$ was varied, elastic scattering into final momentum states $k_1$ and $k_2$ was observed. After ramping up the lattice, the atoms were held for 10 ms at a constant lattice depth. The atoms were then released from the trap and imaged after 43 ms time of flight. The field of view is 0.5 mm $\times$ 0.3 mm.
Figure 4-5: Parametric amplification of scattered atom pairs. (a) First, a 2 ms Bragg pulse was applied to the condensate. The Bragg pulse outcoupled a small fraction of atoms along the long axis of the condensate with momentum \( k_B = (k_a - k_b) \) in the lab frame. The optical lattice was then adiabatically ramped on and applied for 10 ms. When the phase matching condition was fulfilled, parametric amplification of atoms was observed in the seeded state \( k_1 \) and its conjugate momentum state \( k_2 \). (b,c) Absorption images taken for two different Bragg angles. In (b) the Bragg wavevector was \( k_B = 0.43k_L \), and in (c) the Bragg wavevector was \( k_B = 0.34k_L \). In the top two images, the phase matching condition was not met, and only the initial seed and a small amount of spontaneously scattered atom pairs are visible. In the bottom pictures \( k_0 \) and \( k_1 \) have been tuned to fulfill the phase matching condition by varying the detuning \( \delta \nu \). When the phase matching condition was fulfilled amplification of the initial seed and its conjugate momentum state was observed.

momentum states and no scattering was observed. For values of \( k_0 \) above \( \approx 0.75k_L \), the final momentum states were no longer distinguishable, and the condensate became unstable.

### 4.4 Parametric Amplification

If the matter-wave analogue to OPG is possible, then if the process is first seeded the matter-wave analogue of Optical Parametric Amplification (OPA) should also be possible. To demonstrate the matter-wave analogue of an OPA, as shown in Fig. 4-5, a small seed of atoms was first created by applying a Bragg pulse to the atoms. The effect of the Bragg pulse was to outcouple a small fraction of atoms into the state \( k_B \). Immediately after applying the pulse the lattice was ramped on. In the rest frame of the lattice, the seed has quasimomentum \( k_1 = k_0 + k_B \). As with OPG, for a given
Figure 4-6: Scattering resonance for parametric amplification of atoms. (a) Resonance curve showing amplification of $k_2$, when $k_1$ was seeded. Amplification occurred only when the phase-matching condition was met. For a fixed $k_B$, the resonance condition was found by varying the detuning $\delta \nu$ of the lattice. The data was taken for $k_B = 0.43 k_L$. The fraction of amplified atoms was obtained by subtracting images with and without the seed pulse. (b) Absorption images showing amplification of $k_1$ and $k_2$ when the phase matching condition is met. The center of the resonance was at $\delta \nu \approx 5450$Hz, close to the calculated value of $\delta \nu \approx 5350$Hz. The width of the resonance is determined by the Fourier width of the Bragg pulse. Most of the scattered atoms in the third image were independent of the pulse.

value of $k_0$, the phase matching condition is only met for one set of states $k_1$, and $k_2$. However, to find the phase matching condition $k_0$ and $k_1$ could not be varied independently; the difference $k_1 - k_0$ is set by the initial Bragg pulse. The phase matching condition was found by changing both $k_0$ and $k_1$ by varying the detuning $\delta \nu$. As shown in Fig. 4-6, when the phase matching condition was met amplification of the seed $k_1$ as well as its conjugate momentum $k_2$ was observed. The growth of $k_1$ and $k_2$ as a function of time is shown in Fig. 4-7.

In Fig. 4-7, less than 5% of the initial condensate was outcoupled by the initial Bragg pulse with $k_B = 0.43 k_L$. The gain for the process is determined by the strength of the nonlinear interaction, $U_0$ between atoms in the condensate. For a shallow lattice $U_0 = \frac{4\pi a_s^2 a_s}{m}$, where $a_s$ is the s-wave scattering length. From this we can estimate the
Figure 4-7: (a) Amplification of atoms with quasimomentum $k_1$ (solid points), and with conjugate momentum $k_2$ (open points), when state $k_1$ was seeded. (b) Amplification of atoms with quasimomentum $k_1$ (solid points), and with the conjugate momentum $k_2$ (open points), when state $k_2$ was seeded. The values for $k_0,k_1,k_2$ were $0.66k_L,0.23k_L$, and $-0.92k_L$ respectively. The solid lines shows the expected gain using Eq. (4.4) with variable scale factors for each curve as the only free parameters.

The maximum amplification rate to be $\eta = 2\rho_0 U_0/\hbar$ [118], with $\dot{N}_{1(2)} = \eta N_1$, where $N_{1(2)}$ is the number of atoms in the momentum state $k_{1(2)}$. For the data shown in Fig. 4-7, the condensate number was $N_0 = 1.3(3) \times 10^5$. For this atom number, the maximum growth rate should be $\eta = 540$ Hz. The amplification rate will decrease as the number of atoms in the initial condensate, in quasimomentum state $k_0$, is depleted. However, for our small seeds, the amplification was not limited by this depletion of the source but instead, was limited by the loss of overlap between the condensate and the amplified pulses. The Thomas-Fermi radius ($R_{TF}$) of the condensate in the axial direction was $33 \mu$m, and the recoil velocity ($v_{rec}$) for the final states $k_1$ and $k_2$ with respect to the initial condensate was $v_{rec}=1.8 \mu$m/ms and $6.8 \mu$m/ms respectively. The overlap integral between the amplified atoms and the initial condensate can be approximated as a Gaussian with time constant $\tau_c \approx 0.75R_{TF}/v_{rec}$, which for our parameters is $3.75$ ms. Including this loss of overlap gives us a modified rate equation,

$$\dot{N}_{1,2} = \eta N_1 e^{-t^2/\tau_c^2}$$

(4.4)
Since atoms are scattered into states $k_1$ and $k_2$ in pairs, the final atom number in those two states (minus the initial seed) should be equal. Instead, the final atom number in $k_2$ was approximately a factor of 2 smaller than that in $k_1$. This is due the proximity of $k_2$ to the boundary of the Brioullin zone. This leads to instabilities where atoms are scattered into other momentum states or into higher bands. Allowing a variable scale factor to correct for this in our model, the experimental data followed Eq. ??eq:rate).

### 4.5 Experimental Setup

The experiments were performed using condensates initially prepared in a magnetic trap. The magnetic trap was cigar shaped with a radial trap frequency of 35 Hz, and an 8 Hz axial trap frequency. The condensate, containing between $0.5 - 3.0 \times 10^5$ atoms was produced in the $|5^2S_{1/2}, F = 1, m_F = -1\rangle$ state. The optical lattice was created using two counter-propagating beams derived from the same laser with $\lambda = 1064\text{nm}$, and the frequency of the two beams was controlled by two separate acousto-optic Modulators (AOMs) driven with a frequency difference $\delta \nu$. The lattice was also aligned along the long axis of the condensate, and was ramped on in 1 ms using an exponential ramp. The Bragg pulse was created with two laser beams derived from the same laser, which was red-detuned from the $5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 1$ transition at $\lambda = 780\text{nm}$ by 400MHz, and was $\pi$-polarized to minimize Rayleigh superradiance. As shown in Fig 4-5, the Bragg beams were aligned such that atoms were outcoupled along the long axis of the condensate. The intensity of the Bragg pulse was chosen such that less than 5% of the initial condensate was outcoupled into the state $k_B$, and the length of the pulse was 2ms. The angle between the Bragg beams could be varied to change the momentum of the outcoupled atoms. After the condensate was held in the lattice for a variable time $\tau$ it was then released from the trap and imaged after 43 ms of ballistic expansion.

The time scales for the lattice ramp up and the Bragg pulse were both very important. Due to the coherence length of the condensate, the time scale for the
experiment was limited to $<10\text{ms}$ (as can be seen from Fig. 4-7) therefore, in order to measure the gain it was important to ramp up the lattice as quickly as possible, while still maintaining adiabaticity. As shown in Fig. 2-5, as the initial quasimomentum $k_0$ is increased this becomes more difficult. For our lattice wavelength of $\lambda = 1064 \text{nm}$, $E_{\text{rec}} = 2 \text{kHz}$ setting the lower bound on the ramp time. Our 1 ms ramp time was chosen to be the fastest ramp possible while still being adiabatic with respect to $k_0$.

Due to the limited optical access of our machine, atoms could not be seeded directly into $k_2 = -0.92k_L$ for the growth curve shown in Fig. 4-7(b). However, due to the proximity of $k_2$ to the boundary of the Brillouin zone, the 1 ms ramp up was no longer adiabatic. Because of this, if atoms were instead seeded into the state $k = 1.08k_L$, atoms from the seed were loaded into both the second Bloch band (with $k = 1.08k_L$) and the ground state (with $k = -0.92k_L = k_2$). As shown in Fig. 4-7(b), the gain in this case was almost identical to when the atoms were seeded in state $k_1$.

The 2ms length of the Bragg pulse was also limited by the coherence length of the condensate. The width of the scattering resonance shown in Fig. 4-6 was limited by the Fourier width of the Bragg pulse, therefore it is beneficial to make the Bragg pulse as long as possible. However, once the Bragg pulse has been applied the outcoupled atoms recoil within the initial condensate. Since the length of the Bragg pulse was on the same order as the time scale for the amplification the pulse was applied before the lattice was ramped on.

### 4.6 Dynamic Instabilities in Optical Lattices

With longer coherence times parametric amplification could be used to produce pairs of momentum entangled atoms, however first the problem of secondary collisions out of the final state $k_2$ must be solved. Since secondary collisions were primarily caused by the proximity of $k_2$ to the boundary of the Brillouin zone, one way of addressing this issue is to find phase matched momentum states with $k_2$ farther from the edge. As shown in Fig. 4-8, this could be accomplished by increasing the lattice depth. However, as the lattice depth is increased the phase matched momentum states also
move closer together, and this leads to dynamic instabilities.

Longer coherence times and larger gain could be created by using condensates with higher atom number.\(^2\) However, when the experiments were performed with either higher atom numbers, or with large values of \(k_0\), the condensate became unstable, and scattered into a broad band of final momentum states. For \(k_B = 0.43k_L\), the energy of atoms outcoupled by the Bragg beams was \(\approx 370\) Hz, whereas the chemical potential of the condensate was \(\approx 300\) Hz. Because of this, if the atom number was increased significantly the momentum peaks were no longer distinguishable. When the chemical potential of the condensate was larger than the separation between the phase matched momentum states the process was self-seeded, i.e the momentum spread of the initial condensate contained atoms with momentum \(k_0, k_1,\text{and } k_2\), and considerable scattering occurred. This can be seen in Fig. 4-9, where the growth is compared for two different condensate numbers.

Similarly, if the atom number was kept constant, and the value of \(k_0\) was increased, the phase-matched momentum states moved closer together until they too were no

\(^2\)The gain is increased due to the higher density, and the coherence time is increased due to the larger radius.
Figure 4-9: Effect of atom number on instabilities. Optical Parametric Amplification is shown for two different atom numbers. (a) For small atom numbers the chemical potential of the condensate was smaller than the energy of atoms outcoupled by the Bragg pulse. The phase matched momentums states were distinguishable and atoms were only scattered into $k_0$, $k_1$ and $k_2$. (b) For larger atom number, the chemical potential become comparable to, or larger than the separation between the phase matched momentum states. The final states were no longer distinguishable, the process became self-seeded and atoms were scattered into a range of final states.
longer distinguishable. For our density, this occurred at values of $k_0$ above $\approx 0.75k_L$, and we observed a dynamic instability. If the lattice depth is increased the phase matched momentum states also move closer together. For both larger atom number, and higher lattice depth, the critical value of $k_0$ leading to instabilities decreases. For values of $k_0$ less than $0.55k_0$ elastic scattering cannot occur, and the system should be stable for all atom numbers. Instabilities of condensates in optical lattices has attracted much attention recently, both theoretically [121, 103, 75, 69, 102, 125, 81, 115] and experimentally [11, 14, 19, 30, 97]. Dynamic instabilities of condensates in moving lattices were observed in Ref. [30, 97], in Ref. [97], the chemical potential was a factor of 3 higher than in our experiment, leading to a dynamic instability for all values of $k_0$ above $0.55k_L$. Although discrete momentum states could not be observed in those experiments, it is possible that the mechanism for the dynamic instability is self-seeded parametric amplification. Indeed, the phase-matching condition for parametric amplification is identical to the resonance condition for dynamic instability in the noninteracting limit [121].
Chapter 5

The Superfluid to Mott Insulator Transition in Ultracold Atoms

In the previous chapter, a one-dimensional optical lattice was used for nonlinear atom optics, where the lattice was used to modify the dispersion relation. Even though the dispersion curve was modified, the condensate was still delocalized over the entire lattice. The condensate was still a superfluid, and could be described with a macroscopic wavefunction. This is only true for shallow optical lattices where the tunneling energy is large. In this chapter, the behavior of condensates loaded into deep optical lattices is discussed. As the lattice depth is increased, atom-atom interactions start to dominate as the tunneling rate decreases. The system undergoes a phase transition from a delocalized condensate, to a localized insulating state, from a superfluid to a Mott Insulator (MI).

This chapter starts with a simple double well model which qualitatively describes the physics of the superfluid-to-MI transition. The double well model is then generalized to a full lattice, and the Bose-Hubbard model is derived. The phase transition for the superfluid-Mott Insulator (MI) transition with ultracold atoms is also calculated. Finally the effects of the external confinement on the phase transition are discussed.
5.1 The Double Well Model

The behavior of atoms loaded into a deep optical lattice can qualitatively be understood by first examining a double well potential. If the atoms are held in two wells with a potential barrier between the wells, where the height of the barrier can be varied independently, the hamiltonian for the system is given by

\[
H = \gamma (a_L^\dagger a_R + a_R^\dagger a_L) + \frac{g\beta}{2} \left( (a_L^\dagger a_L)^2 + (a_R^\dagger a_R)^2 \right),
\]

where \(\gamma\) is the tunneling or hopping term between the wells, and \(g\beta\) is the mean field energy per atom due to the atom-atom interactions in a single well. The behavior of this system is determined by the ratio of \(Ng\beta/\gamma\). When \(Ng\beta/\alpha\ll 1\), the atom-atom interactions are negligible. In the ground state of the system the atoms exist in an equal superposition of the left and right well given by the symmetric state \(|S\rangle = 1/\sqrt{2}(|L\rangle + |R\rangle)\). For large \(N\), the ground state of the system is a coherent state, with mean atom number \(N/2\) per well, and with number fluctuations \(\sigma_n \sim \sqrt{N/2}\), which are Poissonian in this case. For \(Ng\beta/\alpha >> 1\) the atom-atom interactions dominate the behavior of the system. The ground state of the system becomes independent Fock states (since there is no longer a coupling term between the wells), where there is a fixed number of atoms per site, \(N/2\) and \(\sigma_n = 0\). As the value of \(Ng\beta/\alpha\) is varied, by increasing the barrier between the wells, \(\sigma_n\) decreases and number fluctuations go to zero.

5.2 Quantum Phase Transitions

In classical phase transitions, the temperature dependent free energy of the system is minimized. The state of the system exhibits a discontinuity, which leads to a phase transition. At zero temperature such classical phase transitions are frozen out, but quantum fluctuations still exist due to the Heisenberg uncertainty relation, and the system can undergo quantum phase transitions [95]. When an external parameter is varied, a ground state with a different symmetry can appear, and the system can
find a new ground state in a finite time due to quantum fluctuations. In contrast, classical phase transitions are driven by temperature fluctuations. An example of a quantum phase transition is the superfluid-MI transition, which is a second order quantum phase transition.

## 5.3 Bose-Hubbard Model

To model the optical lattice we generalize our double well system to the full lattice system. Starting with the Hamiltonian given in Eq. (1.20), the external potential is now given by $V(\vec{r}) = V_{\text{ext}}(\vec{r}) + V_{\text{lat}}(\vec{r})$ (where the lattice potential $V_{\text{lat}}$ is given in Eq. (2.22)). Expanding $\psi$ in terms of the Wannier functions as $\psi(\vec{r}) = \sum_i a_i w_i(\vec{r})$ (the Wannier functions are given in Eq. (2.27)) gives

$$H = \sum_{\langle i,j \rangle} a_i^\dagger a_j \int d\vec{r} w_i(\vec{r}) \left( \frac{\hbar^2}{2m} \nabla^2 + U_{\text{lat}} \right) w_j(\vec{r}) + \sum_i a_i^\dagger a_i^\dagger a_i a_i \frac{4\pi a_s \hbar^2}{2m} \int d\vec{r} |w_i(\vec{r})|^4 + \sum_i a_i^\dagger a_i \int d\vec{r} |w_i(\vec{r})|^2 U_{\text{ext}}.$$  \hspace{2cm} (5.2)

This can be rewritten as the familiar Bose-Hubbard Hamiltonian\cite{58,32},

$$H = -J \sum_{\langle i,j \rangle} a_i^\dagger a_j + \frac{1}{2} U \sum_i n_i (n_i - 1) + \sum_i (\epsilon_i - \mu) n_i,$$  \hspace{2cm} (5.3)

where $J = \int d\vec{r} w_i(\vec{r}) \left( \frac{\hbar^2}{2m} \nabla^2 + U_{\text{lat}} \right) w_j(\vec{r})$ is the tunneling term between nearest neighbors, $U = \frac{4\pi a_s \hbar^2}{2m} \int d\vec{r} |w_i(\vec{r})|^4$ is the repulsive onsite interaction, $n_i = a_i^\dagger a_i$ is the number operator for bosons at site $i$, $\epsilon_i = \int d\vec{r} |w_i(\vec{r})|^2 U_{\text{ext}} \approx U_{\text{ext}}(\hat{r}_i)$, is the energy offset at the $i^{\text{th}}$ site due to the external confinement, and $\mu$ is the chemical potential. For deep lattices, the Wannier function on a given lattice site $w_i(\vec{r})$, can be approximated as the ground state of the harmonic oscillator, and the numerical values for $U$ and $J$ can be easily calculated\footnote{see Ref. \cite{57} for a comparison of this approximation to numerical calculations of $U$ and $J$.}. For lower lattice depths, the values can be calculated using the wavefunctions found from the single particle band structure.
calculation shown in Chapter 2.

5.3.1 The Mott Insulator Transition

As in the double well case the kinetic energy, or tunneling term, tends to delocalize particles over the lattice site, and minimizes phase fluctuations. The ground state of the system is a coherent state with \( N \) atoms. This is equivalent to the behavior we’ve seen in previous chapters where the condensate is a superfluid and can be described with a macroscopic wave function

\[
|\psi_{SF}\rangle \propto \left( \sum_i^{s} a_i^\dagger \right)^N |0\rangle, \quad (5.4)
\]

where \( s \) is the number of lattice sites, and the site occupation shows Poissonian number statistics. However, as the lattice depth is increased, as in the double well system the behavior changes dramatically. As the lattice depth is increased, the tunneling rate decreases exponentially and atom-atom interactions dominate the behavior of the system. The effect of the interactions is to localize atoms to individual lattice sites, and to minimize number density fluctuations. The system undergoes a phase transition to a MI state, which can no longer be described by a macroscopic wavefunction, but instead is described as a product of Fock states

\[
|\psi_{MI}\rangle \propto \prod_i^{s} (a_i^\dagger)^n |0\rangle, \quad (5.5)
\]

where \( n \) is the number of atoms in the lattice site. In the MI phase there are no number fluctuations, the per site occupation number is completely determined and the system has perfect number correlations.

5.3.2 Calculating the Phase Diagram

If we ignore the effect of the external potential (i.e set \( \epsilon_i = \mu \) to a constant value), the phase diagram for the Superfluid-to-MI transition can be calculated by minimizing
the ground state energy [32, 95]. To calculate the phase diagram it is easiest to first examine the system when \( J = 0 \), when there is no tunneling. Minimizing the onsite energy, \( H_i = \frac{U}{2}(n_i(n_i - 1) - \mu n_i) \), gives

\[
\frac{2H_i}{U} = n_i[n_i - (1 + 2\mu/U)]. \tag{5.6}
\]

The solution gives regions with different atom number per site, where the boundary is given by the degeneracy points. The onsite energy is minimized if each site \( i \) is occupied by exactly \( n \) atoms. For \( J \neq 0 \) one can use a mean-field parametrization where we construct \( H \) as the sum of the single site Hamiltonians

\[
H_{MF} = \sum_i \left( -\mu n + \frac{Un(n-1)}{2} - \psi_{MF}^\dagger \psi_{MF} - \psi_{MF}^\dagger \right), \tag{5.7}
\]

where \( \psi_{MF} \) is a variational parameter which describes the interaction with adjacent sites. Since the MI transition is a second order phase transition, we can expand the ground state energy in terms of \( \psi_{MF} \), the variational parameter, as \( E_0 = E + r|\psi_{MF}|^2 \). Combining the mean-field and Bose-Hubbard Hamiltonians and using second-order perturbation theory to minimize the energy one finds an expression for \( r \) in terms of \( \mu/U \) [95]

\[
r = \frac{X(\mu/U)}{U} \left[ 1 - zJ \frac{X(\mu/U)}{U} \right] \tag{5.8}
\]

\[
X(\mu) = \frac{n(\mu) + 1}{n(\mu) - \mu} + \frac{n(\mu)}{(\mu + 1) - n(\mu)} \tag{5.9}
\]

where \( n(\mu) \) is the number of atoms per site, and \( z \) is the number of nearest neighbors which is determined by the dimensionality of the system. For a 3D lattice \( z = 6 \). For \( J = 0 \), the value of \( r \) changes from positive to negative at the boundary of the phase transition where the occupation number changes by 1. Similarly, for values of \( J > 0 \), solving \( r = 0 \) gives the boundaries of the phase transition.

Fig. 5-1 shows the phase diagram as a function of \( \mu/U \), the chemical potential to the onsite interaction. As we move towards a boundary by increasing \( \mu \), we reach
Figure 5-1: Phase diagram for the superfluid-Mott insulator diagram. The phase diagram is calculated using Eq. (5.8). As the ratio of $J/U$ decreases, the system undergoes a phase transition to a MI phase with fixed integer filling. If the chemical potential $\mu$ is increased the filling factor $n$ also increases.

A point where the addition of one atom to the system costs no energy; the kinetic energy gained balances the interaction energy. If an atom is added to the system it can tunnel freely, and thus will immediately condense into the superfluid state. If we instead increase $J$, and approach the tip of the MI state, we reach a point where the ground state changes to a superfluid to minimize energy. Contours of constant onsite number density surround the MI lobes.

Taking the derivative of Eq. (5.8), the critical value for the phase transition can also be found. For a 3D lattice

$$
\left( \frac{J}{U} \right)_c = \frac{1}{6} \left( 1 + 2n - 2\sqrt{n^2 + n} \right).
$$

In Table 5.1 the critical values are given for filling factors of $n = 1$ to $n = 5$. Although $J/E_{rec}$ is independent of the wavelength of light used, $U$ is proportional to $a_s/\lambda_L$; in Table 5.1, the values are given for $^{87}\text{Rb}$ and $\lambda_{\text{latt}} = 1064\text{nm}$.
<table>
<thead>
<tr>
<th>$n$</th>
<th>$(\frac{\mu}{U})_c$</th>
<th>$U_{\text{latt}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0286</td>
<td>$14.5E_{\text{rec}}$</td>
</tr>
<tr>
<td>2</td>
<td>0.0168</td>
<td>$16.5E_{\text{rec}}$</td>
</tr>
<tr>
<td>3</td>
<td>0.0120</td>
<td>$17.5E_{\text{rec}}$</td>
</tr>
<tr>
<td>4</td>
<td>0.0093</td>
<td>$18.5E_{\text{rec}}$</td>
</tr>
<tr>
<td>5</td>
<td>0.0076</td>
<td>$19.5E_{\text{rec}}$</td>
</tr>
</tbody>
</table>

Table 5.1: Critical values for $(\frac{\mu}{U})_c$ with different filling factors. The values are calculated using Eq. (5.10). The critical lattice depth $U_{\text{latt}}$ is given for $\lambda_{\text{latt}} = 1064$nm.

![Figure 5-2: Excitations in the MI phase. The first excitation in the Mott insulating phase occurs when an atom tunnels into an adjacent cell, creating a particle hole excitation. The energy of the excitation is given by $U$, the onsite interaction.](image)

5.3.3 Excitation Spectrum

After the critical lattice depth is reached, another distinctive feature of the MI phase is the excitation spectrum. In the superfluid phase, the excitation spectrum is continuous, and takes the Bogoliubov form, (see Eq. (1.26)). Whereas in the MI phase a gap appears in the excitation spectrum. As illustrated in Fig. 5-2, the first excited state for the MI phase occurs when an atom tunnels into an adjacent site, creating a particle-hole excitation. For a MI with $n$ atoms per site, one site has $n+1$ atoms, and one site is left with $n-1$ atoms. The energy of the system increases due to the repulsive onsite interaction, and this increase in energy, due the creation of the particle-hole excitation, is given by the onsite interaction between the atoms, $U$. 
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5.3.4 Effect of the External Confinement

In calculating the phase diagram above, the external confinement was set to a constant value. This would be correct if the experiments were performed in a box potential. In such a potential, there is only one MI phase with integer filling factor $n$. If an additional atom is added to the system the atom is able to tunnel freely, in a box potential the addition of a single extra atom is enough to destroy the MI state. Therefore, the realization of a MI phase in this configuration would be extremely difficult.

In real experiments with cold atoms, the atoms are of course held in an external harmonic trap. The effect of the external trap, and the initial density distribution of the condensate is to instead create a shell structure. Near the edges of the trap there is a $n = 1$ MI phase and as you move towards the center of the trap the occupation number increases. As shown in Fig. 5-3, if we again take a look at the phase diagram for the superfluid-MI transition, instead of sampling a point of this diagram we instead sample a line. To find the occupation number for a given lattice site we can define a local chemical potential which is equal to the chemical potential of the atoms minus the energy offset at a given site [22]. As shown on the phase diagram, as one moves towards the center of the trap, there are shells of increasing occupancy $n$, separated by small regions of superfluidity between each MI phase. In Fig. 5-3(c) the density distribution for a 2D slice shows this “wedding cake” structure of the MI phase.

The filling factor in a given lattice site $i$, can be found after defining the local chemical potential, $\mu_i = \mu - \epsilon_i$ in the lattice. The global chemical potential is given by [89, 83, 42]

$$\mu = \left( \frac{15 \left( \lambda/2 \right)^3 m^{3/2} N U \omega_{\text{trap}}^3}{16 \sqrt{2\pi}} \right)^{2/5}, \quad (5.11)$$

As shown in Fig. 5-1, the boundary between a $n$ and $n + 1$ MI phase occurs when $\mu_i/U = n$. For a given external potential $U_{\text{ext}}(r_i)$, the radius and width of the MI phases can also be calculated.
Figure 5-3: Effect of the external confinement on the Mott insulator transition. The external confinement of the trap and the initial density distribution of the condensate lead to a shell like structure, where near the edges of the trap there is a $n = 1$ MI and the occupation number increases as you move towards the center of the trap. (a) On the superfluid-MI phase diagram, instead of sampling a point on the diagram we sample a line. The phase diagram predicts shells of MI phase separated by small regions of superfluid in between each lobe. (b) A cartoon of a 1D slice through the lattice shows the resulting shell structure of the MI phase. (c) The density distribution for a 2D slice through the MI phase is shown.
5.4 Studying Condensed Matter Physics with Ultracold Atoms

The Mott Insulator transition was originally used to describe how electron correlations can lead to insulating behavior even for partially filled conduction bands, not to describe the behavior of neutral atoms. The superfluid-MI transition is just one example of how Hamiltonians (here the Bose-Hubbard model) which have been developed to describe condensed matter systems could be studied using ultracold atoms.

Using ultracold atoms to study model Hamiltonians offers a number of advantageous over typical condensed matter experiments. Ultracold atoms allow for a full range of control over the Hamiltonians. Using the Bose-Hubbard model as an example, we can vary $J$ by tuning the depth of the lattice, or by changing the lattice spacing. $U$ can be varied in similar ways, or by tuning the interaction using either magnetic or optical Feshbach resonances [52, 9, 113], and in addition the dimensionality of the system can be varied from $0D$ to $3D$ by varying the number of lattice beams used. Ultracold atoms also offer easy measurement techniques, one can either take pictures of the atoms in trap to see the spatial distribution, or in time of flight to see the momentum distribution. In addition, optical lattices are defect free and are well isolated from the environment, leading to long coherence times. One difference between ultracold atom realizations of model Hamiltonians, and condensed matter systems is the external potential (the third term in Eq. (5.3)). However, as was discussed above, this can even be advantageous for realizing the Mott insulating phase. A number of model Hamiltonians can be studied by using multiple atomic species or internal states, or by varying the lattice geometry[59, 8]. In recent experiments, in addition to the superfluid-MI transition [43, 107], the Tonks-Giradeau regime has been explored by trapping ultracold atoms in tight 2D optical lattices [39, 87, 67, 114]. The transition to a Bose glass phase was also recently demonstrated [29]. In addition to bosons, a number of groups are also pursuing experiments with ultracold fermions loaded into optical lattices [16, 68], and superfluidity of ultracold fermions loaded into optical lattices was recently demonstrated [16].
Chapter 6

Imaging the Mott Insulator Transition using Microwave Spectroscopy

This chapter describes experiments performed with condensates loaded into three-dimensional optical lattices, and supplements work previously reported in Ref [12], which is also included in Appendix C.

6.1 Investigating the Superfluid to Mott Insulator Transition

A number of different diagnostics have been used to characterize the superfluid to Mott insulating (MI) phase transition with ultracold atoms. As discussed in chapter 5, the MI phase is characterized by perfect number states. In our experiments the lattice spacing, $\lambda/2 \approx 0.5 \mu m$, is much less than our imaging resolution, since individual lattice sites can not be resolved, it is easier to characterize the loss of phase coherence as the system undergoes the phase transition. For low lattice depths, in the superfluid phase, when the atoms are released from the trap and imaged after time of flight, one sees the familiar interference pattern, the atoms are still phase coherent across
Figure 6-1: Superfluid to MI transition. Absorption images taken during the lattice ramp up at lattice depths of: (a) $5 E_{\text{rec}}$, (b) $9 E_{\text{rec}}$, (c) $12 E_{\text{rec}}$, (d) $15 E_{\text{rec}}$, and (e) $20 E_{\text{rec}}$. As the system undergoes the phase transition the interference fringes disappear. The images were taken after 41 ms time-of-flight

the lattice. As the lattice depth is increased number fluctuations are suppressed, and phase coherence between the lattice sites is lost. In time of flight, as shown in Fig. 6-1, as one enters the MI phase the interference peaks disappear.

The easiest diagnostic of the superfluid to MI transition is the loss of phase coherence as the lattice is ramped through the MI transition, and the restoration of phase coherence as the lattice is ramped back down to the superfluid phase. However, this loss of phase coherence does not conclusively prove a Mott insulating state as other processes such as quantum depletion [123], or collisions during the time of flight expansion can also lead to similar effects. A further diagnostic must therefore be performed. Previously, groups have measured the gap in the excitation spectrum in the insulating state by either tilting the lattice potential using a magnetic gradient [43] or by using Bragg spectroscopy [108]. In addition, to characterize the MI phase, the Mainz group recently used noise correlations to find correlations in the momentum distribution of the cloud [33]. Although these diagnostics can be used to show a Mott insulating state exists, they are not able to distinguish between sites with different filling factor, and could not resolve the shell structure of the Mott insulating phase in cold atoms. Recently, spin changing collisions [35, 34] in sites with $n = 2$ were selectively addressed, however this method would be difficult to use for higher occupation numbers. In this chapter, two-photon microwave spectroscopy, and in particular the cold-collision “clock” shift is used to spectroscopically resolve, and directly image the shell structure of the MI phase in ultracold atoms.
6.2 Clock Shifts in Magnetically Trapped Condensates

For the past 50 years, the definition of the second has been based on microwave transitions between hyperfine levels in Cesium atomic clocks. The accuracy of these clocks is limited by cold collision shifts [31, 104], because of their importance in atomic clocks, this shift is commonly referred to as the “clock” shift [38]. The clock shift originates from the interaction between atoms in the initial and final hyperfine states. Given an initial state $|A\rangle$ and a final state $|B\rangle$, as described in previous chapters, the interaction is provided by s-wave collisions within the condensate. If the scattering length for the final state differs from the scattering length for the initial state, then atoms in the final state have a different mean field energy. This leads to a shift in the resonance frequency, and the resulting clock shift is given by [48]:

$$\Delta \nu_{AB} = \frac{\hbar}{m} (a_{AB}\rho_A + a_{BB}\rho_B - a_{AA}\rho_A - a_{AB}\rho_B), \quad (6.1)$$

where $m$ is the atomic mass, $a_{AB}$ is the scattering length between an atom in state $|A\rangle$ and an atom in state $|B\rangle$, and $\rho_A$ is the density of atoms in state $|A\rangle$. In addition to the clock shift, the resonance frequency can also be shifted by the differential Zeeman shift between the two hyperfine levels. For $^{87}\text{Rb}$, if one uses the states $|1, -1\rangle$ and $|2, 1\rangle$ for the initial and final states, at a magnetic bias field of $B_0 \sim 3.23\text{G}$ the states have the same first order Zeeman shift [48].

6.2.1 Two-Photon Microwave Spectroscopy

The bare transition frequency between the $|1, -1\rangle$ and $|2, 1\rangle$ state is $\nu_0 = 6.83468261090429(9)\text{ GHz}$ [7]. To transfer atoms between the two states a two-photon pulse is used with one microwave pulse at $\sim 6.83\text{ GHz}$ and one RF pulse at $\sim 1.6\text{ MHz}$. To find the resonance, the frequency of the RF photon is varied. If only a small fraction

---

1This equation is only true for a coherent mixture, for an incoherent mixture the shift is a factor of two larger.
of atoms are transferred to the final state, then Eq. (6.1) can be simplified to

\[ \Delta \nu_{12} = \frac{\hbar}{\pi m} \rho (a_{12} - a_{11}), \]  

(6.2)

where for \(^{87}\)Rb, the \(a_{21}\) and \(a_{11}\) scattering lengths are 5.19 nm and 5.32 nm, respectively [117].

When two-photon spectroscopy is performed on a magnetically trapped condensate (at a bias field of 3.23G), in addition to the mean field shift, the resonance is also broadened due to the inhomogeneous density distribution of the condensate. The broadened line shape is given by [106]

\[ I(\nu) = \frac{15\hbar(\nu - \nu_0)}{4\rho_0 \Delta E} \sqrt{1 - \frac{\hbar(\nu - \nu_0)}{\rho_0 \Delta E}}, \]  

(6.3)

where the mean field energy difference is

\[ \Delta E = \frac{\hbar^2}{\pi m} (a_{21} - a_{11}), \]  

(6.4)

and \(\rho_0\) is the peak condensate density. This line shape is asymmetric with the center of the line shape at \(\nu = \nu_0 + 2\rho_0 \Delta E / 3\hbar\), and the average frequency at \(\nu = \nu_0 + 4\rho_0 \Delta E / 7\hbar\).

In our experiments, another broadening mechanism was the Fourier width of the two-photon pulse. For a square pulse of length \(\tau\), the line shape is given by a sinc function

\[ I(\nu) = \left( \frac{\sin(\pi \nu \tau)}{\pi \nu} \right)^2. \]  

(6.5)

This washes out the asymmetry of Eq. (6.3) and broadens the line further, although the resulting lineshape is a convolution of the above two lineshapes, for our experiments we typically fit the spectra using a symmetric gaussian fit.

In Fig. 6-2(a), spectra are shown for a magnetically trapped condensate at two different densities. As the density of the condensate is increased, as expected, the line is both shifted and broadened. Gaussian fits of the spectra are shown, as well as the calculated lineshape. In Fig. 6-2(b), the center of the line is shown for increasing
density, and in Fig. 6-2(c), the width is shown.

6.2.2 Clock Shifts in Optical Lattices

When the condensate is instead loaded into an optical lattice the density increases as given in Eq. (5.11). If the two-photon resonance is measured for condensates held in a combination of a magnetic and optical lattice trap, then as the lattice depth is increased in the superfluid phase, the line should be shifted and broadened due to the increased density of the condensate. In the MI phase, the spectra will change considerably. For an $n = 1$ MI phase, since there is only one atom per site, there is no onsite interaction, and there will not be a clock shift to the resonance frequency. In addition, the line will no longer be broadened. For MI phases with $n > 1$, the onsite interaction increases by $U$ for each atom $> 1$, and the resonance frequency will be shifted, but not broadened. The separation in the resonance frequency for the $n$ and $n - 1$ MI phase is given by

$$\delta \nu = \frac{U}{\hbar} \frac{(a_{21} - a_{11})}{a_{11}}.$$  \hspace{1cm} (6.6)

As the lattice depth is increased from $0E_{rec}$, the line should first be shifted and broadened due to the increased density until the MI phase transition, when discrete peaks should appear corresponding to MI phases with different filling factors.

6.3 Experimental Setup

In previous chapters, the condensate was initially created in a Ioffe-Pritchard magnetic trap, and then the lattice potential was either ramped or pulsed on. To prevent 3-body losses during the lattice ramp it is beneficial to start with low density in the initial condensate. This can be accomplished by either lowering the atom number, or by decreasing the initial trapping frequencies. In order to maintain good signal to noise in the data lowering the initial trap frequencies is the better of these two options. Due to technical limitations in our magnetic trap it was difficult to lower the
Figure 6-2: Two-photon spectrum of a magnetically trapped condensate. (a) Atoms in a magnetically trapped condensate are transferred from the $|1, -1\rangle$ to the $|2, 1\rangle$ state using one microwave photon at $\approx 6.8$ GHz and one RF photon at $\approx 1.6$ Mhz. The $a_{11}$ and $a_{21}$ scattering lengths differ by a few percent, leading to a density-dependent “clock” shift of the resonance frequency. The resonance is shown for mean condensate densities of $9 \times 10^{13}$ cm$^{-3}$ (circles) and $24 \times 10^{13}$ cm$^{-3}$ (squares), using a 20ms two-photon pulse length. As the density of the condensate is increased the resonance is shifted and broadened due to the inhomogeneous density distribution of the condensate. The solid line shows a gaussian fit to the data, the dotted line shows the calculated lineshape using a convolution of Eq. 6.3 and Eq. 6.5. The spectra were taken at a magnetic bias field of $\sim 3.2$ Gauss. (b) Transition frequency and (c) width of two-photon resonance as a function of the mean condensate density. The solid lines in (b) gives a fit to the data. The slope of the line gives a clock shift of $1.9(1) \times 10^{-13}$ Hz/cm$^{-3}$. The solid line in (c) shows the calculated width of the resonance, calculated using the clock shift found from (b). For low densities, the linewidth is limited by the Fourier width of the pulse, which for a 20ms pulse is $\approx 25$Hz.
aspect ratio between the radial $\omega_{\text{rad}}$ and axial $\omega_{\text{ax}}$ trap frequencies in the magnetic trap to $< 10$. This meant that when the radial trap frequency was decreased to $\omega_{\text{rad}} \approx 20\text{Hz}$ in order to decrease the density of the initial condensate, the axial trap frequency decreased to $< 2\text{Hz}$. With trap frequencies this low it is extremely difficult to ramp up the lattice potential adiabatically without causing excitations.

In order to create a low density condensate which did not have these limitations we instead used a combined magnetic and optical trap. The magnetic trap frequencies were first lowered as much as possible, and then an optical dipole trap was added perpendicular to weak axis of the magnetic trap increasing the axial trap frequency $\omega_{\text{ax}}$. The optical trap was created using a retroreflected laser beam, however the polarization of the retroreflected beam was initially rotated to minimize the interference between the two beams. The polarization was later rotated to create a lattice beam using a liquid crystal waveplate. The intensity in the dipole trap was set such that when the waveplate was rotated to maximize the interference, the desired lattice depth, $V_{\text{latt}}$ was reached. RF evaporation was used to create condensates in the combined magnetic and optical trap, however if the optical potential was to deep initially, the evaporation became less efficient and we were not able to produce condensates. This placed an upper limit on the lattice depths which could be achieved in the experiments. Typically, condensates with $N > 1 \times 10^6$ in the $|1, -1\rangle$ state were created, with shot to shot number fluctuations of $< 10\%$. To decrease the density further, a fast RF sweep through the RF resonance was used to decrease the atom number to $N \approx 1 \times 10^5$. The sweep was 5 ms long and ramped from 1.5 MHz to 3.00 MHz. The RF power was varied from 50 to 150mVpp depending on the desired final atom number. The trap bottom was at $\approx 2.35\text{MHz}$, and varied by $\pm 0.05\text{MHz}$ from day to day.

A 3D optical lattice was then adiabatically ramped onto the condensate. As shown in Fig. 6-3, the lattice was created using three perpendicular, retroreflected laser beams. To prevent interference between the three separate lattice beams, the frequency of each beam was shifted by $\delta\nu \gg \Gamma_{\text{las}}$, where $\Gamma_{\text{las}}$ is the linewidth of the lattice laser. The polarization of each beam was set to be perpendicular to the other
Figure 6-3: Three-dimensional optical lattice. The optical lattice was created with three retro-reflected laser beams using far off resonant light at $\lambda = 1064$ nm. The three beams were perpendicular creating a cubic lattice.

Figure 6-4: Lattice experimental setup. (a) The lattice was adiabatically ramped up by increasing the intensity in two of the beams, and increasing the contrast in the third direction. An exponential ramp with a 40 ms time constant was used. (b) While holding in the lattice a 100 ms two-photon pulse was applied to the atoms, which if on resonance transferred a small fraction of atoms to the $|2, 1\rangle$ state. (c) The atoms were then released from the trap, and atoms transferred to $|2, 1\rangle$ state were imaged after a 3 ms time of flight.

lattice beams. One of the lattice beams was created using the initial optical dipole trap, the lattice was ramped on adiabatically by rotating the polarization of this beam, while increasing the intensity in the other two lattice beams. An exponential ramp was used with a 40 ms time constant, where for a final lattice depth of $35 \ E_{rec}$, the ramp up time was 200 ms. During the lattice ramp, an RF knife was kept on to remove any atoms from the trap which were heated during the ramp. As shown in Fig. 6-4, after ramping on the lattice, a 100 ms two-photon pulse was applied. If the pulse was on resonance a small fraction of the atoms were transferred to the $|2, 1\rangle$ state. The RF power was set such that on resonance, less then 20% of the atoms were transferred to the final state. Immediately after applying the pulse the atoms were
released from the trap and were imaged using light resonant with the $F = 2 \rightarrow F' = 3$ transition. The atoms were typically imaged in 3 ms time of flight to decrease their column density. To image the spatial distribution the atoms were imaged in-situ.

### 6.4 Two-Photon Spectroscopy of the Superfluid to MI Transition

In Fig. 6-5, two-photon spectra are shown as the lattice depth is increased. The spectra were taken with a 100 ms pulse length, giving a Fourier limited linewidth of $\approx 5$ Hz. The width of the spectra are shown in Fig. 6-6. At $0E_{\text{rec}}$, in only the combined magnetic and optical trap with no lattice, the linewidth of the spectra was $8.3(6)$ Hz, a convolution of the mean-field broadened lineshape and the Fourier width of the two-photon pulse. As the lattice depth was increased to $5E_{\text{rec}}$ the center of the line was shifted and the width broadened to $13(1)$ Hz due to the increased density of the condensate. At $10E_{\text{rec}}$, the line was shifted and broadened further, and in addition became asymmetric as the atom number in lattice sites with small occupation number became squeezed. Fitting the spectra as a double gaussian, the narrower peak originating from number squeezed sites had a linewidth of only $7.5(9)$ Hz, reflecting the lower number variance, whereas the width of the broader peak increased to $43(3)$Hz. At $20E_{\text{rec}}$, discrete peaks appeared corresponding to the $n = 1$ and $n = 2$ MI phases, with a third broad peak corresponding to sites with larger occupation still in a superfluid phase. The width of the $n = 1$ MI peaks decreased to $5.0(.7)$Hz, whereas the width of the broad superfluid was $18(2)$Hz, a decrease from the $10E_{\text{rec}}$ width consistent with number squeezing in high occupancy sites. At $25E_{\text{rec}}$, discrete peaks corresponding to $n = 1$ to $n = 3$ were observed, with linewidths limited only by the bandwidth of the two-photon pulse, and no superfluid peak was observed. At $35 E_{\text{rec}}$, peaks corresponding to $n = 4$ and 5 were also observed. Since there is no mean field shift, the center of the resonance frequency for the $n = 1$ peak should not shift as the lattice depth is increased however, as shown in Fig. 6-5, as the lattice
Figure 6-5: Two-photon spectroscopy of the superfluid to MI transition. Spectra for 3D lattice depths of $0E_{\text{rec}}$ (open squares), $5E_{\text{rec}}$(open triangles), $10E_{\text{rec}}$(open circle), $20E_{\text{rec}}$(solid triangles), $25E_{\text{rec}}$ (solid squares), and $35E_{\text{rec}}$(solid circles). The spectra are offset for clarity. The dashed line shows gaussian fits of the peaks. As the lattice depth is increased, the spectra are first broadened and shifted due to the increased density. After crossing the MI transition discrete peaks appear, corresponding to MI phase with integer filling $n$. The phase transition occurs at higher lattice depths for higher values of $n$. As the lattice depth is increased in the MI phase, the center of the $n = 1$ peak is shifted slightly due to the differential AC stark shift of the lattice.
Figure 6-6: Change in the two-photon linewidth as the lattice depth is increased. The $1/e$ width of each peak in the spectra shown in Fig. 6-5 are plotted. As the lattice depth is increased from $0E_{rec}$, initially the width of the peaks increases (circles), due to the increased superfluid density. As the lattice depth is increased further the peaks start to narrow indicating number squeezing (squares), until finally in the MI phase, the width is only limited by the bandwidth of the two-photon pulse (triangles). The dashed line shows the bandwidth of the two-photon pulse.

depth was increased the center of the $n = 1$ peak shifted slightly to lower values$^2$, this shift was due to the differential AC stark shift due to the lattice potential. In addition, the center of the resonance could also be shifted by the admixture of particle-hole pairs within the $n = 1$ state [37, 36]. This effect scales with $J/U$, and should therefore decrease with increasing lattice depths.

The observation of discrete peaks is direct evidence for the suppression of tunneling by interactions when the MI transition is reached. The tunneling of atoms between sites of different occupation number during the microwave pulse would smear out the discrete peaks and eventually lead to peaks reflecting the clock shift at an averaged density. The characteristic energy associated with tunneling between sites is given by the width of the first Bloch band, $4J$. Therefore the tunneling time in a lattice site with $n$ atoms, in the absence of interactions, is given by $\hbar/4Jnz$, where $z$ is the number of nearest neighbors (this can also be approximated using the double-well model). The tunneling rates for $n = 1$ to $n = 5$ are given in Table 6.1. A very deep lattice, where the tunneling rate was less than the length of the two-photon pulse from 8069.1(4) Hz to 8066.8(1) Hz as the lattice depth was increased from 20 to $35E_{rec}$.
Table 6.1: Tunneling times in the optical lattice as a function of $n$, the occupation number.

<table>
<thead>
<tr>
<th>$U_{tatt}[E_{rec}]$</th>
<th>$n = 1$ [ms]</th>
<th>$n = 2$</th>
<th>$n = 3$</th>
<th>$n = 4$</th>
<th>$n = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.10</td>
<td>0.07</td>
<td>0.05</td>
<td>0.04</td>
</tr>
<tr>
<td>15</td>
<td>2.1</td>
<td>1.0</td>
<td>0.7</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>20</td>
<td>5.3</td>
<td>2.7</td>
<td>1.8</td>
<td>1.3</td>
<td>1.1</td>
</tr>
<tr>
<td>25</td>
<td>12.8</td>
<td>6.4</td>
<td>4.2</td>
<td>3.2</td>
<td>2.5</td>
</tr>
<tr>
<td>35</td>
<td>60</td>
<td>30</td>
<td>20</td>
<td>15</td>
<td>12</td>
</tr>
</tbody>
</table>

pulse would still localize atoms even for a thermal or non-interacting gas. However as shown in Table 6.1, even at $35E_{rec}$, all of the tunneling times, and in particular the times for high occupation numbers, were shorter than the 100 ms two-photon pulse. With these short tunneling times if the system were not in a MI state, the resulting spectra would be distorted, blurring out the separation between the $n$ and $n + 1$ peak. In addition, for our lattice depths no discrete spectrum were observed when the cloud was heated up during the lattice ramp by misalignment of the lattice beams. A sample spectra taken with a slight lattice misalignment is shown in Fig 6-7. All of our spectra were taken under conditions where the condensate fraction after ramping down the lattice was greater than 80%.

### 6.5 Imaging the Shell Structure

At $35 E_{rec}$, the spectra for individual MI phases were well resolved. Therefore a given RF frequency was on resonance with at most one MI phase, and only atoms from an individual shell were transferred to the $F = 2$ state. By using resonant RF to transfer all of the atoms in a single MI phase to the $F = 2$ state, and by then imaging the atoms in trap, without time of flight, the spatial distribution of the MI phases could be directly imaged. In Fig. 6-8, in-situ absorption images which were taken at RF frequencies corresponding to the peaks in the two-photon spectra are shown. The absorption images are integrated along the line of sight, however they still clearly show the shell structure of the MI phase due the external confinement.
Figure 6-7: Effect of heating on the two-photon spectra. The spectra was taken using a lattice depth of 40 $E_{rec}$, the rest of the parameters were identical to the spectra shown in Fig.6-5. A slight misalignment of one of the lattice beams led to heating during the lattice ramp, blurring out the discrete peaks shown in Fig. 6-5.

The $n = 1$ phase is shown to originate from the edge of the trap and the radius of the shells decreases until $n = 5$ which originates from the center of the trap. In Fig.6-8, absorption images taken at RF values between the peaks are also shown. Although the signal is significantly less between the resonances a small fraction of atoms are still transferred to the $F = 2$ states. As discussed in Chapter 5, at non-zero values of $J/U$ the phase diagram predicts shells of MI phase separated by regions of superfluid. Absorption images taken in between the resonances could be used to measure the fraction of atoms in these superfluid rings, however in order to study this the signal to noise must first be increased by either using a longer two-photon pulse, or by using deeper lattices to increase the separation between the MI resonances. The fraction of atoms in the superfluid rings could also be used to probe the temperature of the system [22].

In Fig. 6-8, the calculated radius for the MI shells is also shown, the value for the radius of the $n^{th}$ MI phase was calculated using the condition $n - 1 < (\mu - \frac{m}{2}\omega^2 r^2) / U < n$. As discussed in the next section, the measured values of $U$ extracted from the spectra were used to calculate the radius. With the exception of the $n = 1$ peak, the observed radii were in good agreement with the calculated values.
Figure 6-8: Imaging the shell structure. (a) Two-photon spectra at $35E_{rec}$. (b) Absorption images for decreasing RF frequencies. To image the spatial structure of the MI phase the absorption images were taken in trap with no time-of-flight. Images 1 to 5 show the shell structure for the $n = 1$ to 5 MI phase shown in (a). Images taken in between the peaks (i to iv) show a much smaller signal. With better resolution images in between the peaks could be used to determine the extent of the superfluid shells. The field of view was 185 µm by 80 µm.
The disagreement with the $n = 1$ peak was most likely due to anharmonicities in the external trap caused by the overlap between the combined magnetic and optical dipole trap. This has since been remedied by increasing the waist of the initial optical dipole trap leading to a more spherical trap.

### 6.6 Onsite Interaction

As mentioned briefly in the previous section, we can also extract a measurement of $U$, the onsite interaction from the spectra. As shown in Fig. 6-9, as the lattice depth is increased within the MI phase, the separation between the $n$ and $n + 1$ peaks increased. The separation between the peaks, as given in Eq. 6.6, is dependent on only the scattering lengths and the onsite interaction $U$. Therefore, the increase in the separation of the peaks as the lattice depth is increased gives us a direct measure of the onsite interaction. In Fig. 6-9(b), the separation between the $n = 1$ and $n = 2$ peak is compared to the calculated values using a band theory calculation. The uncertainty in the calculated values is due to the uncertainty in the $a_{12}$ scattering length, and the uncertainty in the measured points is due to the uncertainty in the lattice calibration. Including these uncertainties, the measured values for the onsite interaction were in good agreement with the expected values.

From a close examination of the two spectra shown in Fig. 6-9, one may notice that although the separation between the $n = 1, 2$, and 3 peaks seems to be approximately constant, the $n = 3, 4$ and 5 peaks appear to be closer together. As shown in Fig. 6-9(c), if one plots out the separation between the peaks relative to the $n = 1$ peak, they are in fact closer. At $35E_{\text{rec}}$, the separation between the $n = 1$ and $n = 2$ peak is $30(1)$ Hz, whereas the separation between the $n = 4$ and $n = 5$ peak is only $22(2)$ Hz, a $25(7)\%$ decrease from the expected onsite interaction! For deep lattices, the wavefunction on an individual lattice site can typically be approximated as the ground state of the harmonic oscillator, however this deviation shows that for high filling factors this is no longer a good approximation. As the filling factor in a given lattice site is increased, the repulsive interactions also increase, causing
Figure 6-9: Measuring the onsite interaction. (a) Two-photon spectra for lattice depths of 25 $E_{rec}$ (squares) and 35 $E_{rec}$ (circles) as the lattice depth was increased. The separation between the $n$ and $n+1$ resonance increased due to the increased onsite interaction, and the separation between the peaks gives a direct measurement of the onsite interaction. The spectra are offset for clarity. (b) The separation between the $n = 1$ and $n = 2$ peaks for the two spectra shown in (a) are plotted. The separation increased from 22(1)Hz to 30(1)Hz between 25 $E_{rec}$ and 35 $E_{rec}$. The shaded line area gives the expected value for the onsite interaction including the uncertainty in the $a_{11}$ and $a_{12}$ scattering lengths. (b) The separation for the $n = 1$ to $n = 5$ resonances are shown relative to the position of the $n = 1$ peak. For low occupation numbers the separation was approximately constant, implying a constant $U$. However for higher occupation the peaks moved closer together showing a decrease in the onsite interaction for higher $n$. The line is a fit to the separation between the $n = 1$ and $n = 2$ peak.
the wavefunction to “bulge” out slightly, lowering the onsite interaction. Our spectra allow for both a measurement of the onsite interaction, and also allows us to infer how the wavefunction changes for higher filling factors. Using a variational calculation, similar to that shown in Chapter 1.4.1, one can find the change in the harmonic oscillator length due to the increased repulsive interactions. The variation calculation for \( n = 5 \) predicts a 7% increase in the harmonic oscillator length, leading to an 18% decrease in the onsite interaction, in agreement with our measured value.

6.7 Lifetime of the Shells

In the superfluid phase, the lifetime of the condensate is limited by 3-body recombination. As the lattice is ramped on, as was shown by the two-photon spectra, the condensate density increases dramatically. In order to decrease 3-body related heating during the lattice ramp up, the initial condensate density must be kept as low as possible. Once in the MI phase the lifetime is highly dependent on the filling factor in a given MI shell. By adding a hold time into the experimental sequence after ramping up the lattice, but before applying the two-photon pulse, the lifetime of individual MI phases could be measured.

In Fig. 6-10, two-photon spectra are shown for increasing hold times. For the \( n = 1 \) MI phase, since collisions cannot occur, (and ignoring technical noise) the lifetime of the atoms should be limited only by spontaneous scattering from the lattice. The spontaneous scattering rate from the lattice potential using Eq. (2.16)is only \( \Gamma_{SC} \approx 0.005 \text{Hz} \) for a 35 \( E_{rec} \) lattice. For the \( n = 2 \) MI phase 2-body processes are allowed, however for \(^{87}\text{Rb}\) the dipolar relaxation rate is quite small, with \( \Gamma_{DP} < 10^{-2} \text{Hz} \). For sites with \( n > 3 \), 3-body recombination again becomes the limiting factor. For the MI phase the 3-body rate is given by \( \Gamma_{3B} = \gamma n(n-1)(n-2)[56] \). For our parameters, \( \gamma = \frac{K_3}{12} \int d\vec{r}|w_i(\vec{r})|^6 = 0.026 \text{Hz} \), where the Wannier function has been approximated as the ground state of the harmonic oscillator. Using this value, the scattering rate for the MI phases are \( \Gamma_{3B} = 0.16 \text{Hz}, 0.63 \text{Hz} \) and \( 1.58 \text{Hz} \) for the \( n = 3, 4 \) and 5 MI phase. If we adjust the rate of \( \gamma \) using our variational calculation for the harmonic
Figure 6-10: Lifetime of the shells. By adding a hold time before applying the two-photon pulse the lifetime of individual MI phases could be measured. Holds of 0 ms (solid circles), 100 ms (solid squares), 400 ms (open circles) and 2000 ms (open squares) are shown. The lattice depth was $35E_{rec}$ except for the 100 ms hold time for which it was $34E_{rec}$. The spectra were offset for clarity.
oscillator length for the \( n = 5 \) MI phase we find a rate of \( \Gamma_{3B} = 1.05 \) Hz. Our measured lifetimes derived from Fig 6-10, were \( \tau \approx 1 \text{s}, 0.5 \text{s} \) and \( 0.2 \text{s} \) for the \( n = 3, 4 \) and \( 5 \) MI phases. The disagreement between our measured lifetimes and the 3-body rate was most likely due to technical noise in the lattices. For \( n = 1 \) and \( 2 \) lifetimes of over \( 5 \text{s} \) were observed.

### 6.8 Lattice Design and Alignment

In the following section I describe the design of the optical lattice setup, and detail some of the technical difficulties that arose during the lattice experiments. The section is primarily meant as a resource for future lab members.

#### 6.8.1 Lattice Setup

The lattice experiments were all preformed in the main “production chamber” where the optical access is severely limited by both MOT optics and by imaging optics. To couple the IR lattice light into these beam paths dichroic mirrors\(^3\), which reflect 1064 nm light and transmit 780 nm light, were used for both the input of the lattice beam and for the retro reflection. Using dichroic mirrors is non-optimal for multiple reasons. For the lattice light (at 1064 nm), a few percent of the beam is transmitted instead of being reflected. For the mirrors before the chamber this has no effect, however for the retroreflected beam this means that the lattice contrast is not 100%. Reflections from the back surface of dichroic can also cause problems. For the 780 nm light <90% of the light is transmitted, leading to unbalanced MOT beams and also imaging problems. However, given our limited optical access the lattice beams had to be aligned on top of 780 nm beams.

The lattice laser was a 20W single frequency Ytterbium fiber laser, purchased from IPG Photonics, a single laser was used for all three lattice beams. The laser was split into three beam paths and then transferred from the optics table to the

---

\(^3\)The mirrors used at 45° incidence were short wave pass dichroic beamsplitters, the 0° incidence mirrors were Nd:YAG mirrors which only reflected 1064 nm light and act as a window for 780 nm light.
Figure 6-11: Lattice setup. The lattice light is brought to the table using a high power optical fiber (see text for description). Immediately after the fiber a polarizing beam splitting cube (PBSC) is used to clean up the polarization of the light. A pick-off window is then used to send a few percent of the light to a photodiode which is used to stabilize the intensity of the beam. After the pick off, both a $\lambda/4$ and a $\lambda/2$ waveplate are used to set the polarization of the beam. The beam is then expanded using a telescope, and is focused on the condensate using an achromatic lens. The beam is re-collimated after exiting the chamber and is then retro-reflected. Three irises are used to block back reflections from lenses and the vacuum chamber viewports.

experiment table using high power single mode optical fibers made from components also purchased from IPG Photonics. A detailed description of how to make and align light through these fibers is given in [124]. A generalized schematic and description for the lattice setup is shown in Fig. 6-11. The liquid crystal waveplate used to control the polarization of the optical dipole trap used in the combined magnetic and optical trap was purchased from Meadowlark optics (LRC-100 IR2 1” with attached compensator), and was placed immediately after the chamber before the final lens and mirror. The waveplate requires a 2 kHz square wave, and the retardation is determined by the amplitude of the square wave. The response time of the waveplate was between 10 - 50ms for a $\lambda/4$ rotation which was sufficient for our experiments.$^4$

$^4$A $\lambda/4$ retardation rotates the beam by $\lambda/2$ since the beam is transmitted through the waveplate twice, once after exiting the chamber, and once after retroreflection before reentering the chamber.
The lattice lifetime and the quality of the Mott insulating state were highly sensitive to slight misalignments in the lattice beams. In the following section the alignment procedure for the lattice is detailed.

6.8.2 Lattice Alignment

To align the optical lattice, the BEC was first imaged along the lattice direction by transmitting imaging light through the lattice beam path. The dichroic mirror used for the retroreflection was removed to ensure that the imaging beam was not displaced relative to the lattice beam. The BEC was focused onto the imaging CCD camera (an additional lens was added just before the camera to focus the image) by moving the second achromatic lens (the lens used to re-collimate the lattice beam before the final mirror). The pixel position of the focused condensate was then marked on the camera, and the lattice beam was aligned and focused onto the same spot. To focus the lattice beam onto the camera the first achromatic lens was moved. To fine tune the alignment, the laser power was turned up to its maximum value (∼3W), and a BEC was created in the combined magnetic and optical trap (with the initial beam, but no retro-reflected beam). The final lattice mirror before the chamber was then aligned such that the position of the BEC in the combined trap was identical to the position in just the magnetic trap. The position was checked along both directions perpendicular to the lattice. This process was repeated for all three lattice beams.

After aligning the initial beam, the retro-reflected beam was roughly aligned by reflecting the beam back onto itself, and then by maximizing the power coupled back through the fiber coupling onto the optics table. The alignment was then fine tuned using Kapitza-Dirac(KD) diffraction. To align the beam using KD, the lattice was pulsed on for 12.5 μs. The retro-reflecting mirror was then aligned to maximize the diffraction pattern. After alignment, the lattice depth was calibrated by measuring the population in each KD order as a function of the laser intensity as discussed in section 2.2.4.
6.8.3 Technical Issues

To ensure good stability and lifetime in the lattice there are a few essential points:

1. Proper alignment of the beams. Even slight misalignments of the lattice caused substantial center-of-mass oscillations when the lattice was ramped onto the condensate. Although this does not severely affect the lifetime in a 1D lattice, when a 3D lattice was ramped on these oscillations led to considerable heating of the cloud.

2. Back reflections. If back reflected beams were aligned onto the atoms this decreased the lifetime of the lattice significantly. The majority of viewports in our main “production” chamber are not IR coated, in particular, the “penny window” viewports which are parallel to the long axis of the magnetic trap reflect a non negligible amount of light.\textsuperscript{5} To limit the effect of back reflections, as shown in Fig. 6-11 irises were placed as close as possible on either side of the chamber. An additional problem from back reflections was on the intensity stabilization. If back reflections were not blocked they formed an interference pattern on the photodiode used to stabilize the intensity of the beam (see Fig. 6-11). The feedback then stabilized the interference signal between the initial and retroreflected beam leading to intensity fluctuations on the atoms. These intensity fluctuations led to heating in the lattice and shortened lifetimes. To minimize this problem, if polished fibers are used, it is essential to use angle polished fibers to avoid near normal reflections off the face of the fiber.

3. Vibrations. Although the retro-reflected lattice is less sensitive to vibrations then the moving lattice described in chapter 4, we have still seen vibrations effect the lifetime of the lattice. In particular, our original CCD camera was air cooled and vibrations from the fan caused significant problems. Suspending the camera from the table increased the lattice lifetime for the retroreflected lattice by approximately a factor of 2, and for the moving lattice by more than an order of magnitude. We have since switched to a water cooled camera which seems to have alleviated these problems. However, due to our lack of optical access, all of our lattice beam paths are quite long. The longest being over 3 m, making vibration isolation difficult. For

\textsuperscript{5}We once mistakenly aligned only the back reflection from the penny windows onto the condensate and saw considerable Kapitza-Dirac diffraction.
moving lattices vibrations pose an additional problem, since the lattice is sensitive to any element in the beam path vibrating, not just the retroreflection mirror.

4. Polarization. Besides back reflections, the “penny window” viewports are also birefringent. Because of this, the lattice in this direction is very sensitive to the polarization of the light. In order to maximize the contrast of the lattice, the polarization must be linear.

In the future, first transporting the atoms to an auxiliary chamber, with better optical access, coated windows, and with shorter beam paths allowing for better vibration isolation should make aligning and creating stable lattices a much easier task.
Chapter 7

Raman Amplification of Matter Waves

This chapter briefly introduces Raman superradiance, which was previously described in [99], and is also included in Appendix D.

The first research that I made a major contribution to after arriving at MIT was the demonstration of a “Raman Amplifier” for matter waves. Since the majority of this thesis has been focused on the use of optical lattices to manipulate ultracold atoms, I only briefly introduce the experiment here, and refer the interested reader to appendix D for a more detailed description. The Raman superradiance project gives an excellent example as to how “mistakes” in the lab can sometimes lead to new physics.

7.1 Rayleigh Superradiance

I start this chapter with a very simple question, what happens when you illuminate a Bose-Einstein condensate with a single off resonant laser beam? Normally of course, you would expect to just see normal Rayleigh scattering, where an atom absorbs a photon and spontaneously emits a photon. The result is a dipolar emission pattern. However, as was shown in [54], if an elongated condensate is illuminated with an
off resonant laser beam, and if the beam is perpendicular to the long axis of the condensate, instead one sees highly direction scattering into discrete momentum states [Fig. 7-1(b)]. This phenomena of superradiant scattering was first proposed by Dicke [26], where he showed that spontaneous emission from an ensemble of $N$ localized atoms in a cooperative state is enhanced by a factor of $N$ over the single atom emission rate.

To understand Rayleigh superradiance one can consider the grating formed by the recoiling and stationary atoms. Initially, when the laser beam is first incident on the condensate the first atom can scatter a photon in any direction. Once the atom has scattered a photon it will then recoil within the condensate due to the recoil velocity. The recoiling atoms are still in the ground state, therefore the recoiling atoms and those at rest can still interfere, creating a moving density grating, which can then diffract subsequent photons. This process is self-amplifying, since each diffracted photon creates a recoiling atom, which in turn increases the amplitude of the matter wave grating. If the condensate is elongated, the gain will be largest when the photons are scattered along into the long axis of the condensate, this is the so called “end-fire” mode. Alternatively, one can also think of the probe beam and end-fire mode as an intensity grating, or a moving optical lattice.

In early 2002, the first experiments performed on the newly built “Rubidium” machine at MIT were on Rayleigh superradiance in the short and long pulse regime [101]. In the short pulse (Kaptiza-Dirac) regime atoms were scattered both parallel and anti-parallel to the direction of the incoming beam, and in the long pulse (Bragg) regime only parallel to the beam.

### 7.2 Raman Superradiance

Rayleigh superradiance is highly depend on the polarization of the incident laser beam. In Rayleigh superradiance, the initial and final state of the atom are the same. The absorbed and emitted photons have the same polarization, and in order to see superradiance we must have emission into the end-fire mode. As shown in Fig. 7-1,
Figure 7-1: Transition from Rayleigh to Raman superradiance. (a) A elongated condensate is illuminated with a single pump beam. The condensate is then released from the trap and imaged after 30 ms time of flight. The field of view is 1.3 mm × 1.4 mm. (b) When the pump beam was π-polarized with the electric-field vector \( \mathbf{E} \) perpendicular to the long axis of the condensate superradiant Rayleigh scattering was observed. (c) When the polarization of the beam was instead parallel to the long axis of the condensate the superradiance was suppressed, and a “halo” pattern from normal rayleigh scattering was observed. In (b,c) the pulse length was 1 ms, with 40 \( \mu \)W of power. In (d,e) the pulse length was both shortened and the intensity increased by a factor of 100. (d) For \( \mathbf{E} \) perpendicular to the long axis, self-stimulated Kapitza-Dirac scattering was observed. (e) For \( \mathbf{E} \) parallel, superradiant Raman scattering was observed. The pump beam detuning was \( \Delta = -340 \text{MHz} \) for all of the images. The detuning is given relative to the \( 5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 1 \) transition.

This requirement is fulfilled by using π-polarized light, where the polarization of the electric field vector \( \mathbf{E} \) is perpendicular to the long axis of the condensate. However, if you rotate the polarization such that \( \mathbf{E} \) is parallel to the long axis of the condensate then emission into the end-fire mode is suppressed. As shown in Fig. 7-1(c), instead of seeing superradiant scattering one instead sees the dipole emission pattern of normal rayleigh scattering.

One night in early 2002, while finishing up the Rayleigh superradiance experiment, a very strange signal was seen. Instead of a cascade of superradiant states, as seen in Fig. 7-1(b), the condensate was instead depleted into just one order. After checking a variety of parameters it was realized that the polarization of the beam wasn’t quite right. The polarization was fixed, and the problem was solved. However, we always wondered what had caused those strange pictures. A year later we returned to the problem and decided to try to reproduce the pictures. The results are shown in 7-1(e). With \( \mathbf{E} \) polarized parallel to the long axis of the condensate, where superradiance should be suppressed, instead when the pulse length was shortened and the intensity
Figure 7-2: Time Evolution of Raman superradiance. Absorption images taken for increasing pulse length. The detuning of the beam was $\Delta = -340\text{MHz}$. The pulse had 2.2mW of power. As the pulse length was increased the atoms were scattered into two discrete states. The initial condensate was in the $|1, -1\rangle$ state and the final peaks were in the $|2, -2\rangle$ state. In (a) Absorption images are taken after first repumping the $F = 1$ atoms into the $F = 2$ state and by then imaging with light resonant with the $F = 2$ state. (b) Absorption images of only the $F = 2$ atoms.

increased, superradiant peaks appeared. But how could this be? In Fig. 7-3, a time evolution of the process is shown. When the power in the pulse was increased by a factor of 100 from those used in the Rayleigh superradiance experiments, the scattering became highly directional again and two distinct peaks appeared into which the entire condensate was transferred. Unlike the normal cascade pattern seen in Rayleigh superradiance due to higher order scattering events, the atoms remained in these two peaks, even when the light was left on.

The condensates used in these experiments were initially created in the $|F = 1, m_F = -1\rangle$ state. Imaging the atoms using light only resonant with atoms in the $F = 2$ state, and applying a magnetic field gradient during the time of flight to perform a Stern-Gerlach separation, we discovered that the atoms in the two final peaks were no longer in the $|1, -1\rangle$ state. They had instead been transferred to the $|2, -2\rangle$ state, we had demonstrated Raman superradiance. The atoms absorbed a $\pi$-polarized photon from the laser beam, and emitted a $\sigma$-polarized photon into the end-fire mode. For the detuning of our probe beam, $\Delta = -340\text{MHz}$, the $|2, -2\rangle$ state this was the most probable transition. Once the atoms had scattered a photon and were in the $|2, -2\rangle$ state
Figure 7-3: Experimental setup for raman superradiance

(a) An atom absorbs a photon with momentum $k$. The atom then emits a photon with momentum $k - q$ into the end fire mode of the condensate, and recoils with momentum $q$. (b) The absorbed photon has $\pi$-polarization, and the emitted photon $\sigma^{\pm}$-polarization leading to a Raman transition to a different hyperfine state. The final state was $\approx 6.8$GHz detuned from the pump beam.

state, as shown in Fig. 7-3, they were $6.8$ GHz out of resonance with the probe beam and no higher order scattering events could occur. By varying the detuning of the probe beam, the final states could also be varied. The fraction of atoms transferred to a given state could be calculated from the two-photon transition matrix for a given detuning. In Fig. 7-4, the results are shown for a detuning of $\Delta = -140$ MHz, where atoms were scattered into $|1, 0\rangle$, $|1, -1\rangle$, as well as the $|2, -2\rangle$ state.

In addition, this process was used to demonstrate a matter wave amplifier where the initial and final states are different. It is really quite amazing the number of different phenomena which can be seen by simply shining a single laser beam onto a condensate. This project also showed how simple “mistakes”, here a wrong polarization, can led to unexpected results.
Figure 7-4: Hyperfine state identification of Raman superradiance. (a) Absorption image showing superradiant Raman scattering. The pump beam had a detuning of $\Delta = -140$MHz. The pulse was 5 $\mu$s, with 0.9 mW of power. (b-d) Absorption images taken using a magnetic field gradient to separate the hyperfine states. (b) The initial condensate in the $|1, -1\rangle$ hyperfine state. (c,d) After applying the laser pulse the atoms were scattered into two superradiant orders. (c) Absorption image showing both F=1 and F=2 atoms. (d) Absorption image showing only F=2 atoms. The first order peaks had atoms in the final states $|2, -2\rangle$ and $|1, 0\rangle$. Atoms in the $|1, 0\rangle$ state were still near-resonant with the pump beam and scattered atoms into the second order peak which was in state $|1, 1\rangle$. The field of view was 4.6 mm $\times$ 0.2 mm.
Chapter 8

Conclusion and Outlook

The unifying theme of this thesis has been the use of optical lattices to manipulate Bose-Einstein condensates. However, in each experiment the lattice has been used in very different ways and to study very different physics.

*Precision Measurements and Atom Interferometry* - A pulsed optical lattice was used to measure the photon recoil momentum in dispersive media. Not only did this answer a fundamental question about momentum in dielectric media, but it will also hopefully improve the accuracy of precision measurements made using ultracold atoms.

*Nonlinear Atom Optics* - A shallow one-dimensional optical lattice was used to modify the dispersion relation for the condensate in order to demonstrate the matter-wave analogue of both optical parametric generation and amplification of photons.

*Strongly Interacting Systems* - A deep three-dimensional optical lattice was used to demonstrate the superfluid-to-Mott insulator transition. Two photon microwave spectroscopy was then used to resolve and directly image the shell structure of the MI phase.

### 8.1 The Future of BEC IV

The superfluid to MI transition with ultracold atoms, is just one example of how ultracold atoms can be used to simulate more complicated condensed matter systems
([8], and references therein). As we start to study more complicated systems, the microwave spectroscopy detailed in this thesis should prove to be an excellent diagnostic. In future experiments with the MI transition one could precisely measure the number statistics as the system undergoes the phase transition. Although at low lattice depths the tunneling rate is still high, the lattice depth can be suddenly increased, freezing in the population [44], which can then be probed using high-resolution microwave spectroscopy. In addition, by applying a magnetic gradient across the lattice, tomographic slices could be selected, combining full 3D resolution with spectral resolution of the site occupancy.

The addressability of individual shells described here could be used to create systems with only selected occupation numbers (e.g., by removing atoms in other shells). Such a preparation could be important for the implementation of quantum gates, for which homogenous filling is desirable. The ability to address sites with unit occupancy can also be used to make improved precision measurements [28].

In the near future, our optical lattice experiments will move from being performed in the main “production” chamber, to the auxiliary “science” chamber. The improved optical access and vibration isolation of the science chamber should lead to better stability and longer lifetimes in the optical lattice, and in general should make the experiments much easier to setup and perform. New lattice geometries, such as triangular lattices, spin-mixtures, and disordered potentials will all be possible to realize in the new science chamber, leading to almost endless possibilities. I am leaving the Rubidium lab in very capable hands, and look forward to hearing of their future successes, of which I’m sure there will be many.
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Photon Recoil Momentum in Dispersive Media
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A systematic shift of the photon recoil momentum due to the index of refraction of a dilute gas of atoms has been observed. The recoil frequency was determined with a two-pulse light grating interferometer using near-resonant laser light. The results show that the recoil momentum of atoms caused by the absorption of a photon is \( n h k \), where \( n \) is the index of refraction of the gas and \( k \) is the vacuum wave vector of the photon. This systematic effect must be accounted for in high-precision atom interferometry with light gratings.
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The momentum of a photon in a dispersive medium is of conceptual and practical importance [1–6]. When light enters a medium with an index of refraction \( n \), the electromagnetic momentum is modified [3–5]. Momentum conservation requires that the medium also has a mechanical momentum. When a pulse of light enters the medium, the particles in the medium are accelerated by the leading edge of the pulse and decelerated by the trailing edge [5]. As a result, no motion is left in the medium after the pulse has passed. When light is absorbed or reflected in the medium, the momentum transfer occurs in units of \( h k \) or \( n h k \), where \( k \) is the vacuum wave vector. An absorbing surface is equivalent to photons leaving the medium without reflection and would therefore receive a momentum of \( h k \) per incident photon. In contrast, as shown in Ref. [5], a reflecting surface within the medium will recoil with a momentum of \( 2n h k \) per photon. In this case, the standing wave formed by the incident and reflected light pulse transfers momentum to the medium which remains even after the light pulse has left. This modification of the recoil momentum has so far been observed only for light being reflected from a mirror immersed in a liquid [7,8].

Recently, there have been discussions about what happens when an atom within an atomic cloud absorbs a photon. If one assumes that after absorbing the photon, no motion is left in the medium, then the recoil momentum should be \( h k \) [9]. The same conclusion is reached when one assumes a very dilute, dispersive medium with the absorbing atom localized in the vacuum space between the particles of the medium [10]. However, Ref. [6] argues that the atom will recoil with a momentum of \( n h k \), which requires particles in the medium to receive a backward momentum (for \( n > 1 \)) due to the interaction of the oscillating dipole moments of the particles in the dispersive medium and the absorbing atom. So both for reflection by a mirror and absorption by an atom, a photon in a dispersive medium behaves as if it has a momentum of \( n h k \).

In this Letter, we examine this issue experimentally, showing that the atom recoils with momentum \( n h k \). This has important consequences for atom interferometers using optical waves to manipulate atoms by the transfer of recoil momentum. High-precision measurements of the photon recoil are used to determine the fine-structure constant \( \alpha \) [11–16]. Further improvements in the accuracy of photon recoil measurements, combined with the value of \( \alpha \) derived from the \( (g - 2) \) measurements for the electron and positron [17–19], would provide a fundamental test of QED. At low atomic densities, where atom interferometers usually operate, the index of the refraction effect is relatively small. However, the accuracy of the best photon recoil measurements is limited by the uncertainty in the correction to the photon recoil due to the index of refraction. Here we operate an atom interferometer with Bose-Einstein condensates.

FIG. 1. Kapitza-Dirac interferometer. The first pulse out-coupled a small fraction of atoms into the \( | \pm 2nhk \rangle \) momentum states. The outcoupled atoms moved within the initial condensate. After a variable delay \( \tau \), a second pulse was applied, and atoms outcoupled by the second pulse interfered with those outcoupled by the first pulse. The laser beam was applied perpendicular to the long axis of the condensate; the polarization, \( \vec{E} \), was parallel to it and to the applied magnetic field bias, \( \vec{B} \). The atoms were imaged after 38 ms of ballistic expansion. The field of view is 0.5 mm \( \times \) 1.5 mm.
condensates, which have a much higher density than laser cooled atomic clouds, and observe how the index of refraction modifies the atomic recoil frequency $\hbar\omega_{\text{rec}} = \frac{\hbar^2 k^2}{2m}$, where $m$ is the atomic mass.

The essential idea of our experiment is to measure the recoil frequency interferometrically using a two-pulse Ramsey interferometer. The two pulses are optical standing waves separated by a delay time $\tau$ (Fig. 1). The first pulse diffracts the atoms in a $^{87}$Rb condensate into discrete momentum states. During the delay time $\tau$ the phase of each momentum state evolves at a different rate according to its recoil energy. The second pulse recombines the atoms with the initial condensate. The recombined components have differing phases leading to interference fringes that oscillate at the two-photon recoil frequency. By measuring the resulting frequency, $\omega$ as a function of the standing wave detuning from the atomic resonance, we found a distinctive dispersive shape for $\omega$ that fits the recoil momentum as $\hbar\kappa$.

The experiment was performed using an elongated $^{87}$Rb Bose-Einstein condensate (BEC) created in a cleverleaf-type Ioffe-Pritchard magnetic trap previously described in Ref. [20]. The condensate, containing $1.5 \times 10^6$ atoms, was produced in the $5^2S_{1/2}, F = 1, m_F = -1$ state, and had a Thomas-Fermi radius of 8 (90) $\mu$m in the radial (axial) direction, and the magnetic trap had a radial (axial) trap frequency of 81 (7) Hz.

The BEC was illuminated with an optical standing wave created by a retroreflected, $\pi$-polarized laser beam. Losses in the retroreflected beam were negligible. The polarization of the beam was optimized by suppressing Rayleigh superradiance [20]. The laser was detuned from the $5^2S_{1/2}, F = 1 \rightarrow 5^2P_{3/2}, F = 1$ transition at $\lambda = 780$ nm, and had a linewidth $\gamma$ much smaller than $\Gamma$, the natural linewidth of the transition. The intensity of the 5 $\mu$s long pulse was set to outcouple $\approx 5\%$ of the atoms into each of the $|\pm 2n\hbar\kappa|$ momentum states with no appreciable population in higher momentum states. This ensured that the density of the original condensate was nearly constant throughout the measurement. After a variable time $\tau$, a second identical pulse was applied. The time between the first pulse and the shutoff of the magnetic trap was fixed at 600 $\mu$s, which was less than a quarter of the radial trap period. The momentum distribution of the condensate was imaged after 38 ms of ballistic expansion, long enough for the momentum states to be resolved. The images were obtained using resonant absorption imaging after first optically pumping the atoms to the $5^2S_{1/2}, F = 2$ state. To measure the effect of spontaneous light scattering from the standing wave, the density of the condensate (and associated mean-field shift) was determined after applying a single 5 $\mu$s pulse to the condensate, and then immediately releasing it from the magnetic trap. The number of atoms in the condensate was determined by integrating the optical density of the absorption image, which in turn was calibrated by fitting the Thomas-Fermi radius of unperturbed condensates in time of flight [21].

The recoil frequency was found by fitting the oscillations in the fraction of atoms in the $|0\hbar\kappa|$ momentum state as a function of the delay $\tau$ (Fig. 2) with a cosine function and a Gaussian envelope:

$$A \exp \left(-\frac{\tau^2}{\tau_c^2}\right) \cos(\omega \tau + \phi) + C. \quad (1)$$

The observation of up to ten oscillations provided a precise value of the recoil frequency. The origin of the damping time $\tau_c$ and of the offset $C$ will be discussed later.

Figure 3 shows our measured values for $\omega/2\pi$ as a function of the detuning, $\Delta/2\pi$. The measured values for the frequency clearly follow the dispersive shape of the index of refraction. The variation in $\omega/2\pi$ as a function of the detuning was 2 kHz across the resonance, much larger than the statistical error on the frequency fits of less than 100 Hz. This conclusively shows that the momentum transferred to the atom when a photon is absorbed is $\hbar\kappa$.

We now discuss in more detail how the atoms interact with optical standing waves. For the short duration of the applied pulses (5 $\mu$s) we can assume that the atoms do not move during the pulse and ignore the kinetic energy of the atoms (Raman-Nath approximation). The interaction can then be described by the application of the ac Stark potential due to the standing wave $V(z) = \frac{\hbar^2 k^2}{2} \sin^2(nkz)$, where

![FIG. 2. Interference fringes oscillating at the recoil frequency.](image)

(a) Absorption images for $\tau = 10\rightarrow50$ $\mu$s. The detuning was $\Delta/2\pi = +520$ MHz. The field of view is 0.5 mm x 1.5 mm.

(b) Fraction of atoms in the $|0\hbar\kappa|$ momentum state as a function of $\tau$. The fringes were fit using Eq. (1). The fitted frequency was $\omega = 2\pi \times 15627(39)$ Hz with decay constant $\tau_c = 461(25)$ $\mu$s. The signal was normalized using the total atom number in all momentum states. The systematic scatter of the data from the fit indicates the reproducibility of the single shot measurements.
\[ \rho_0 = J^*_0(\theta) + 4[J^*_1(\theta)J^*_1(\theta) + J^*_1(\theta)] \cos(4n^2\omega_{\text{rec}} \tau). \] 

As a function of \( \tau \) the density of the zero momentum peak oscillates at \( 4n^2\omega_{\text{rec}} \).

So far, we have ignored the motion of the atoms during the delay time \( \tau \). The amplitudes of the recombined components interfere only where they spatially overlap. After the first pulse, the atoms in the \( |\pm 2n\hbar k\rangle \) states move with the recoil velocity \( v_{\text{rec}} \approx 12 \mu \text{m/s} \). As the overlap between the recoiling atoms and those at rest decreases, the interference fringes decay. The overlap integral for this decay is approximated as a Gaussian with time constant, \( \tau_c \approx 0.75 R_{\text{TF}}/v_{\text{rec}} \), where \( R_{\text{TF}} \) is the Thomas-Fermi radius of the condensate [24].

The index of refraction for the condensate is derived from its macroscopic polarization \( P \). For a two level system, \( P = \chi \varepsilon_0 E = \mu \frac{\rho^2}{\pi} \frac{E^2}{\Gamma} \), where \( \chi \) is the atomic susceptibility, \( \varepsilon_0 \) is the permittivity of free space, \( \mu \) is the dipole matrix element, \( \rho \) is the atomic density of the condensate. In this experiment the light was \( \pi \) polarized and detuned by \( \Delta \) from the \( 5^2S_{1/2} F = 1 \rightarrow 5^2P_{3/2} F' = 1 \) transition. For this polarization the selection rule is \( \Delta m_F = 0 \), and there are two allowed transitions from \( F = 1, m_F = -1 \rightarrow |1', -1 \rangle \) and \( |1, -1 \rangle \rightarrow |2', -1 \rangle \) that are separated by 157 MHz. Including both transitions in the derivation, the index of refraction, \( n = \sqrt{1 + \chi} \), is given by

\[ n = \sqrt{1 + 12\pi \rho \lambda^3 \left( \frac{5}{12} \frac{\Delta_1}{\Gamma} \frac{1}{1 + (2\Delta_1)^2} + \frac{1}{4} \frac{\Delta_2}{\Gamma} \frac{1}{1 + (2\Delta_2)^2} \right)}. \]

where \( \Delta_1 \) and \( \Delta_2 \) are the detunings relative to the \( F = 1 \rightarrow F' = 1 \) and \( F = 2 \rightarrow 2' \) transitions, respectively. This equation is valid in the limit \( \rho \lambda^3 \ll 1 \) [25], where \( \lambda = \lambda/2\pi \). For our experimental parameters \( \rho \lambda^3 \approx 0.2 \). In addition to the index of refraction shift, the observed interference fringes have a mean-field shift [26]: the atoms in the \( |\pm 2n\hbar k\rangle \) state have twice the mean-field energy of those at rest due to the exchange term in the interatomic potential. Including both the mean-field shift and the index of refraction, the frequency of the observed interference fringes should be

\[ \omega = 4n^2\omega_{\text{rec}} + \frac{\rho U}{\hbar}, \]

where \( \rho U = 4\pi\hbar^2 a_0 p/a \), and \( a \) is the s-wave scattering length. The density \( \rho = (4/7)\rho_o \), where \( \rho_o \) is the peak condensate density and the factor of \( 4/7 \) is due to the inhomogeneous condensate density.

When the interference fringes were fit using Eq. (1), the average values for the amplitude \( A \) and offset \( C \) for all of the data points were 0.12(3) and 0.82(4), respectively. This is in reasonable agreement with the expected values of \( A = 0.18 \) and \( C = 0.81 \) for \( \theta = 0.45 \). For a Thomas-Fermi radius of 8 \( \mu \)m we would expect a decay time \( \tau_c \approx 500 \mu \text{s} \). There was an unexplained shift in the fitted value.
for $\tau_c$ between the red and blue side of the resonances: on the red side the average value was 347(20) $\mu$s and on the blue, 455(40) $\mu$s.

The quadratic dependence in Eq. (5) on the index of refraction can be understood by considering the diffraction of atoms from the light grating created by the standing wave. When the first pulse is applied, the standing wave creates a grating with a periodicity $d = \lambda/2$. Within the condensate the index of refraction modifies the grating period by $n$, since $\lambda' = \lambda/n$. The momentum of atoms that diffract off the grating is changed by $\pm 2\hbar k'$, again within the condensate $k' = nk$, and the velocity of the atoms is modified. Assuming $n > 1$, when the second grating is applied the atoms have moved farther by a factor of $n$ and the grating is shorter by $n$, changing the time scale for the interference fringes by a factor of $n^2$.

The increase in the momentum transferred to the atoms can also be explained by considering the momentum transferred to atoms by a classical field. A derivation using the Lorentz force applied to the atoms during the absorption of a photon can be found in [6]. In a dielectric medium with $n > 1$, the magnetic field and therefore the Lorentz force are not modified. However, the electric field is weaker, and therefore it takes longer for the atom to perform half a Rabi cycle and be transferred to the excited state. During that longer time, the Lorentz force imparts a momentum to the atom which is larger than $\hbar k$.

For Kapitza-Dirac scattering, atoms are diffracted symmetrically into the $\pm 2(n\hbar k)$ momentum states, so momentum is conserved. However, for processes such as Bragg scattering, where the atoms are scattered in only one direction, the index of refraction has an additional effect. Assuming a $\pi/2$ pulse with counterpropagating beams, where half the atoms are diffracted, for $n > 1$ the recoil momentum is a factor of $n$ higher than in vacuum. For momentum to be conserved, the remaining atoms must recoil backwards with momentum $p - 2(n - 1)/\hbar k$. For small fractional outcoupling the effect is negligible, since the extra momentum is distributed among the remaining condensate. However, if a large fraction of the condensate is outcoupled and $\hat{c}$ is large, this effect could potentially be resolved in ballistic expansion.

We have discussed here the dispersive effect on the photon momentum near a one-photon resonance. An analogous effect occurs near two-photon resonances. In this case, the atomic polarizability is determined in third-order perturbation theory, and the resulting index of refraction has a sharp, narrow dispersive feature near the two-photon resonance [27]. In recent experiments at Stanford [13], such two-photon effects have been the leading source of uncertainty in high-precision determinations of atomic recoil frequencies and the fine-structure constant $\alpha$.

In conclusion, we have measured a systematic shift in the photon recoil frequency due to the index of refraction of the condensate. This is the first direct observation of the atomic recoil momentum in dispersive media. For high atomic densities, this shift can have a significant effect on atom interferometers, and is of particular importance for precision measurements of $\hbar/m$ and $\alpha$ with cold atoms [13,16].

The authors thank A. Schirotzek, S. Chu, S. Harris, and H. Haus for insightful discussions, and M. Kellogg for experimental assistance. This work was supported by NSF and ARO.
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We have observed parametric generation and amplification of ultracold atom pairs. A $^{87}$Rb Bose-Einstein condensate was loaded into a one-dimensional optical lattice with quasimomentum $k_0$ and spontaneously scattered into two final states with quasimomenta $k_1$ and $k_2$. Furthermore, when a seed of atoms was first created with quasimomentum $k_1$ we observed parametric amplification of scattered atom pairs in states $k_1$ and $k_2$ when the phase-matching condition was fulfilled. This process is analogous to optical parametric generation and amplification of photons and could be used to efficiently create entangled pairs of atoms. Furthermore, these results explain the dynamic instability of condensates in moving lattices observed in recent experiments.
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Nonlinear atom optics is a novel research area born with the advent of Bose-Einstein condensates of alkali atoms [1]. Unlike photons, ultracold atoms have a very strong nonlinearity directly provided by $s$-wave collisions, and therefore they do not need a nonlinear medium to provide effective interaction. A number of nonlinear processes first observed with photons have been demonstrated with matter waves such as four-wave mixing [2,3], solitons [4–7], second-harmonic generation [8–11], and sum-frequency generation [9]. Nonlinear atom optics, and, in particular, four-wave mixing, has previously been suggested as an ideal way to create entangled pairs of atoms [3,12,13]. However, in previous four-wave mixing experiments [2,3] using condensates in free space, the quadratic dispersion relation for free particles only allowed for the phase-matching condition to be fulfilled when the magnitudes of all four momenta were equal (in the center-of-mass frame). This is the only way in which two particles can scatter off each other and conserve energy and momentum. In particular, in free space, if a condensate is moving with momentum $k_0$, atoms within the condensate cannot elastically scatter into different momentum states, and therefore the analog to optical parametric generation of photons is not possible.

The situation is very different when an optical lattice is added. The lattice delivers energy in the form of the ac Stark effect and momentum in units of $2\hbar k_L$ to the atoms, where $k_L$ is the wave vector of the optical lattice. The motion of atoms in this periodic potential is described by a band structure, which deviates from the quadratic free particle dispersion curve. In a lattice, as recently suggested [14], it becomes possible for two atoms in the condensate to collide and scatter into a higher and lower quasimomentum state and conserve energy. As we discuss below, this can lead to dynamic instabilities of the condensate, but also enables nondegenerate four-wave mixing and the atomic-optics analog of optical parametric generation.

Phase matching is essential for high efficiency in nonlinear processes in quantum optics including optical parametric generation of photons [15], and a modification of the dispersion curve has been used to demonstrate optical parametric amplification in semiconductor microcavities [16]. In atom optics, dispersion management was used to modify the effective mass of atoms [17], and to create bright gap solitons [18]. Here we demonstrate that by modifying the dispersion curve using an optical lattice, scattering processes which cannot occur in free space become possible, and we realize the matter-wave analogue of an optical parametric generator (OPG) and an optical parametric amplifier (OPA).

To demonstrate the matter-wave analogue of an OPG, a $^{87}$Rb Bose-Einstein condensate with quasimomentum $k_0$ was loaded into a one-dimensional optical lattice. To load the atoms at a given quasimomentum relative to the Brillouin zone, a moving optical lattice was adiabatically applied to a magnetically trapped condensate initially at rest in the lab frame. The lattice was created using two counter-propagating laser beams with frequency difference $\delta\nu$, giving the lattice a velocity of $v = \frac{1}{2} \delta\nu$, where $\lambda$ is the wavelength of the optical lattice. In the rest frame of the lattice, the condensate has quasimomentum $k_0 = \frac{\hbar \delta\nu}{2\pi} m$, where $m$ is the atomic mass. By changing the detuning between the lattice beams, $\delta\nu$, $k_0$ could be varied. As shown in Fig. 1(d), as the value of $k_0$ was varied we observed elastic scattering of atom pairs into final states $k_1$ and $k_2$. The range of possible final states varied with $k_0$ due to the phase-matching condition. For values of $k_0$ less than $= 0.55k_L$ the dispersion relation imposed by the Bloch structure of the optical lattice does not allow elastic scattering to occur. For our lattice depth of $V = 0.5E_{\text{rec}}$, where $E_{\text{rec}} = \hbar^2 k_L^2 / 2m$, the values of $k_2$ which satisfied energy and momentum conservation were beyond the first Brillouin zone. Since the scattering process occurs within the first Bloch band, the atoms in state $k_2$ have a quasimomentum $k_2 = (2k_0 - k_1)\text{Mod}(2k_L)$ [see Fig. 1(a)]. As the value for $\delta\nu$ (and the resulting value of $k_0$) is increased, the separation between $k_0$ and the allowed states $k_1$ and $k_2$ decreases as is clearly observed in Fig. 1(d). For values of
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of the lattice allows two atoms with momentum $k_0$ to elastically scatter into the final momentum states $k_1$ and $k_2$. Energy and quasimomentum are conserved when $k_0$ is the average of $k_1$ and $k_2$ and the three points on the dispersion curve lie on a straight line. If $k_0$ is varied, the allowed values for $k_1$ and $k_2$ change. For values of $k_0$ below $0.55k_L$, where $k_L$ is the wave vector of the optical lattice, atoms cannot scatter elastically into different momentum states. The circles (squares) show allowed states $k_0$, $k_1$, $k_2$ for $k_0 = 0.66k_L$ ($0.70k_L$). As $k_0$ is increased, the final momentum states move closer together. Since the scattering occurs within the lowest band of the lattice, the final momentum is $k_2 = (2k_0 - k_1)\text{Mod}(2k_L)$. (b) A $^{87}\text{Rb}$ Bose-Einstein condensate is illuminated by two counter-propagating laser beams with detuning $\delta \nu$, which create a moving optical lattice. The condensate is initially held at rest. In the rest frame of the lattice, the condensate has quasimomentum $k_0 = \frac{m\delta \nu}{2\hbar}$, the final momentum states were no longer distinguishable, and the condensate became unstable.

to demonstrate the matter-wave analogue of an OPA, we first created a small seed of atoms with quasimomentum $k_1$ before ramping on the moving lattice (see Fig. 2). To create the seed we applied a Bragg pulse to the magnetically trapped condensate, outcoupling a small fraction of atoms into the momentum state $k_{Bragg}$ [19]. Immediately after applying the pulse, the optical lattice was adiabatically ramped on. In the rest frame of the lattice, the seed has quasimomentum $k_1 = k_{Bragg} + k_0$. The phase-matching condition for a given seed $k_{Bragg}$ was found by varying the frequency difference $\delta \nu$ of the lattice, and therefore the quasimomenta $k_0$ and $k_1$ of the atoms. As shown in Fig. 2(d), when the phase-matching condition was fulfilled, we observed amplification of the seed $k_1$ as well as its conjugate momentum $k_2$. The growth of $k_1$ and $k_2$ as a function of time are shown in Fig. 3.

The experiments were performed using an elongated $^{87}\text{Rb}$ condensate created in a magnetic trap previously described in Ref. [20]. The magnetic trap had a radial (axial) trap frequency of 35(8) Hz. The condensate, containing between $0.5 - 3.0 \times 10^5$ atoms, was produced in the $|5S_1/2, F = 1, m_F = -1 \rangle$ state. The Bragg pulse was created with two laser beams derived from the same laser, which was red detuned from the $5S_1/2, F = 1 \rightarrow 5S_3/2, F = 2$ transition at $\lambda = 780$ nm by 400 MHz, and was $\pi$ polarized. As shown in Fig. 2, the Bragg beams were aligned such that atoms were outcoupled along the long axis of the condensate. The intensity of the Bragg pulse was chosen such that less than 5% of the initial condensate was outcoupled into $k_{Bragg}$ and the length of the pulse was 2 ms. The angle between the Bragg beams could be varied to change the momentum of the outcoupled atoms. The optical lattice was created using two counter-
propagating beams derived from the same laser with $\lambda = 1064$ nm, and the frequency of the two beams were controlled by two separate acousto-optic modulators (AOMs) driven with a frequency difference $\delta \nu$. The lattice was also aligned along the long axis of the condensate, and was ramped on in 1 ms using an exponential ramp. After the condensate was held in the lattice for a variable time $\tau$ it was then released from the trap and imaged after 43 ms of ballistic expansion.

For all of our experiments, the depth of the optical lattice was $V = 0.5 E_{\text{rec}}$ with a band structure shown in Fig. 1. When the process was not seeded, atoms were elastically scattered into a narrow band of states $k_1$ and $k_2$, where both energy and momentum were conserved. However, the population in neither state was large enough for amplification to be observed. When the process was seeded, amplification occurred when the quasimomentum was tuned such that energy and momentum were conserved for the states $k_0$, $k_1$, and the conjugate momentum $k_2$. In our experiment, the difference $\Delta k = k_0 - k_1$ between the quasimomenta of the condensate $k_0$ and seed $k_1$ was set by the angle of the initial Bragg pulse. For a given Bragg angle, there is only one set of quasimomenta $k_0$, $k_1$, and $k_2$ where the phase-matching condition is fulfilled. To find this point, we varied the velocity of the moving lattice for fixed hold times. Results for $k_{\text{Bragg}} = 0.43 k_L$ are shown in Fig. 2. The phase-matched value for $k_2$ is at $1.08 k_L$, beyond the boundary of the first Brillouin zone. Therefore, the atoms are observed with a momentum $k_2 = -0.92 k_L$. For $k_{\text{Bragg}} = 0.43 k_L$, $0.34 k_L$, and $0.28 k_L$, we observed resonances at $\delta \nu = 5450$ Hz, $5750$ Hz, and $6100$ Hz, respectively. For these Bragg angles and our lattice depth, the expected values were $5350$ Hz, $5700$ Hz, and $6050$ Hz.

In Fig. 3, 5% of the initial condensate containing $N_0 = 1.3(3) \times 10^5$ atoms was outcoupled with $k_{\text{Bragg}} = 0.43 k_L$. The gain for the process is determined by the strength of the nonlinear interaction $U = \frac{4 \pi k^2 a}{m}$ between atoms in the condensate, where $a$ is the $s$-wave scattering length. We can estimate the maximum amplification rate to be $\eta = \frac{2 n_0 U}{\hbar}$ [3], with $N_{1(2)} = \eta N_{2(1)}$, where $N_{1(2)}$ is the number of atoms in the momentum state $k_{1(2)}$, and $n_0$ is the condensate density. For $N_0 = 1.3(3) \times 10^5$, the maximum growth rate should be $\eta = 540$ Hz. The amplification rate will decrease as the state $k_0$ is depleted. However, for our small seeds, the amplification was limited by the loss of overlap between the condensate and the amplified pulses. The Thomas-Fermi radius ($R_{\text{TF}}$) of the condensate in the axial direction was 33 $\mu$m, and the recoil velocity ($v_{\text{rec}}$) for the final states $k_1$ and $k_2$ with respect to the initial condensate was $v_{\text{rec}} = 1.8 \mu$m/ms and 6.8 $\mu$m/ms, respectively. The overlap integral between the amplified atoms and the initial condensate can be approximated as a Gaussian with time constant $\tau = 0.75 R_{\text{TF}}/v_{\text{rec}}$, which for our parameters is 3.75 ms. We compare our results to the modified rate equation

$$\dot{N}_{2(1)} = \eta N_{1(2)} e^{-r^2/\tau^2}. \quad (1)$$

Since atoms are scattered into states $k_1$ and $k_2$ in pairs, one would expect that the final atom number in the two states (minus the initial seed) are equal. Instead, we observe a smaller number in state $k_2$ which we ascribe to the proximity of $k_2$ to the boundary of Brillouin zone. This leads to instabilities, where atoms in state $k_2$ are scattered into other momentum states or into higher bands. If we allow a variable scale factor in our model to correct for the loss of atoms in $N_2$, as shown in Fig. 3, the gain for $N_{1,2}$ is in agreement with the experimental data.

Amplification was also observed when atoms were seeded in state $k_2$. Because of the geometry of our experimental setup, we were unable to load atoms directly into $k_2 = -0.92 k_L$. However when atoms with quasimomentum $k = 1.08 k_L$ were loaded into the lattice, the ramp-up was no longer adiabatic due to their proximity to the boundary of the first Brillouin zone. Because of this, atoms from the seed were loaded into both the second Bloch band (with $k = 1.08 k_L$) and the ground state (with $k = -0.92 k_L$). As shown in Fig. 3(b), the gain for this process was almost identical to when atoms were seeded in state $k_1$. 

FIG. 3. Growth curve for atomic population in quasimomentum states $k_1$ and $k_2$ when the process was seeded. (a) Amplification of atoms with quasimomentum $k_1$ (solid points), and with the conjugate momentum $k_2$ (open points), when state $k_1$ was seeded. (b) Amplification of atoms in $k_1$ (solid points), and $k_2$ (open points), when $k_2$ was seeded. The values for $k_0$, $k_1$, $k_2$ were 0.66$k_L$, 0.23$k_L$, and $-0.92 k_L$, respectively. The solid lines shows the expected gain using Eq. (1) with variable scale factors for each curve as the only free parameters.
The loss of overlap could be alleviated by using a more extreme trap geometry in which the condensate is more elongated, e.g., by confining atoms in a tight transverse optical lattice. In this configuration, it may be possible to observe the parametric scattering dynamics for longer time scales, which may allow for the observation of Rabi oscillations between \( k_0 \) and \( k_1, k_2 \) as predicted in Ref. [14]. For longer coherence times, parametric amplification could also be an efficient means of producing pairs of momentum entangled atoms for quantum information applications [12,13], but the issue of secondary collisions out of states \( k_1 \) and \( k_2 \) has to be carefully addressed.

For high atom numbers, and for large values of \( k_0 \), the condensate became unstable and scattered into a broad band of final momentum states [Fig. 2(e)]. For \( k_{\text{Bragg}} = 0.43k_L \), the energy of all atoms outcoupled by the Bragg beams was \( \approx 370 \text{ Hz} \), whereas the chemical potential of the condensate was \( \approx 300 \text{ Hz} \). Because of this, if the atom number was increased significantly the momentum peaks were no longer distinguishable. When the chemical potential of the condensate was larger than the separation between the phase-matched momentum states, the process was self-seeded; i.e., the momentum spread of the initial condensate contained atoms with momentum \( k_0, k_1, \) and \( k_2 \), and considerable scattering occurred. Similarly, if the atom number was kept constant, and the value of \( k_0 \) was increased, the phase-matched momentum states moved closer together until they were no longer distinguishable. This occurred at values of \( k_0 \) above \( 0.75k_L \), and we observed a dynamic instability. For larger atom numbers, the critical value of \( k_0 \) decreases. For values of \( k_0 \) less than \( 0.55k_0 \) elastic scattering cannot occur, and the system should be stable for all atom numbers. Instabilities of condensates in optical lattices has attracted much attention recently, both theoretically [21–28] and experimentally [29–33]. Most recently, dynamic instabilities of condensates in moving lattices were observed in Refs. [29,30]. In Ref. [30], the chemical potential was a factor of 3 higher than in our experiment, leading to a dynamic instability for all values of \( k_0 \) above \( 0.55k_L \). Although discrete momentum states could not be observed in those experiments, it is possible that the mechanism for the dynamic instability is self-seeded parametric amplification. Indeed, the phase-matching condition for parametric amplification is identical to the resonance condition for dynamic instability in the noninteracting limit [21]. After the submission of this Letter, recent work on period-doubling instabilities in a shaken optical lattice [34] was reinterpreted as parametric amplification [35].

In conclusion, we have demonstrated a matter-wave analogue of both optical parametric generation and optical parametric amplification using a condensate moving in a one-dimensional optical lattice. The optical lattice modified the dispersion curve and ensured phase matching. If the separation of the phase-matched momentum states becomes less than the speed of sound, a condensate will self-seed the process and become dynamically unstable.

The authors thank K. Mølmer for pointing out this physical process to us, M. Inguscio and M. Modugno for insightful discussions, M. Saba for helpful discussions and a critical reading of the manuscript, and P. Medley for experimental assistance. This work was supported by NSF and ARO.
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Imaging the Mott Insulator Shells using Atomic Clock Shifts

Imaging the Mott Insulator Shells by Using Atomic Clock Shifts

Gretchen K. Campbell,1*, Jongchul Mun,1 Micah Boyd,1 Patrick Medley,1 Aaron E. Leanhardt,2 Luis G. Marcassa,1† David E. Pritchard,1 Wolfgang Ketterle1

Microwave spectroscopy was used to probe the superfluid–Mott insulator transition of a Bose-Einstein condensate in a three-dimensional optical lattice. By using density-dependent transition frequency shifts, we were able to spectroscopically distinguish sites with different occupation numbers and to directly image sites with occupation numbers from one to five, revealing the shell structure of the Mott insulator phase. We used this spectroscopy to determine the onset interaction and lifetime for individual shells.

The Mott insulator (MI) transition is a paradigm of condensed matter physics, describing how electron correlations can lead to insulating behavior even for partially filled conduction bands. However, this behavior requires a commensurable ratio between electrons and sites. If this condition for the density is not exactly fulfilled, the system will be conductive. For neutral bosonic particles, the equivalent phenomenon is the transition from a superfluid to an insulator for commensurable densities. In inhomogeneous systems, as in atom traps, the condition of commensurability no longer applies: For sufficiently strong interparticle interactions, it is predicted that the system should separate into MI shells with different occupation number, separated by thin superfluid layers (1–3).

The recent observation of the superfluid-to-MI transition with ultracold atoms (4) has stimulated a large number of theoretical and experimental studies ([5] and references therein). Atomic systems allow for a full range of control of the experimental parameters, including tunability of the interactions and defect-free preparations, making them attractive systems for studying condensed matter phenomena. The MI phase in ultracold atoms has been characterized by studies of coherence, excitation spectrum, noise correlations (4, 6, 7), and molecule formation (8). Recently, by using spin-changing collisions, Gerber et al. selectively addressed lattice sites with two atoms and observed the suppression of number fluctuations (9).

In this study, we combined atoms in the MI phase with the high-resolution spectroscopy used for atomic clocks and used density-dependent transition frequency shifts to spectroscopically resolve the layered structure of the Mott shells with occupancies from \( n = 1 \) to \( n = 5 \) and to directly image their spatial distributions.

Bosons with repulsive interactions in an optical lattice can qualitatively be described by the Hamiltonian (10, 11),

\[
\hat{H} = -J \sum_{\langle i,j \rangle} \hat{a}_i^\dagger \hat{a}_j + \frac{1}{2} U \sum_i \hat{n}_i (\hat{n}_i - 1) + \sum_i \left( \epsilon_i - \mu \right) \hat{n}_i
\]

where the first two terms are the usual Hamiltonian for the Bose-Hubbard model, the last term adds in the external trapping potential, and \( J \) is the tunneling term between nearest neighbors, \( \hat{a}_i^\dagger \) and \( \hat{a}_i \) are the boson creation and destruction operators at a given lattice site. \( U = (4n^2/\pi m)^{1/2} \) is the repulsive onsite interaction, where \( \hbar \) is Planck’s constant divided by \( 2m \), \( m \) is the atomic mass, \( a \) is the s-wave scattering length, \( w(x) \) is the single particle Wannier function localized to the \( i \)th lattice site, and \( \hat{n}_i = \hat{a}_i^\dagger \hat{a}_i \) is the number operator for bosons at site \( i \). The last term in the Hamiltonian is due to the external trapping confinement of the atoms, where \( \epsilon_i = V_{\text{ext}}(r_i) \) is the energy offset at the \( i \)th site due to the external confinement and \( \mu \) is the chemical potential.

The behavior of this system is determined by the ratio \( J/U \). For low lattice depths, the ratio is large and the system is superfluid. For larger lattice depths, the repulsive onsite energy begins to dominate, and the system undergoes a quantum phase transition to a MI phase. For deep lattices, the atoms are localized to individual lattice sites with integer filling factor \( n \). This filling factor varies locally depending on the local chemical potential \( \mu_i = \mu - \epsilon_i \), as

\[
n = \text{Mod}(\mu_i/U)
\]

where \( \text{Mod} \) is the modulo and decreases from the center to the edge of the trap.

To prepare the atoms in the Mott insulating phase, we first created a \(^{87}\)Rb Bose-Einstein condensate in the \( |F = 1, m_F = -1 \rangle \) state (where \( F \) and \( m_F \) are the quantum numbers for the total spin and its \( t \) component, respectively) by using a combination of an Ioffe-Pritchard magnetic trap and an optical dipole trap. The optical trap was oriented perpendicular to the long axis of the magnetic trap, creating a more isotropic trapping potential that was better matched to the optical lattice. The laser beam for the optical trap had a 1/\( e^2 \) waist \( \approx 70 \mu \)m and was retroreflected. However, the polarization of the retroreflected beam was rotated such that the interference between the two beams had minimal contrast. The resulting trap had radial and axial trap frequencies of \( \omega_r = 2\pi \times 70 \) Hz and \( \omega_z = 2\pi \times 20 \) Hz, respectively, where the axial direction is now parallel to the optical trap. A three-dimensional (3D) optical lattice was created by adding two additional retroreflected laser beams derived from the same laser at \( \lambda = 1064 \) nm. The lattice was adiabatically ramped up by rotating the polarization of the retroreflected optical trapping beam to increase the interference contrast along that axis and by increasing the laser power in the other two axes. The lattice depth was increased by using an exponential ramp with a 40-ms time constant. After ramping on the lattice, all three beams were linearly polarized orthogonal to each other and...
had different frequency detunings generated by using acousto-optic modulators. The lattice depth was up to 40E\textsubscript{rec}, where E\textsubscript{rec} = \hbar k^2/2m is the recoil energy and k = 2\pi/\lambda is the wave vector of the lattice light. At 40E\textsubscript{rec}, the lattice trap frequency at each site was \omega\textsubscript{lat} = 2\pi \times 25 \text{ kHz}, and the external trap frequencies increased to \omega = 2\pi \times 110 \text{ Hz} and \omega = 2\pi \times 30 \text{ Hz} in the radial and axial directions, respectively.

Zeeman shifts and broadening of the clock transition from the F = 1 to the F = 2 state were avoided by using a two photon transition between the \(|1, -1\rangle\) state and the \(|2, 1\rangle\) state, where a magnetic bias field of \sim 3.23 \text{ G} both states have the same first-order Zeeman shift \((11)\). The two-photon pulse was composed of one microwave photon at a fixed frequency of 6.83 \text{ GHz} and one radio frequency (rf) photon at a frequency of around 1.67 MHz. The pulse had a duration of 100 ms, and when on resonance the fraction of atoms transferred to the \(|2, 1\rangle\) state was less than 20%. After the pulse, atoms in the \(|2, 1\rangle\) state were selectively detected with absorption imaging by using light resonant with the \(5^2S_{1/2}, 1\rangle \rightarrow 5^2P_{1/2}\) transition. For observing the spatial distribution of the Mott shells, we imaged the atoms in the trap. For recording spectra, we released the atoms from the trap and imaged them after 3 ms of ballistic expansion in order to reduce the column density.

When the two-photon spectroscopy is performed on a trapped condensate without a lattice, the atoms transferred to the \(|2, 1\rangle\) state have a slightly different mean field energy because of the difference between \(a_{21}\) and \(a_{11}\) scattering lengths, where \(a_{ij}\) is the scattering length between two atoms in states \(|i, j\rangle\) and \(|1, -1\rangle\) and \(a_{11}\) is the scattering length between two atoms in the \(|1, 1\rangle\) state. This difference in scattering lengths leads to a density-dependent shift to the resonance frequency, \(\Delta \omega \propto \rho (a_{21} - a_{11})\), where \(\rho\) is the condensate density \((11)\). This collisional shift is commonly referred to as the clock shift \((12)\) because of its importance in atomic clocks, where cold collisions currently limit the accuracy \((13, 14)\). When performed on a condensate with peak density \(n_0\) in a harmonic trap in the limit of weak excitation, the line shape for the two-photon resonance is given by \((15)\):

\[
I(v) = \frac{15\hbar (v - v_0)}{4\rho_0 \Delta E} \sqrt{1 - \frac{\hbar (v - v_0)}{\rho_0 \Delta E}}
\]

where \(v_0\) is the hyperfine transition frequency and the mean field energy difference is

\[
\Delta E = \frac{\hbar^2}{\pi m} (a_{21} - a_{11})
\]

In the case of \(^{87}\text{Rb}\), \(a_{21} = 5.19 \text{ nm}\) and \(a_{11} = 5.32 \text{ nm}\) \((16)\). Both the frequency shift and the linewidth increase with the condensate density. As the lattice is ramped on, the peak density of the condensate in a given lattice site increases as

\[
\rho_0(r) = \left( \frac{\mu}{\hbar} \right)^{1/2} \frac{m a_{\text{trap}}^2 r^2}{U}
\]

where \(a_{\text{trap}}\) is the external trap frequency for the combined magnetic and optical trap, and, by using the Thomas-Fermi approximation \(\mu\), the chemical potential, is given by

\[
\mu = \left[ \frac{15}{16} \left( \lambda/2 \right)^3 \hbar^3 N U a_{\text{trap}}^3 / \sqrt{2 \pi} \right]^{2/5}
\]

where \(N\) is the total atom number. For low lattice depths, the system is still a superfluid, delocalized over the entire lattice. However, the two-photon resonance line is shifted and broadened because of the increased density, with the center of the resonance at \(v = v_0 + 2\rho_0 \Delta E / 3\hbar\). For deep lattices in the Mott regime, the repulsive onsite interaction dominates, number fluctuations are suppressed, and each lattice site has a sharp resonance frequency determined by the occupation number in the site. The separation between

**Fig. 1.** Two-photon spectroscopy across the superfluid-to-MI transition. Spectra for 3D lattice depths of 0E\textsubscript{rec} (open squares), 5E\textsubscript{rec} (open triangles), 10E\textsubscript{rec} (open circles), 25E\textsubscript{rec} (solid squares), and 35E\textsubscript{rec} (solid circles) are shown. The spectra are offset for clarity. The shift in the center of the \(n = 1\) peak as the lattice depth is increased is due to the differential AC Stark shift from the lattice. The dotted lines show Gaussian fits of the peaks.

**Fig. 2.** Probing the onsite interaction energy. (A) The separation between the \(n = 1\) and \(n = 2\) peaks is shown for lattice depths of \(V = 25E_{\text{rec}}\) (square) and \(V = 35E_{\text{rec}}\) (circle). As the lattice depth was increased, the separation increased from 22(1) Hz to 30(2) Hz. The shaded area gives the expected value determined from a band structure calculation, including the uncertainty in the scattering lengths. The uncertainty in the measured separation is indicated by the size of the points. (B) Location of resonances for all MI phases relative to the \(n = 1\) phase for \(V = 25E_{\text{rec}}\) and \(V = 35E_{\text{rec}}\). For low site occupation (\(n\) values from 1 to 3), the separation between the resonances is roughly constant, implying constant \(U\). For \(V = 35E_{\text{rec}}\), the separation between the \(n = 4\) and \(n = 5\) peaks was 22(2) Hz, a 27% decrease from the 30(1) Hz separation between the \(n = 1\) and \(n = 2\) peaks. The slope of the lines is fit to the separation between the \(n = 1\) and \(n = 2\) peaks.
the resonance frequencies for the \( n \) and \( n - 1 \) MI phases is given by

\[
\delta V = \frac{U}{\hbar} (a_{21} - a_{11})/a_{11} \tag{7}
\]

The linewidth of the resonances is no longer broadened by the inhomogeneous density and should be limited only by the bandwidth of the two-photon pulse.

The resonance transitioned from a broadened line to several sharp lines as the lattice depth was increased (Fig. 1). At a lattice depth of \( V = 5E_{\text{rec}} \), the line was broadened and the line center was shifted slightly because of the increased density. At \( V = 10E_{\text{rec}} \), the line was shifted and broadened further, and in addition the line shape became asymmetric as the atom number in lattice sites with small occupation was squeezed. For deeper lattice depths, the system underwent a phase transition to a MI phase, and discrete peaks appeared, corresponding to MI phases with different filling factors; for \( V = 35E_{\text{rec}} \), MI phases with occupancies of up to five were observed.

When the lattice depth was increased inside the MI regime (from \( V = 25E_{\text{rec}} \) to \( V = 35E_{\text{rec}} \)), the separation between the resonance peaks increased, presumably because of the larger onsite interaction energy as the lattice trap was increased. As given in Eq. 7, the separation between the peaks provides a direct measurement of the onsite interaction energy, \( U \). Our results are in good agreement with calculated values of \( U \) (Fig. 2A). Although the separation between the \( n = 1 \), \( n = 2 \), and \( n = 3 \) peaks is roughly constant, for higher filling factors the separation between the peaks decreases; the effective onsite interaction energy becomes smaller for higher filling factors (Fig. 2B). This result shows that for low occupation numbers the atoms occupy the ground state wave function of the lattice site, whereas for larger occupation numbers, the repulsive onsite interaction causes the wave function to spread out, lowering the interaction energy. From a variational calculation of the wave function similar to (17), we find that the onsite energy for the \( n = 5 \) shell should be \( \sim 20\% \) smaller than that for the \( n = 1 \) shell, in agreement with the measured value (Fig. 2B).

The peaks for the different occupation numbers were spectrally well separated. Therefore, on resonance, only atoms from a single shell were transferred to the \( |2, 1\rangle \) state. An image of these atoms (without any time of flight) shows the spatial distribution of this shell. Figure 3B shows absorption images for \( n = 1 \) to \( n = 5 \) shells. As predicted (1), the \( n = 1 \) MI phase appears near the outer edge of the cloud. For larger \( n \), the radius of the shell decreases, and the \( n = 5 \) sites form a core in the center of the cloud. The expected radius for each shell was obtained from Eq. 2 by using the measured values for the onsite interaction. The observed radii were in good agreement except for the \( n = 1 \) shell, which may have been affected by anharmonicities in the external trap. Absorption images taken with rf values between the peaks show a small signal, which may reflect the predicted thin superfluid layers between the insulating shells; however, this needs be studied further with improved signal-to-noise ratio. The expected absorption image of a shell should show a column density with a flat distribution in the center and raised edges. However, because of limitations (resolution and residual fringes) in our imaging system, these edges were not resolved.

Because we were able to address the different MI phases separately, we could determine the lifetime for each shell. For this, the atoms were first held in the lattice for a variable time \( \tau \) before applying the 100-ms two-photon pulse. For the \( n = 1 \) MI phase and ignoring technical noise, the lifetime should only be limited by spontaneous scattering from the lattice beams. Even for the deepest lattices, the spontaneous scattering rate is less than \( 10^{-2} \) Hz. For the \( n = 2 \) MI phase, the lifetime is limited by dipolar relaxation, which for \( ^{87}\text{Rb} \) is slow, with a rate \( < 10^{-2} \) Hz. For sites with \( n \geq 3 \), the lifetime is limited by three-body recombination with a rate equal to \( \gamma(n - 1)(n - 2) \) (18), with \( \gamma = 0.026 \) Hz for our parameters. This gives three-body lifetimes of \( \tau_{\text{vol}} \) of 6.2 s, 1.6 s, and 0.6 s for the \( n = 3 \), \( n = 4 \), and \( n = 5 \) MI phases, respectively. This calculation of \( \gamma \) assumes for the density distribution the ground state of the harmonic oscillator potential, so for higher filling factors the actual lifetime could be higher.

---

**Fig. 3.** Imaging the shell structure of the MI. (A) Spectrum of the MI at \( V = 35E_{\text{rec}} \). (B) Absorption images for for decreasing rf frequencies. Images a to e were taken on resonance with the peaks shown in (A) and display the spatial distribution of the \( n = 1 \) to \( n = 5 \) shells. The solid lines shows the predicted contours of the shells. Absorption images taken for rf frequencies between the peaks (images i to iv) show a much smaller signal. The field of view was 185 \( \mu \text{m} \) by 80 \( \mu \text{m} \).
show relative populations as a function of the hold time and derive lifetimes as \( \tau \) almost equal to 1 s, 0.5 s, and 0.2 s for the \( n = 3, n = 4, \) and \( n = 5 \) MI phases, respectively (Fig. 4); this is shorter than predicted, which is possibly due to secondary collisions. For \( n = 1 \) and \( n = 2, \) lifetimes of over 5 s were observed.

We expect that this method can be used to measure the number statistics as the system undergoes the phase transition. One would expect that the spectral peaks for higher occupation number become pronounced only at higher lattice depth; an indication of this can be seen already in Fig. 1. For low lattice depths, the tunneling rate is still high, but one can suddenly increase the lattice depth and freeze in populations (19), which can then be probed with high-resolution spectroscopy. Fluctuations in the atom number could address questions about local properties that have been raised in recent theoretical simulations (20). The addressability of individual shells could be used to create systems with only selected occupation numbers (e.g., by removing atoms in other shells). Such a preparation could be important for the implementation of quantum gates, for which homogenous filling is desirable. For atoms other than rubidium, atomic clock shifts are much larger, e.g., for sodium, larger by a factor of 30. Therefore, it should be easier to resolve the MI shells, unless the collisional lifetime of the upper state of the clock transition sets a severe limit to the pulse duration.

**Note added in proof:** After submission of this work, the vertical profile of an \( n = 2 \) MI shell was obtained by using spin-changing collisions and a magnetic resonance imaging technique (21).
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**Evidence for a Past High-Eccentricity Lunar Orbit**

Ian Garrick-Bethell,* Jack Wisdom, Maria T. Zuber

The large differences between the Moon’s three principal moments of inertia have been a mystery since Laplace considered them in 1799. Here we present calculations that show how past high-eccentricity orbits can account for the moment differences, represented by the low-order lunar gravity field and libration parameters. One of our solutions is that the Moon may have once been in a 3:2 resonance of orbit period to spin period, similar to Mercury’s present state. The possibility of past high-eccentricity orbits suggests a rich dynamical history and may influence our understanding of the early thermal evolution of the Moon.

The Moon is generally thought to have accreted close to the Earth and migrated outwards in a synchronously locked low-eccentricity orbit. During the early part of this migration, the Moon was cooling and continually subjected to tidal and rotational stretching. The principal moments of inertia \( A < B < C \) of any satellite are altered in a predictable way by deformation due to spin and tidal attraction. The moments are typically characterized by ratios that are easier to measure, namely, the libration parameters \( \beta = (C - A)/B \) and \( \gamma = (B - A)/C, \) and the degree-2 spherical-harmonic gravity coefficients \( C_{20} = (2C - B - A)/(2M^2) \) and \( C_{22} = (B - A)/(4Mr^2), \) where \( M \) and \( r \) are the satellite mass and radius. Of these four values \( \beta, \gamma, \) and \( C_{20}, \) can be taken as independent. Using the ratio \( (C - A)/A, \) Laplace was the first to observe that the lunar moments are not in equilibrium with the Moon’s current orbital state (I). He did not, however, address the possibility of a “fossil bulge,” or the frozen remnant of a state when the Moon was closer to the Earth. Sedgwick examined the lunar moments in 1898, as did Jeffreys in 1915 and 1937, and both authors effectively showed that \( \beta \) is too large for the current orbit, suggesting that the Moon may carry a fossil bulge (2–5).

However, Jeffreys showed that the fossil hypothesis might be untenable because the ratio of \( \gamma/\beta = 0.36 \) does not match the predicted ratio of 0.75 for a circular synchronous orbit (equivalently, \( C_{20}/C_{22} = 9.1, \) instead of the predicted ratio of 3.33). Indeed, using data from (6), none of the three independent measures of moments represent a low-eccentricity synchronous-orbit hydrostatic form; \( C_{20} = 2.034 \times 10^{-4} \) is 22 times too large for the current state, and \( \beta = 6.315 \times 10^{-4} \) and \( \gamma = 2.279 \times 10^{-4} \) are 17 and 8 times too large, respectively (7, 8).

The inappropriate ratio of \( \gamma/\beta \) or \( C_{20}/C_{22} \) has led some to dismiss the fossil bulge hypothesis as noise due to random density anomalies (9, 10). However, the power of the second-degree harmonic gravity field is anomalously high when compared to the power expected from back extrapolating the power of higher harmonics (7, 11). This suggests that the bulge may be interpreted as a signal of some process. Degree-2 mantle convection has been proposed as a means of deforming the Moon (12, 13), but the dissimilarity of all three principal moments violates the symmetry of any simple degree-2 convection model (12). The Moon’s center-of-mass/center-of-figure offset influences the moment parameters slightly, but that problem is geophysically separate and mathematically insignificant to the degree-2 problem (8, 14).

Because \( C_{20} \) is due primarily to rotational flattening, and \( C_{22} \) is due to tidal stretching, the high \( C_{20}/C_{22} \) ratio seems to imply that the Moon froze in its moments while rotating faster than synchronous. However, in such cases no constant face would be presented to the Earth for any \( C_{22} \) power to form in a unique lunar axis. This apparent dilemma can be avoided by considering that in any eccentric orbit with an orbit period to spin period ratio given by \( m/2, \) with \( n = 2, 3, 4, \ldots \) the passage through pericenter results in higher \( C_{22} \) stresses throughout a single elongated axis (hereafter called the pericenter axis).

When the stresses experienced over one orbit period are time-averaged, the highest stresses
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Raman amplification of Matter Waves

Raman amplification of matter waves
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We demonstrate a Raman amplifier for matter waves, where the amplified atoms and the gain medium are in two different hyperfine states. This amplifier is based on a form of superradiance that arises from self-stimulated Raman scattering in a Bose-Einstein condensate.

DOI: 10.1103/PhysRevA.69.041601 PACS number(s): 03.75,-b, 42.50.Ct, 42.50.Gy

With the realization of coherent, laserlike atoms in the form of Bose-Einstein condensates it has become possible to explore matter-wave amplification, a process in which the number of atoms in a quantum state is amplified due to bosonic stimulation. Stimulation has been observed in the formation of condensates [1,2] and, more directly, has been used to realize coherent matter-wave amplifiers [3,4] based on superradiant Rayleigh scattering [5–13] in which the atomic momentum of the gain medium and the amplified atoms differ by a photon recoil. In these cases the atoms remained in the same internal state, a fact that severely limited the performance of superradian atom amplifiers since the amplified atoms were scattered out of the final state or served as a gain medium for higher-order processes (superradiant cascades [7]).

In this Rapid Communication we demonstrate a Raman atom amplifier in which the gain medium and the amplified atoms are in different internal states. Such a system has analogies to an optical laser in which different transitions are used for pumping and lasing, thus circumventing the above limitations. The gain mechanism for this amplifier is stimulated Raman scattering in a A-type atomic level structure which occurs in a superradian way. This system also acts as a Stokes Raman laser for optical radiation.

The amplification scheme is similar to that explored in previous work on Rayleigh superradiance in Bose-Einstein condensates [7,12] [cf. Fig. 1(a)]. A linearly polarized laser beam with wave vector k is incident on a magnetically trapped, cigar-shaped condensate, perpendicular to its long axis. Each scattering event creates a scattered photon with momentum h(k−q) and a recoiling atom with corresponding momentum hq. This scattering process is bosonically stimulated by atoms that are already present in the final state hq.

For Rayleigh scattering, the mode with the highest gain is the so-called endfire mode, in which the scattered photons propagate along the long axis of the condensate, while the scattered atoms recoil at an angle of 45° [7]. Rayleigh superradiance is strongest when the electric-field vector of the incident beam is perpendicular to the long axis of the condensate and is suppressed when the field vector is parallel to it [7]. This parallel configuration is the experimental situation considered in this Rapid Communication.

The angular distribution of spontaneously emitted light is dependent on its polarization. If we take the quantization axis z along the long axis of the condensate (which is also the direction of the bias field in the magnetic trap), the incident beam is π polarized. If the emitted light is also π polarized (Rayleigh scattering) its angular distribution is that of an oscillating dipole, fg(θ)=(3/8π)sin2 θ, where 0 is the angle between z and the direction of propagation of the scattered light. The suppression of Rayleigh superradiance in this configuration is reflected in the fact that fπ vanishes along z, such that the endfire mode cannot be populated. If the emitted light is σ polarized, the angular characteristics are those of a rotating dipole, fσ(θ)=(3/16π) sin 2 θ and emission into the endfire mode is favored. The absorption of π light followed by the emission of σ light corresponds to a Raman transition in which the z component of the atomic angular momentum changes by h.

We now discuss the existence of superradiant gain for such a Raman process. For Rayleigh scattering an expression has been derived both semiclassically and quantum mechanically, using descriptions based on either atomic or optical stimulation [7,12,14].

\[ \bar{N}_g = N_0 \Gamma_{sc} f(\theta) \Omega_g (N_g + 1) = G(N_g + 1). \]  

(1)

Here, N0(Nq) is the number of atoms in the condensate (recoil mode), Γsc is the rate for spontaneous Rayleigh scatter-

![FIG. 1. Observation of superradiant Rayleigh scattering.](image)

(a) Experimental configuration. A laser beam (wave vector k) is incident perpendicularly to the long axis of the condensate; its electric-field vector E is parallel to it and the applied magnetic field B. Each scattering event results in a recoiling atom (momentum hq) and a scattered photon (momentum h(k−q)). The recoiling atoms lie on a shell of radius hκ. (b) Spontaneous Rayleigh scattering. The absorption image shows a halo of atoms. The intensity of the beam was 1.0 mW/cm²; the pulse duration was 1 ms. (c) Superradiant Raman scattering as observed for a beam intensity of 18 mW/cm² and a pulse duration of 100 μs (the original condensate was fully depleted after ~10 μs). In both cases the field of view was 1.05 × 1.05 mm².
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ing (which is proportional to the beam intensity \( I \)), \( f(\theta) = f_{\text{dip}}(\theta) \) is the angular distribution of the spontaneously emitted light, and \( \Omega_2 \sim \lambda^2 \frac{\Delta}{A} \) is the phase-matching solid angle for superradiance in an extended sample, where \( \lambda \) is the wavelength of the scattered light and \( A \) is the cross-sectional area perpendicular to \( \tilde{z} \). It is straightforward to generalize Eq. (1) to the case of Raman scattering by interpreting \( \Gamma_{\text{sc}} \) as the rate for spontaneous Raman scattering and replacing \( f(\theta) = f_{\text{dip}}(\theta) \). The transition from spontaneous to superradiant (Rayleigh or Raman) scattering occurs when the gain exceeds the losses (see below), or \( N_{\text{e}} > 1 \). The angular distribution is then no longer the familiar dipole pattern \( f(\theta) \), but becomes highly directional.

To demonstrate superradiant Raman scattering experimentally, a cigar-shaped \(^{87}\)Rb condensate was produced in a cloverleaf-type Ioffe-Pritchard magnetic trap with the procedure described in Ref. [12]. The condensate contained \( N_{\text{e}} = 10 \times 10^6 \) atoms in the state |1⟩ = |S\\(^2\)S\(_{1/2}\), \( F = 1, m_F = -1 \rangle \), where \( F \) and \( m_F \) are the quantum numbers for the total spin and its \( z \) component, and had Thomas-Fermi radii of 165 \( \mu \text{m} \) and 13.3 \( \mu \text{m} \) in the axial and radial directions, respectively. The trapped condensate was illuminated with a horizontal \( \sigma^+ \) polarized laser beam for a variable duration \( \tau \), and the magnetic trap was switched off immediately afterwards. The beam had a detuning of \( \Delta \tau / (2\pi) = -340 \text{ MHz} \) from the \( ^2\text{S}\(_{1/2}\), \( F = 1 \rightarrow ^2\text{P}\(_{3/2}\), \( F = 1 \) transition at \( \lambda = 780 \text{ nm} \). The atomic momentum distribution was analyzed by imaging the atomic ensemble after 32 ms of ballistic expansion. Absorption images were obtained with a vertical probe beam after the atoms had been optically pumped to the state \(^2\text{S}\(_{1/2}\), \( F = 2 \). Results obtained for light scattering in this situation are shown in Figs. 1(b) and 1(c). For laser beam intensities \( I \) of up to \( I \sim 1 \text{ mW/cm}^2 \), a scattering halo consistent with a dipolar emission pattern was visible in the absorption images [cf. Fig. 1(b)], in agreement with earlier results [7] (for comparison, the threshold for Rayleigh superradiance was below \( I = 100 \mu \text{W/cm}^2 \) when the beam was polarized perpendicular to the long axis). However, when the intensity of the beam was increased to much larger values, the scattering became highly directional and two distinct peaks of recoiling atoms appeared into which the condensate was rapidly transferred [Fig. 1(c)]. In contrast to the appearance of a fan pattern observed in Rayleigh superradiance due to higher-order scattering [7], the atoms remained localized in these two peaks, even when the light was left on. A Stern-Gerlach-type analysis using ballistic expansion in a magnetic-field gradient revealed that the atoms in the recoiling peaks had been transferred to the upper hyperfine state |2⟩ = |S\\(^2\)S\(_{1/2}\), \( F = 2, m_F = -2 \rangle \), corresponding to the emission of \( \sigma^+ \) polarized light. Stokes-shifted by \(-6.8 \text{ GHz} \) from the incident beam. Due to the change in the internal state the recoiling atoms were \(-6.5 \text{ GHz} \) out of resonance with the pump laser light, which explains the suppression of higher-order scattering. Previous experiments with sodium [7] used a large detuning which coincided with the ground-state hyperfine splitting; thus the Raman scattered atoms were in resonance with the pump light. It is most likely for this reason that superradiant Raman scattering has not been observed before.

FIG. 2. Characterization of superradiant Raman scattering. The number of atoms in a single recoil peak is shown for three different situations. (a) Dependence on the pulse duration \( \tau \), with constant beam intensity \( I = 7.6 \text{ mW/cm}^2 \). The solid line describes an exponential growth according to Eq. (2) with \( G = 1.7 \pm 0.1 \times 10^6 \text{ s}^{-1} \). (b) Dependence on \( \tau \) for a constant gain \( G(\tau) = 140 \text{ mW/cm}^2 \mu \text{s} \). The atom number decays exponentially with the rate \( L = 6.2 \pm 0.5 \times 10^8 \text{ s}^{-1} \) (solid line). (c) Dependence on the laser intensity for a constant pulse duration \( \tau = 10 \mu \text{s} \). The solid line is calculated from Eq. (2) with parameters \( L \) and \( G/I = 3 \times 10^4 \text{ cm}^2 \text{ mW/s} \) as obtained in a and b, predicting a threshold at \( 2.1 \text{ mW/cm}^2 \). The open circles represent the measurement of Fig. 4, rescaled for the intensity of the electric-field component along the long axis of the condensate.

The time evolution of the number \( N_{\text{e}} \) of atoms in the recoil peaks in the perturbative regime \( N_{\text{e}} < N_{\text{e}} \) (cf. Fig. 2) showed exponential growth as predicted by Eq. (1). In the presence of a loss mechanism with a rate \( L \), the rate equation for \( N_{\text{e}} \gg 1 \) is modified to

\[
\dot{N}_{\text{e}} = (G - L)N_{\text{e}}.
\]

To determine \( L \), the condensate was illuminated with the beam for variable pulse durations \( \tau \) while keeping the pulse area \( I\tau \sigma = G\tau \) constant. In this case the number of recoiling Raman-scattered atoms should scale as \( N_{\text{e}}(\tau) \propto \exp(-L\tau) \). The experimental result, shown in Fig. 2(b), shows an exponential decay with a rate constant \( L = 1/(16 \mu \text{s}) \).

The loss rate \( L \) observed here is a factor of 25 faster than the corresponding rate for superradiant Rayleigh scattering (i.e., the width of the two-photon Bragg resonance [7,15]). To explain this difference we first note that, as in superradiant Rayleigh scattering, the term \( N_{\text{e}} / N_{\text{e}} \) in Eq. (1) describes an interference between the initial and final atomic states. This interference pattern constitutes a dynamic grating that diffracts the pump light into the endfire mode. As in the Rayleigh case, losses will occur when the overlap between the recoiling atoms and the condensate decreases. However, for Raman superradiance there is an important difference. The internal states are orthogonal, and therefore the spatial modulation is not in the atomic density but rather in the coherences (off-diagonal elements of the density matrix) [16] between the atomic states. Atomic coherences between different hyperfine states are sensitive to magnetic fields, leading to additional losses. In our case, there is a difference in the Zeeman shifts of states |1⟩(\( m_F = 1/2 \)) and |2⟩(\( m_F = -1 \)). In an inhomogeneous magnetic field the coherences
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evolve at locally varying frequencies, resulting in dephasing and thus in a decay of the grating. In a magnetic trap, the gravitational force is balanced by a magnetic-field gradient. For the parameters of our trap, the variation of the magnetic field is 10 mG within the condensate, corresponding to an inhomogeneous broadening of the splitting between [1] and [2] of $2 \times 10^5$ s$^{-1}$. This simple estimate for $t_L$ agrees with the measured value to within a factor of 3.

The fast loss mechanism can also be explained by considering the population of the recoil state $\hbar q$. In contrast to the atoms in the condensate the recoiling atoms are accelerated in the magnetic-field gradient. After the dephasing time $t_L$, their momentum has changed by $\hbar d/dt$, where $d$ is the vertical size of the condensate. This momentum transfer is comparable to the momentum uncertainty associated with $d$ and leads to a state distinct from the recoil state. This population loss in $\hbar q$ could be decreased by avoiding magnetic-field gradients, e.g., in an optical trap or by using free falling condensates.

The dependence of the atom number in the recoil peaks on the intensity of the laser beam is shown in Fig. 2(c). The atom number increased exponentially according to $N_q(\tau) \propto \exp(-G \tau)$ above threshold, with parameters that are consistent with those found in the measurements shown in Figs. 2(a) and 2(b). The experimentally determined gain $G$ agrees with the value predicted by Eq. (1) ($G_{\text{peak}} = 1 \times 10^6$ s$^{-1}$ for a beam intensity of 7.6 mW/cm$^2$ [17]) to within a factor of 4.

Raman superradiance can be considered as amplification of the first, spontaneous scattering event into the endfire mode. However, if a coherent input is applied to the system this input will get amplified as well. In analogy to the work on Rayleigh scattering [3,4] we have used superradiant Raman scattering as a mechanism for the amplification of matter waves, as illustrated in Fig. 3. To prepare the input, a short laser pulse was first applied to the trapped condensate, preparing a small cloud of $N_q$ recoiling atoms in state [2]. A second, identical pulse was then applied after a wait time $\tau'$. This led to a significant increase of the atom number to an output value $N_q(\tau') = \beta N_q$, where $\beta$ is the amplification factor. Values up to $\beta = 10$ were observed (Fig. 3), which is a clear signature for Raman amplification in state [2].

In agreement with the loss mechanism discussed above, the matter-wave amplification factor $\beta$ was found to depend on the wait time $\tau'$ between the pulses. During this time, the input atoms were accelerated out of the narrow bandwidth of the amplifying pulse. The observed amplification factor [cf., Fig. 3(d)] decayed with a rate of $2.2 \times 10^5$ s$^{-1}$ to a value of $\beta = 2$ in which case the number of atoms in the output was simply the sum of two independent superradiant pulses. This decay rate is in good agreement with the estimate for $t_L$ given above and agrees with the result of Fig. 2(b) to within a factor of 3.5. Both rates should agree according to Eq. (2), but we note that our simple model does not account for the depletion of the condensate and optical propagation effects (note that for the measurement shown in Fig. 2(b) the pump light was on, while it was off between the two pulses).

Superradiant Rayleigh and Raman scattering can be regarded as two modes of an atom laser. Just as in a multimode optical laser one mode can be selected by introducing mode-selective elements, the relative gain of the two matter-wave modes can be controlled by the polarization of the incident light, as is shown in Fig. 4. When the polarization was rotated from parallel to the long axis of the condensate to perpendicular, the three-peaked Raman pattern of recoiling atoms (a) changed into the X-shaped pattern (b) characteristic for the Kapitza-Dirac regime of superradiant Rayleigh scattering [12,13]. The polarization angle dependence is shown in Fig. 4(c). The transition was almost symmetric about an angle of 45° around which both types of superradiance were active. Note, however, that this symmetry is not universal but depends on the particular choice of parameters. The thresh-
olds (loss rates) for the two kinds of superradiance differ by a factor of 25, and the transition matrix element for Raman scattering is 6.5 times smaller than that for Rayleigh scattering at our detuning. The fact that the superradiant rates at the optimum angles were almost the same is due to the fact that at short pulses, the superradiant Rayleigh gain is suppressed due to the presence of backward peaks [12]. In the present case, which is far above threshold and near the end of the short-pulse regime [12], this effect resulted in a gain suppression by a factor of ~6.5 for Rayleigh superradiance.

The Raman transition from |1⟩ to |2⟩ involves the absorption of π light and emission of σ∗ light. One can therefore regard the angular dependence of superradiant Raman scattering as a dependence on the intensity of the π component of the incident light, which scales as cos2 α, where α is the angle between the electric-field vector and the axis. Indeed, the rescaled data of Fig. 4 nicely matches the other data shown in Fig. 2(c) for which the total intensity of the light was varied.

The comparison of these two amplification modes also illustrates that the observed Raman superradiance does not have a short-pulse (or Kapitza-Dirac) regime, unlike the Rayleigh process for which endfire mode photons are scattered back into the laser beam [12]. This process violates energy conservation by the recoil frequency and therefore can happen only at times shorter or comparable to the inverse recoil frequency. For the observed Raman scattering, the energy mismatch (divided by ℏ) is ~6.5 GHz, corresponding to subnanosecond time scales on which backscattering might happen. Similarly, the absence of higher-order forward peaks reflects the fact that the laser light is too far out of resonance with the atoms in the recoil state to drive further Raman transitions (e.g., back to F = 1) on the experimental time scale.

Finally, we mention that superradiant Raman scattering is also possible between sublevels of the same hyperfine state. For a detuning of Δ/(2π) = −140 MHz, the transition matrix elements for Raman transitions to S1/2, F = 2, mF = −2 and to S1/2, F = 1, mF = 0 are almost the same. Indeed we observed strong Raman superradiance with a F = 1, mF = 0 first-order peak and a F = 1, mF = 1 second-order peak (this was observed also for −340 MHz detuning, but was much less pronounced). Further peaks (orders higher than 2 or backward peaks) were not observed. For longer pulse length, the F = 1 peaks disappeared, unlike the F = 2 peaks, since subsequent spontaneous Rayleigh scattering is much stronger for F = 1 atoms due to the much smaller detuning.

In conclusion, we have studied a new phenomenon in the interaction of a Bose-Einstein condensate with a single strong laser beam. The cloud can spontaneously create not only density gratings [7] and phase gratings [12], but also periodic modulations of coherences. Whereas an atomic density grating is accompanied by a standing light wave formed by the pump light and the endfire mode, the coherence grating is driven by an optical field with a polarization grating formed by two beams of orthogonal polarization. The exponential growth of coherence gratings provides a mechanism to amplify matter waves in an internal state different from the one of the amplifying medium. In principle, all these superradiant phenomena could also be observed in noncoherent clouds, but lower density and Doppler broadening lead to much higher thresholds in the laser power.
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[17] The spontaneous Raman scattering rate was calculated as ΓR ~ |ωR/γ|/λ2 for a λ-type level structure, where ωR = dE/dE is the Rabi frequency of the laser beam and Γ' = 4πωR2/3ℏcλ2 is the rate for spontaneous decay from the intermediate state to the final state, resulting in a dependency ΓR ~ (d′/d)2. In this expression d and d′ are the dipole matrix elements for the Raman transition. The couplings to the various states i of the excited-state manifold were included by performing a coherent summation, ΓR ~ (Σdi*d′i/Δi)2.
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