
BLIND MODULO ANALOG-TO-DIGITAL CONVERSION OF VECTOR PROCESSES

AmirWeiss?, Everest Huangy, Or Ordentlich} and GregoryW.Wornell?

?Dept. of EECS yMIT Lincoln Laboratory }School of CSE
Massachusetts Institute of Technology everest@ll.mit.edu Hebrew University of Jerusalem

famirwei,gwwg@mit.edu or.ordentlich@mail.huji.ac.il

ABSTRACT
In a growing number of applications, there is a need to digitize a (pos-
sibly high) number of correlated signals whose spectral characteristics
are challenging for traditional analog-to-digital converters (ADCs). Ex-
amples, among others, include multiple-input multiple-output systems
where the ADCs must acquire at once several signals at a very wide but
sparsely and dynamically occupied bandwidth supporting diverse ser-
vices. In such scenarios, the resolution requirements can be prohibitively
high. As an alternative, the recently proposedmodulo-ADC architec-
ture can in principle require dramatically fewer bits in the conversion to
obtain the target •delity, but requires that spatiotemporal information
be known and explicitly taken into account by the analog and digital
processing in the converter, which is frequently impractical. Building on
our recent work, we address this limitation and develop ablind version
of the architecture that requires no such knowledge in the converter.
In particular, it features an automatic modulo-level adjustment and a
fully adaptive modulo-decoding mechanism, allowing it to asymptoti-
cally match the characteristics of the unknown input signal. Simulation
results demonstrate the successful operation of the proposed algorithm.

Index Terms| data conversion, blind signal processing, adaptive
•ltering, least-mean-squares algorithm.

1. INTRODUCTION
In a host of applications in communication and signal processing there is
often a need to digitize highly correlated analog signals, where each signal,
which in general may be temporally correlated in itself, is fed into a sepa-
rate analog-to-digital converter (ADC). One representative example is in
the context of a massive multiple-input multiple-output channels [1{3],
where the number of antennas can be of the order of tens and even hun-
dreds, whereas the number of users (/independent sources) it serves is
moderate, making the signals received by the antennas highly correlated.

In such scenarios, when the signals are (naively) acquired by standard
ADCs, there is a high degree of redundancy in the data. Naturally, this
redundancy can be exploited in many ways, depending on the processing
phase and the desired objective [4{8]. Particularly attractive is to utilize
this redundancy as early as the acquisition phase, namely in the analog to
digital conversion. By doing so, in principle, the signals could be digitized
at the same •delity using fewer bits, thus reducing power consumption,
which in general grows exponentially with the number of bits [9].
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Fig. 1. A schematic illustration of the proposed blind mod-ADCs.
One possible approach to put this notion into practice is to use the

recently proposedmodulo ADCs [10,11]. A modulo ADC •rst folds each
sample of the input process modulo�, where� is a design parameter,
and only then quantizes the result using a traditional uniform quantizer.
The modulo operation limits the dynamic range of the signal to be quan-
tized, which in turns results in a quantization error whose magnitude is
proportional to�, rather than to the dynamic range of the original, un-
folded signal. In [10] it is shown that the observed signal can be reliably
unfolded, when the second-order statistics (SOSs) of the input signals are
known, and� is set proportionally to the prediction error standard de-
viation. More recently, a blind mechanism for a single modulo ADC was
proposed [12], which adapts the e€ective modulo size (analogously to an
AGC mechanism in a standard ADC [13]) and learns the required SOSs
of the input, while unwrapping the folded signal with the same reliability.

In this work, we extend [12], and develop ablind mechanism for
multiple modulo ADCs working in parallel. Using spatiotemporal cor-
relations of the observed signals, the proposed solution learns the inputs'
underlying SOSs, adapts the e€ective modulo size, and for a given num-
ber of bits, considerably decreases the mean square error (MSE) distor-
tion in the reconstruction of the input signals relative to standard ADCs.

2. BRIEF REVIEW ON MODULO ADCS

For a positive number� 2 R+, we de•ne

[x] mod � , x�� �
j
x

�

k
2 [0;�); 8x 2 R;

as the[�] mod � operator, wherebxc is the ‚oor operation, which re-
turns the largest integer smaller than or equal tox. AnR-bit modulo
ADCwith resolutionparameter�, termed(R;�)mod-ADC,computes

[x]R;� , [b�xc] mod 2R 2 f0; 1; : : : ; 2R � 1g; (1)

and produces the binary representation of (1) as its output (Fig. 1, left).
Using subtractive dithers [14], an(R;�) mod-ADC can be modeled

as a stochastic channel, whose outputy for an inputx is given by

y = [�x+ z] mod 2R; (2)

wherez � Unif ((�1; 0]). Since the modulo operation is a form of
lossy compression, it is generally impossible to recover the unfolded sig-
nal(�x + z) from its folded versiony in (2). Nevertheless, under rela-
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Algorithm 1: Oracle Spatiotemporal Modulo Unfoldingbv oracle;n = OracleSTModUnfold (yn; v [n]; fRijx [‘]g; �;R)

1 Compute the Linear Minimum MSE (LMMSE) estimate of
vn based onv [n] (denoting1

2 as the all-1
2

vector)bvpLMMSE;n = H p
opt

�
v [n] + 1

2

�
� 1

2 ; (3)

whereH p
opt 2 RK� Kp is the matrix •lter corresponding the

LMMSE predictor, computed based onfRijx [‘]g and�;
2 DenoteA = [a1 � � � aK ]T, and solve [IF decoding matrix]

A , argmin
�A 2 ZK � K

det( �A )6=0

max
k2f 1;:::;Kg

1

2
log2

€
aT
k � pak

Š
; (4)

where� p (6) is computed based onfRijx [‘]g and�;
3 Computew LMMSE;n = [yn � bvpLMMSE;n] mod 2R;
4 Computeegn 2 RK� 1 and the estimated prediction error,

¨
gkn ,

�
aT
kw LMMSE;n

�
mod 2Regkn ,

�
gkn + 1

2
2R
�

mod 2R� 1
2
2R
) be pLMMSE;n,A � 1egn;

(5)
5 Returnbv oracle;n = bvpLMMSE;n + be pLMMSE;n.

tively mild conditions, when the input (possibly high-dimensional) sig-
nal is suƒciently temporally- and/or spatially-predictable, e.g., a corre-
lated random vector-process [10] or a deterministic bandlimited signal
[15,16], it is in fact possible toperfectly recover the unfolded signal1 from
its past samples and its current folded sample via causal processing [17].

More generally, considerK parallel(R;�) mod-ADCs whose input
signalsfxkng, collected into a vectorx n 2 RK� 1, are zero-mean jointly
stationary processes, with known autocorrelation functionsfRijx [‘] ,

E
”
xinx

j
n� ‘

—
2 Rg. The output of theK mod-ADCs is then given by

yn = [�x n + zn] mod 2R 2 RK� 1; 8n 2 N+;

wherefzkn � Unif((�1; 0])g, modeling the quantization noises, are
independent, identically distributed (i.i.d.) stochastic processes, and the
modulo is elementwise. Further, de•ne the unfolded quantized signal,

vn , �x n + zn 2 RK� 1; 8n 2 N+;

and assume that the decoder has access tofvn� 1; : : : ; vn� pg. Notice
that oncevn is recovered,x n is readily estimated asbx n = (vn+ 1

2 )=�.
Thus, we focus on recoveringvn based onyn andv [n] , vec (V n) 2
RKp� 1, whereV n , [vn� 1 � � � vn� p] 2 RK� p.

The algorithm proposed in [10] for recoveringvn with high proba-
bility (w.h.p.) whenfvn� ‘gp‘=1 andfRijx [‘]g areknown, here referred
to asoracle spatiotemporal modulo unfolding, is given in Algorithm 1.
The key idea behind this method is that the modulo operation essentially
becomes invertible (w.h.p.) whenstatistical propertiesof theoriginal (un-
folded) signal and correlated measurements to the modulo-folded signal
are available, provided that� is proportional to the standard deviation
of the innovation process. In Algorithm 1, unfolding of the coordinates
of vn is done by using spatiotemporal (causal) linear •ltering, followed
by integer-forcing (IF) decoding [17{20], which exploits spatial correla-
tions in the prediction error vector. In this regard, solving (4) generally
requires a complexity exponential inK. However, the optimal integer
matrixA needs to be computed only once for the pairf� p; �g, where

� p , E
”
e pLMMSE;n

�
e pLMMSE;n

�T—
2 RK� K (6)

1With high probability for random signals, and to an arbitrary preci-
sion for deterministic bandlimited signals.

Algorithm 2: Blind Spatiotemporal Modulo Unfoldingbvn; be pn = BlindSTModUnfold (yn; bv [n];cH p

n;Ò� p; �n; R)

1 Compute the linear estimate ofvn based onv [n]bvpn = cH p

n
bv [n] � 1

2 ; (7)

2 DenoteÒA = [ba1 � � � baK ]T, and solve

ÒA , argmin
�A 2 ZK � K

det( �A )6=0

max
k2f 1;:::;Kg

1

2
log2

€
aT
k

Ò� pak
Š

; (8)

3 Computew n = [yn � bvpn] mod 2R;

4 Computebegn 2 RK� 1 and the estimated prediction error,
¨ bgkn ,

”baT
kw n

—
mod 2Rbegkn ,

�bgkn + 1
2
2R
�

mod 2R� 1
2
2R
) be pn , ÒA

� 1begn; (9)

5 Returnbvn = bvpn + be pn ,be pn .

is thecovariancematrixof theerrore pLMMSE;n , vn�bvpLMMSE;n inoptimal
linear prediction, andbvpLMMSE;n is de•ned in (3). Moreover, the LLL al-
gorithm [21] provides a sub-optimalA with a complexityO(poly(K)).

Of course, in practice, devices such as ADCs usually operate un-
der dynamic conditions, giving rise to a wide range of possible inputs
with unknown characteristics, and must still maintain proper operation.
Therefore, a signi•cant step towards implementing mod-ADCs for real-
life applications can be made by relaxing the (too restrictive) assumption
thatfRijx [‘]gare all known. Building on our recent work, in which a sin-
gle blind mod-ADC was developed based on temporal correlations, the
goal of this work is to take that important step for the general case ofK
parallel mod-ADCs, exploiting both temporal and spatial correlations.

3. PROBLEM FORMULATION
ConsiderK parallel(R;�n) mod-ADC as described in the previous
section, with a •xed modulo range� = 2R, but anadaptable, possi-
bly time-varying resolution parameter�n 2 R+. The mod-ADCs are
fed with the input signalfx n , x (nTs)gn2 N+ , acquired by sampling
the analog, continuous-time signalx (t) everyTs = f � 1

s seconds. We
assume thatfxkng are zero-mean jointly stationary stochastic processes
with unknown correlation functionsfRijx [‘]g. The observed, distorted
signals at the output of theK mod-ADCs are given (in vector form) by

yn = [�nx n + zn] mod 2R; 8n 2 N+;

where, asbefore, thequantizationnoiseprocessesfzkn�Unif((�1; 0])g
are i.i.d. Further, we rede•ne the unfolded quantized signal,

vn , �nx n + zn; 8n 2 N+; (10)

which, in general, is no longer stationary. Nonetheless, whenever�n is
held •xed,vn can be regarded as stationary on the respective time period.

As explained above, the goal in this context is to estimate the input
x n as accurately as possible based on the observed sequencefyng at the
output of the mod-ADCs using a causal system. However, sincevn is
merely a scaled version ofx n contaminated by white noise (10), the prob-
lem essentially boils down to recoveringvn, and is stated as follows.
Problem Statement:For a �xed number of bits R, design
an adaptive mechanism for estimating fx ng from the mod-
ADCs' outputs with the lowest possible MSE distortion, with-
out prior knowledge on the correlation functions fRijx [‘]g.
The above is interpreted as designing an update mechanism for causally
maximizing the resolution parameter�n, while still allowing for reliable
recovery ofvn fromfy kgk� n, and also design the recovery mechanism.

As explained in Section 2, providedvn is exactly recovered w.h.p.,
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